This article has been accepted for publication in IEEE Sensors Journal. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2023.3317331

IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2017

\. [EEE ;
6 Sensors Council

General Machine Learning based approach to
pulse classification for separation of Partial
Discharges and Interference

Emanuele Ogliari, Member, IEEE, Maciej Sakwa, Student Member, IEEE, Jianguo Wei Member, IEEE,
Weilin Liu, Benjamin Schubert, Mauro Palo.

Abstraci— This paper describes a complete ap-

proach to filtering Partial Discharge (PD) pulses
from interference in High Voltage electrical equip-
ment using supervised Machine Learning (ML)
techniques. The PD signals are registered in Ultra
High Frequency radiation band with a multisensor
acquisition system composed of 4 antennae. The
proposed methodology focuses on the implemen-
tation ML algorithms and proposes a novel in this
field approach to the onset detection of incoming
signals. The goal was to achieve high accuracy of
filtering with reasonably low compilation times of
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the ML classifier. That would allow to use the model on edge sensor devices.

In the paper, different models and training variants of the ML framework are tested. The presented results are based on
a robust measurement campaign performed in laboratories of GEIRI Europe. The methodology is validated through tests
on 3 separate test scenarios. Each represents a different complexity of the problem with an increasing number of active
sources. The results show high potential for utilization of the ANN and other classifiers for PD filtering problems as the
accuracy achieves the desired threshold of 80% for most of the tested variants. The methodology is a step forward toward

a fully online PD and interference filter.

Index Terms— Machine Learning, Neural Network, Onset detection, Partial Discharge

[. INTRODUCTION

ARTIAL Discharges (PD) are localized electric dis-

charges that only partially bridge the insulation between
conductors [1] affecting only a small part of the dielectric
media [2] that take place in all types of insulation systems.
PD consist of self-sustaining electron avalanches caused by a
local increase in field strength or a local reduction in electric
strength [1], [3]. PD produce transient electrical pulses lasting
around 0.1-1 ps with a pulse rise time in the range of a few
ns [4] and they usually do not impact the short-term dielectric
strength.

However, in the case of frequent and repetitive discharge
impulses present in AC voltage, PD lead to a drastically
reduced service life of High Voltage (HV) equipment [2].
Therefore, there is a constant need to monitor the PD as
their occurrence is an important criterion for the evaluation
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of insulation quality [1]-[3].

Three main types of PD defects can be defined: internal
PD, surface PD, and corona PD. Each type has different
characteristics and impacts on the dielectric [5], with internal
being the most damaging and corona being almost harmless
to the internal structure of the insulation [6]. Due to their
nature, they depend on the voltage in different ways, as can
be observed on Phase-Related PD patterns (PRPD) [7]. Apart
from phase-related identification, PD can be also described
in the time and frequency domains. This approach allows for
direct analysis of individual PD pulses and observations of
the correlations between the pulses’ shapes and parameters
and their origin [8]. Moreover, the time and frequency pulse
shape features (such as equivalent time and bandwidth) and
have been previously successfully used to identify PD sources
in various HV machines [9].

Traditionally the PD measurement was an operation that
was conducted offline [10] using a variety of processes that
accompanied a PD, such as charge displacement, emitted radi-
ation, heat generation, acoustic emission or chemical reactions
[11]. The dielectric had to be removed from the operating HV
machine (e.g. a transformer) and studied in circuits designed
for PD detection [2]. These methods allow for detailed analysis
and description of the PD events occurring in the insulation
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[12] and are generally considered noise-free compared to the
online counterparts [13].

The need to examine PD during the machine operation
[14] led to the development of various methods implementing
techniques such as electromagnetic or acoustic waveform mon-
itoring. The conventional acoustic method is usually prone to
suffer from various electromagnetic interference issues related
to the measurement device (even though the typical frequency
for acoustic PD detection is 20kHz to 300kHz). Yet, recent de-
velopments show a high potential of adapting this technology
with the use of optical fiber-based sensors to achieve better
results in condition monitoring of HV equipment [15].

PD pulses can occur in the region of about 600 MHz to
2 GHz [2], therefore in online measurements Very High Fre-
quency and Ultra High Frequency (VHF/UHF) band record-
ings with a very high sampling rate are currently the most
widely used and studied [16], [17]. The VHF/UHF band mea-
surement has proven to be relatively noise-free in comparison
to other online PD measurement methods [18], especially with
additional denoising applied [19], and allows for reliable and
early detection of defects in various HV machinery, such as
Gas Insulated Switchgear [17], [20] and HV transformers [16],
[21]. However, the radio-frequency bandwidth is relatively
crowded (due to e.g. mobile phones) and it is necessary to
filter out the incoming PD signals from interference present
in the same bandwidth [22] in a real-life environment.

[I. MACHINE LEARNING IN PD DETECTION

With recent advancements in Machine Learning (ML) tech-
niques, there has been a noted growth in approaches to handle
PD pulses with new or existing algorithms [23]. The uses range
from attempts to denoise the recorded PD signal [24] with
Neural Networks (NN), to the localization of PD defects [25],
and the classification of PD pulses with regard to the emitting
source (a different defect or an interfering factor) [23].

PD classification is a complex task, without a single correct
solution, and various implementations of ML techniques and
PD descriptions are proposed. Artificial Neural Networks have
been tested with good results with classification methodologies
that focus mostly on pattern recognition within the PRPD
[26], [27] and its statistical features [28], [29]. Approaches
using the time-domain recording to classify individual pulses
have also been made with the pulse statistical and waveform
features [30], [31] or using various dimensionality reduction
techniques, such as PCA [32]. In [33], [34] combined ap-
proaches have also been tested.

Other ML techniques have been also utilized for classifi-
cation with good results, including Decision Tree Ensemble
[35], [36], and Support Vector Machine [37], [38]. In recent
years, also Deep Learning (DL) techniques have been tried.
The typical uses range from the classification of PD pulses via
Pattern Recognition with Convolutional Neural Networks [39]
and Long Short Term Memory NN [40], to data augmentation
techniques with Generative Adversarial Networks [41].

However, due to the inherent black-box design their im-
plementation is limited the designer wants to have more
control over the input features and the output [23]. Moreover,

DL techniques suffer greatly when the availability of the
training data is low, and the computational burden of both
classification and training is high [42]. Due to our desired use
as a universal filter installed on programmable hardware (as an
edge computing smart sensor) we decided to use the standard
ML techniques in our work [43]. With further development of
the computational capacity of small controllers the switch to
DL will become highly reasonable [44].

This work proposes and tests a complete classification
methodology starting from the signal acquisition sensors and
their setup, continuing with the data transformation pipelines,
and finishing with an ML classification algorithm test. The
proposed method allows for the identification and filtering
of individual VHF/UHF pulses before their arrival into the
recording system. The proposed methodology is desired for
generic use with real-life online HV equipment. It uses su-
pervised ML techniques and proposes a novel approach to
dimensionality reduction of the incoming signals with precise
detection of the pulses’ onset. This approach moreover allows
for better comparison of the PD-like pulses in light of their
varied time-of-arrival to the four acquisition sensors.

The test is performed on a detailed dataset of VHF/UHF
bandwidth pulses recorded specifically for this purpose in a
remote sensing laboratory belonging to Global Energy Inter-
connection Research Institute (GEIRI) Europe.

In section III the main measurement procedure is described
with details about the devices used to generate the pulses,
later section IV contains a short description of the proposed
Machine Learning (ML) approach used in the classification
procedure. Sections V, VI, and VII describe in detail the data
recorded in this case study and the results achieved by the
implementation of the proposed methodology.

[1l. MEASUREMENT

The datasets were acquired via a UHF/VHF PD detection
system. We conducted a detailed measurement campaign with
physical sources of PD pulses and interference. The same
acquisition system has been used to record pulses in other case
studied including real-life situations [22], [31], [45], [46].

The acquisition system is composed of 4 bi-conical ultra-
wide antennae that were installed close to potential PD
sources. The pulses have been recorded through a Field
Programmable Gate Array (FGPA) as short snapshots with
time duration of 4us at a sampling frequency equal to 2.5
GHz. Activation of the recording software is triggered by a
quick increase in the VHF/UHF radiation spectrum on a time
scale of 0.1-1ps. The bandwidth of the used bi-conical antenna
is between 20 MHz-1 GHz which is sufficient to cover the
bandwidth of the captures PD pulses (which for AC range
between 600 MHz to 2 GHz as described in sec. I).

Generally, the antennae layout is modified depending on the
studied PD source to achieve the best possible performance.
In case of the measurements presented in this paper, the layout
has been kept constant throughout the experiments. The goal
was to place the PD source somewhere in the middle of the
antennae setup with all sensors at a distance of 1-2 meters
from the emitting source. The measurement setup is presented
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in Fig. 1 and the exact location of the sensors and PD sources
is shown on the top view in Fig. 2.

Fig. 1:

Berlin, Germany.

Measurement setup in GEIRI Europe laboratory,

Fig. 2: Antennae layout used in the experiment - green X
marks the location of the PD device, green - APG, ARC
location has not been tracked thoroughly.

The PD-pulse generation has been achieved using a portable
PDSIM-600 model device by Spark Instruments that is able
to physically emulate 6 different kinds of insulation defects
and related PD pulses (as seen in Fig. 3 (a), the nameplate
with more details in Fig. 3 (b)). The device is commercially
available and the authors did not participate in its design. In
the recording of the dataset the sources have been activated
individually, (apart from a few test setups described in more
detail later) by stimulation with AC voltage equal to 5 KV.
This allowed for clear representation of the studied sources
both in form of the acquired UHF waveform and PRPD for
each source.

Moreover, to simulate background conditions and test the
ML-based filter, other devices have been used that generate
interference at the same bandwidth as the PD signals (as seen
on Fig. 4). The two devices used for that purpose where
an electric arc lighter (ARC) that emits chaotic signals with
respect to their phase and power spectra and an artificial pulse
generator (APG) designed by the authors that can emit pulses
in strict power and phase range that can be set during the
measurement.

All the recorded pulses (PD defects and the recorded
interference) are presented in their time and frequency domain
representation in Fig. 5 (based on a single example from the
relative recorded dataset), and the collection of their PRPD
patterns is shown in Fig. 6. A PRPD graph contains the

(b)

Fig. 3: PDSIM-600 device (a) the device, (b) zoom at the
nameplate

(2) (b)
Fig. 4: Interference generation devices (a) ARC, (b) APG.

scaled power of all single pulses (in dB) associated with each
cluster represented as a function of the 50 Hz power cycle.
These graphs allow for visual Pattern Recognition (PR) of the
recorded signals and will be used to distinguish the PD clusters
from the Noise clusters.

As can be seen in Fig. 5 and Fig. 6 it is quite easy for
the human eye to notice the differences between PD pulses
and interference. In the time domain, PD signals are usually
characterized by a short but dense fluctuation in the UHF
waveform with fairly low power (as the background noise is
still relevant in those cases). However, the difference is even
more visible on the PRPD. PD pulses have a strong correlation
with phase as the events are usually located in the rising part

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



This article has been accepted for publication in IEEE Sensors Journal. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2023.3317331

IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2017

4
= n N ’ —— Internal
©
(="

2
o I i
- MMMM —— Floating voltage
©
C
2 -
0 i i
= [ m —— Near ground
©
C
2
0 i i
— —— HV Surface
© *”O‘WMMM{M ,Mﬂ M,I‘\,J\ L L . S S Y
C
2
(2 i i
= MM —— Surface dis. on gnd.
©
c
2
(2 i i
= !M” M ﬂ —— Corona
©
c
2
0 - i .
[ ARC
©
o
2
o - i i
= rM ﬂ M H A —— APG
©
c
2
o A i
1000 1500 2000 2500
Sample [-]
(a) Time domain
- —— Internal
=
w
o Ty domwhidleomabindl 2l
o —— Floating voltage
I
o —— Near ground
&
o R - \
o —— HV Surface
=
w
w I Adadl A
s —— Surface dis. on gnd.
'_
w
'S R S Y ‘1 hau, Ao ok st had POV
™ ——— Corona
ol
[T
L i.‘ [V T WY T
i ARC
[
w
[T
=
w
w
0.0 0.2 0.4 056 08 1.0
Frequency [GHz] le9

()

Fig. 5: Representation of recorded UHF pulses (a) time
domain, (b) frequency domain.

of both positive and negative half cycles in a stochastic power
range. In comparison, the interference has either a completely
random distribution when it comes to phase (ARC) or is very
strongly defined in its occurrence (APG).

The proposed algorithms have been tested on a workstation
at Politecnico di Milano, equipped with an Intel® Core™ i9-
10900KF CPU with 10 cores of the base frequency of 3.7 GHz.
Additionally, a GPU based on the Ampere architecture “Nvidia
GeForce RTX 30607, supporting complex tensor operations
was used. The version of CUDA drivers is 11.2 and the related
TensorFlow version is 2.8.

IV. METHODOLOGY

Here we propose a fast ML methodology of multi-class
and multi-sensor classification that utilizes supervised learn-
ing techniques supported by a precise signal onset detection
method. The procedure can be summarised by a flowchart
present in Fig. 7.

A. Onset detection

In a previous study [31], we showed that training a clas-
sification ANN model on the entire waveform as an input
can lead to satisfying results. However, the original wave-
form of each signal has 5120 samples thus the training
and classification become highly demanding for even high-
end machines. We simplify the waveform by designing a
feature extraction method that keeps the original waveform but
significantly shortens it compared to the original recording.
For that purpose, an onset detection methodology has been
employed to pinpoint the precise beginning of each PD-pulse
waveform. Furthermore, onset detection helps to avoid the
problem of misclassification of samples due to travel lag and
varied arrival times between sensors. Due to onset detection,
the detection of an exact location itself becomes irrelevant for
the purpose of the functioning of the filter. However, it is still
relevant for the general diagnostics of the HV machinery.

The onset detection procedure is as follows:

1) A sequence of partially overlapping moving windows is

identified and the mean sixth statistical moment (Sg) is
computed for all the samples belonging to the window:

B[(X — p)"*]
BJ(X — p)?)]F/?

For k equal to 6, where X are the values from the chosen
window p and o are respectively their mean and standard
deviation, and F is the expected value. From the result
the standardized cumulant is subtracted (equal to 15 for
the 6-th order high-order statistic) to bring the values
close to 0. Values close to O indicate that only mostly
noise is recorded in the given time window.

2) For each window, a derivative of the Sg is calculated
(dSg), and its maximum value is identified. A threshold
is set equal to 10% of the maximum value retrieved.
This threshold definition has proven to be effective for
real-life case studies and lab tests.

3) All the crossings between dSg and the threshold are
identified by checking the sign of a product of two
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4)

following values of dSg: dSg,,, and dSs 41 compared
against the threshold [47].

Cidn = sgn[(dSen —t) - (dSent1 — t)] 2

Where Cjq,, is the identifying index of a given sample
and ¢ is the threshold value for the given signal. For
negative values of the Cyq ,, index a crossing is identified
at the n-th sample of the signal.

For each crossing a Signal-to-Noise ratio is calculated.
It is defined as a ratio of the energy content of the 250
samples (corresponds to 5% of the recorded signal) after
the crossing to the energy content of the 250 samples
before the crossing:

Zn+250 82
SNR = S="—
> ien—250 57

3)

Where s; is the value of the signal at the ¢-th sample. The
crossing sample with the highest SNR value is chosen
as the proper onset.

Afterward, only 12% of the original waveform is kept as a
single signal of 5120 samples is reduced to 625 samples. The
procedure is visualized in Fig. 8. The shortened waveforms
are later used as input for the classification models.

B. Model Selection and Training

In the selection process of the model best fitted for the
filtering task, we studied 5 typical classification models that
are widely available in open-source packages: Support Vector
Machine Classifier (SVC), Random Forest Ensemble Classi-
fier (RFC), K-Nearest Neighbors Classifier (KNN), Gradient
Boosting Classifier (GBC), and an Artificial Neural Network
Classifier (ANN). The preliminary hypothesis (according to
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Fig. 8: An example of the pulse onset detection based on the
derivative of the sixth order statistic moment (dS6). The result
is the shortened waveform (in burgundy).

previously performed studies in [31]) assumed the best per-
formance for ANN, therefore the training procedure was
focused on achieving the best possible parameter tuning for
this classifier. Also for this reason, in the next sections of the
paper, the detailed simulation results are going to be shown
only for ANN. Through a short sensitivity study, the optimal
parameters were picked:

o Input layer with for feature space composed of the
shortened waveform (625 samples) with Rectifier Linear
Unit activation function,

e Two hidden layers with 50 neurons each with Rectifier
Linear Unit activation function,

e Output layer with a shape adapted to the number of
classes with ”softmax” activation function.

The rest of the classifiers are considered a benchmark in
this case study. Their parameters are tuned through a brute-
force style grid search in order to achieve the best accuracy
score on the validation dataset. Each model (ANN included)
is trained through 5-fold k-fold cross-validation with stratified
shares of the training data. Finally, the optimal models are
kept and tested in the later part of the paper. In each case, the
model training input is composed of defined input-label pairs,
with shortened waveforms (625 samples each) serving as the
input and recording ID being the label. In this case, the input
waveforms are not standardized or scaled, as the strength of
the signal also carries information about the emitting source.

In reality, for each case, 4 separate models are trained,
with one model per acquisition sensor (as shown in Fig. 7)
This was done to achieve classification based on the emitted
source instance, even for those pulses that do not have an
equal full coverage in all the sensors. In the end, the final
result for each emitted instance is calculated as an average

of the proposed classification probabilities, where the models
that do not have their pulse representation for a given emitted
instance are ignored in the process.

V. CASE STUDY
A. Training dataset

The case study is based on the data recorded during exper-
iments in laboratories belonging to Global Energy Intercon-
nection Research Institute Europe GmbH (GEIRI Europe) in
Berlin, Germany. The recorded data can be subdivided into
two parts that were separately used for training and testing of
the developed ML filtering procedure.

The training dataset has been prepared by separate activation
of the available emitting sources (as already introduced in
section III) - 6 PD signals from PDSIM-600 emulator and
2 interference sources. The interference has been particularly
chosen to represent different repetition rates of the signal (for
ARC order of magnitude of 1-10 kHz, and for APG - 100
Hz). During a single source activation, the acquisition system
has been kept online until 4000 events have been recorded. As
a result, a library of 32000 perfectly labeled signals (due to
separate recording) has been obtained. All the recorded sources
with corresponding IDs are listed in Tab. L.

TABLE |
RECORDED DEFECTS AND INTERFERENCE
1D Defect type Type

1 Internal PD PD-like
2 Floating voltage PD PD-like

3 Near ground PD PD-like
4 HV Surface PD PD-like

5 Corona PD PD-like and interference
6  Surface Discharge on Ground PD PD-like

7 ARC Interference
8 APG Interference

The corona discharges happen on the edge (outside) of the
dielectric, hence their harmfulness depends on the type of
HV equipment [2]. Moreover, their presence might disturb
the functioning of the acquisition and filtering system. It is
especially true for open-air equipment, such as HV transform-
ers [48], when PD acquisition systems might be triggered by
corona discharges occurring in the overhead HV electric lines.

Therefore, different affiliations will be tested for the PD
defect number 5, that is the corona. Each test case will be
run with the ML model trained with the defect being treated
as a PD, and later as an interference similar to ARC or APG
devices.

A decision had to be made regarding a proper approach to
ML model training. Many ML algorithms (such as SVC) can
perform worse in cases of multi-class classification, especially
with a high amount of possible classes and a low amount of
class member samples. For that reason, both multi-class and
binary classification will be tested and compared (the grouping
procedure can be seen in Fig. 9):

1) Multi-class classification - each recorded source is
labeled as a separate class for training purposes. There-
fore, the classifier labels the test samples as belonging to
one of eight available classes. For comparison purposes,
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these classes are grouped a posteriori into PD-like and
interference signals results according to the key from
Tab. L.

2) Binary classification - the training datasets are grouped
before training as PD-like and interference according to
the key from Tab. 1. In this case, the classification pro-
cedure will be performed based on two classes instead

of eight.
Training data
8 classes
I
Multi-class Binary

Classification

2 classes
[

Classification

2 classes

Fig. 9: Training and classification source grouping flowchart.

The binary training has a significant additional computa-
tional advantage in form of direct signal classification into
“PD-like* and “Interference* groups. This can be particularly
advantageous in achieving the edge-computing (sensoring)
goal of the algorithm. The interference signals could be
filtered “on the edge®, before being properly recorded by the
system and without clogging the data transition pipelines and
involvement of human control to properly group the classes
a-posteriori.

B. Test dataset

The test cases have been recorded separately from the
original training dataset. In this case, each scenario uses a
different combination of previously independently recorded
sources. The recording has been performed similarly with the
acquisition system online until a batch of 4000 signals is
captured, however, here multiple sources have been activated
at once. To properly test the filtering procedure the subsets
were created with the inclusion of Interference signals as a
“background” for PD-like pulses. As can be seen in table II in
total 3 different scenarios are tested. Defects IDs are referred
to the list in table I.

All of the recorded test scenarios represent the same type
of defect (defect 3 - Near Ground PD) on 3 different back-
grounds. It has been chosen due to its standard behavior com-
pared to other PD defects in their time, frequency, and phase

domains (as seen in Fig. 5 (a), (b), and Fig 6 respectively).
The scenarios vary in complexity with more sources being
introduced to the mix. In scenario I the defect is presented
on its own with 2 clear interference-generating devices (ARC
and APG). In scenario II the Corona defect is added as an
unclear interference (unclear due to its mixed treatment as
in Tab. I). Finally, scenario IIl adds a second clear PD pulse
source (defect 1 - internal PD).

VI. PERFORMANCE METRICS

The proposed model will be evaluated using four metrics
that are commonly used in classification problems:

e Accuracy - the global accuracy of the classification model
and is defined as the ratio of correctly identified signals
(TP total) to the total number of signals recorded:

Accuracy = T Protat 4)
Total input signals

e Precision - the ratio of correctly identified class members
(True Positive class) to the total predicted class members
(True Positive plus False Positive of a class) [49]:

TP,
PT@C’L'SiO’I’LC = m (5)

e Recall - the ratio of correctly identified class members

(True Positive class) to the total true class members (True
Positive plus False Negative of a class) [49]:

TP,
Recall, = 7TPC PN, (6)

e Fl-score - a weighted parameter combining precision and
recall. For this study the weight has been considered equal
[50]:

2 - Precision. - Recall,

Fleore = 7
seore Precision. + Recall, @

In the test cases, the “true” label of the signals is identified
through a Hierarchical Agglomerative Clustering Procedure
(HAC) that was previously described in [45]. It is based on a
pairwise Cross-Correlation (CC) of pulses and was proven to
be effective for the identification of different groups of pulses
within a batch of signals.

However, this procedure does not result in the desired PD-
like or Interference labels. The PRPD patterns of the resulting
clusters have to be studied and, through comparison with
typical individual PRPD patterns of both PD and interference,
manually labeled as such. An example of this procedure can
be seen in Fig. 10 where results of HAC for Scenario I are
shown. These results have to be compared with the general
PRPD pattern of the available sources (in Fig. 6) to identify
the true labels of the defined groups. In the end, cluster 1 can
be labeled as a PD source, due to its defined power and phase
signature, while clusters 0 and 2 are labeled as Interference as
they show similar behavior to APG and ARC respectively.
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TABLE I
TEST SCENARIOS - ACTIVATED SOURCE COMPOSITION
PD-like defects Interferences
ID 1 2 3 4 6 5 7 8
Type Internal Floating vol. Near Ground HYV Surface Surface-Gr. Corona! ARC APG
I - - X - - - X X
I - - X - - X X X
I X - X - - X X X
! Note that PD defect Corona is considered here as “Interference” on purpose
o5 custero (Which has the best accuracy) it can be stated that ANN
_30- g:t‘:ﬁ::; performance is generally more stable and thus better fitted
—— for a multipurpose filtering tool.
=§ —40
= TABLE Il
R AGGREGATED CLASSIFICATION ACCURACY
- Model Average acc. STD acc.
‘ SVC  87.62% + 48%
- 0 50 100 150 200 250 300 350 RFC 85.37% + 8.6%
Phase [degrees] KNN 89.11% + 7.8%
GBC 87.27% + 5.9%
Fig. 10: CC-based HAC clusters identified in Scenario I ANN 88.11% + 6.8%

test case; the true labels for test cases are defined based on
comparison of the patterns with PRPD in Fig. 6.

VIl. RESULTS AND DISCUSSION

Each of the three different test scenarios is used to find the
accuracy of classification for the 5 defined classification mod-
els (SVC, RFC, KNN, GB, and ANN) trained for both binary
and multiclass classification tasks. Regarding the treatment of
the Corona discharge as interference or PD, we also tested
the performance of the models in both of the specified cases.
In total, 60 test cases have been performed and the general
results are presented in Fig. 11, for Corona as PD, and in Fig.
12, for Corona as interference.

The main takeaway from these graphs is the fact that most
of the proposed classifiers (even the simpler ones) achieve the
desired accuracy of 80% (marked on graphs with the dashed
line). Additionally, no matter the method used, the accuracy
decreases with the increased complexity of the scenario. Gen-
erally, the binary training case presents higher accuracy with
a very low drop in between different scenarios. Surprisingly
treating Corona as an interference brings better stability to the
model and decreases variance between scenarios. The possible
explanation could come from the fact that the original training
recording of Corona is far from perfect (as seen in Fig. 6) with
numerous Interference pulses being caught in the mix. Hence,
the uncertain treatment of Corona discharges is reflected by
somewhat faulty recording. Thus, it is probably easier for the
classifier to consider these pulses as Interference rather than
PD pulses.

Aggregated results can be seen in Tab. III. With the second-
best results, the hypothesis of ANN being the optimal classifier
for this task can be easily questioned. However, considering
the lower standard deviation of ANN in comparison to KNN

A more detailed study of the ANN performance has also
been conducted for the Corona as Interference case. Based
on metrics defined in section VI, precision, recall, and F1-
score have been calculated for each scenario and the results are
presented in tables Tab. IV, Tab. V, and Tab. VI. The scenarios
represent an increasing level of complexity, along with an
increasing number of active PD and interference sources (as
seen in Tab. II).

As can be seen for ANN all the results achieve the desired
threshold of 80% accuracy with good values in terms of
precision and recall of the Inferference class prediction. On
the contrary, for scenarios II and III the results for PD are not
completely satisfactory with the precision and recall for the
class at relatively low levels. This signifies that the filtering is
too strict as many PD pulses have mistakenly been classified
as Interference and rejected by the filter. This confusion is
most probably caused by the inclusion of Corona discharge in
the Interference group, as the ANN learns that patterns that
are typically more in line with typical PD should represent
one of the rejected classes.

As for scenario III, the expansion of added sources has a
further impact on the detection and classification accuracy of
the system. Nonetheless, the global accuracy for ANN still
exceeds the desired threshold of 80%. Similarly, low precision
values are observed for the PD class, as it reaches 63.5%
and 45.8% for binary and multiclass training respectively,
resulting in a high number of interference signals that are
passed through the filter. Moreover, as the amount of recorded
signals grows (a recording of 4000 signals is a matter of a few
seconds), this outcome might be considered highly undesirable
as it may lead to clogging of the data pipelines. Further studies
have to be performed to optimize the precision of the PD class
in different test cases.
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Fig. 11: Global accuracy for all the test cases for corona as PD. The lighter shade is for binary training, and darker for multi
class.

Prediction accuracy [%]

Scenario Il Scenario lll

Fig. 12: Global accuracy for all the test cases for corona as interference. The lighter shade is for binary training, and darker
for multi class.

SCENARIO I - ;QIB\ILDEEI'I\"LILED RESULTS Vl I l ) CONCLUSIONS
Multiclass Binary As demonstrated, Partial Discharge detection and classifica-
PD Inter. PD Inter. tion is a complex problem that requires a robust solution that
Prec. 714% 100% 812% 100% spans across various areas of expertise: from electrical engi-
Rec. 100% 72.8% 100% 91.5% neering, through signal processing and analysis, to statistics
Fl. 833% 843% 89.6% 91.5% and machine learning algorithms.

Acc. 93.0% 97.0% The proposed methodology tries to bridge the gaps between
these domains and deliver a general and efficient tool for
TABLE V filtering the PD signals from interference present in UHF
SCENARIO IT - ANN DETAILED RESULTS band. As the tests show, despite the high accuracy of clas-
Multiclass Binary sification the precision of identification of PD pulses suffers
PD Inter. PD Inter. for more complex. .recordings. Further optimization of the
Prec. 47.6% 997% 883% 994% selected moc.lel training has tF) be performed to deqease the
Rec. 992% 69.1% 97.9% 963% pumber of s.1gnals that are rejected by the ﬁl.ter. With proper
Fl. 643% 81.6% 929% 97.8% implementation, all of the tested models used in tl'le Qevelc')ped
Ace 92.4% 9%.2% procedure had good enough accuracy and compilation times

’ ) ) to be used as an online filtering tool for edge sensoring.
TABLE VI However, a question remains on the treatment of corona
SCENARIO III - ANN DETAILED RESULTS PD pulses. As discussed, depending on the use case, it can
Multiclass Binary be considered either as an interference or as one of the

PD pulses. Surprisingly, the classification accuracy is slightly
better and more stable when treating it as an interference,
which might be caused by an imperfect recording for the
training dataset. Additionally, the binary classifiers tend to
outperform multiclass predictions by a small margin in almost
every tested case.

PD Inter. PD Inter.

Prec. 62.6% 75.6% 99.6% 72.4%

Rec. 729% 659% 51.6% 99.8%

Fl. 673% 704% 679% 83.4%
Acc. 86.0% 88.17%
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Nonetheless, the global accuracy generally exceeded 80%
for all the examined cases, thus the main goal of the performed
case study has been achieved. With good accuracy and satis-
fying runtimes, the methodology is a step forward toward a
fully online PD and interference filter.
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