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Background and objective: Intraoperative hemodynamic stability is essential to safety and post-operative

well-being of patients and should be optimized in closed-loop control of anesthesia. Cardiovascular

changes inducing variations in pharmacokinetics may require dose modification. Rigorous investigational

tools can strengthen current knowledge of the anesthesiologists and support clinical practice. We quantify

the cardiovascular response of high-risk patients to closed-loop anesthesia and propose a new application

of physiologically-based pharmacokinetic-pharmacodynamic (PBPK-PD) simulations to examine the effect

of hemodynamic changes on the depth of hypnosis (DoH).

Methods: We evaluate clinical hemodynamic changes in response to anesthesia induction in high-risk

patients from a study on closed-loop anesthesia. We develop and validate a PBPK-PD model to simulate

the effect of changes in cardiac output (CO) on plasma levels and DoH. The wavelet-based anesthetic

value for central nervous system monitoring index (WAV CNS ) is used as clinical end-point of propofol 

hypnotic effect.

Results: The median (interquartile range, IQR) changes in CO and arterial pressure (AP), 3 min after

induction of anesthesia, are 22.43 (14.82-36.0) % and 26.60 (22.39-35.33) % respectively. The decrease in

heart rate (HR) is less marked, i.e. 8.82 (4.94-12.68) %. The cardiovascular response is comparable or less

enhanced than in manual propofol induction studies. PBPK simulations show that the marked decrease in

CO coincides with high predicted plasma levels and deep levels of hypnosis, i.e. WAV CNS < 40. PD model 

identification is improved using the PBPK model rather than a standard three-compartment PK model.

PD simulations reveal that a 30% drop in CO can cause a 30% change in WAV CNS . 

Conclusions: Significant CO drops produce increased predicted plasma concentrations corresponding to

deeper anesthesia, which is potentially dangerous for elderly patients. PBPK-PD model simulations allow

studying and quantifying these effects to improve clinical practice.
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. Introduction

Propofol is an intravenous (IV) hypnotic agent commonly used

or induction of general anesthesia. Along with the advantages

f rapid onset of unconsciousness and short duration of action,

ropofol has adverse effects such as cardiorespiratory depression
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nd hypotension. These adverse effects are characterized by slower

ynamics compared to the hypnotic effects [1] . 

Hypotension following anesthetic drug administration in the

perating room is common, including hypotension sufficiently se-

ere to require an intervention such as vasoconstrictive drug ad-

inistration to counter the hemodynamic response. Cardiovascu-

ar changes following propofol administration show high inter-

ndividual variability and are associated with the patients’ char-

cteristics. Age over 50 year, pre-induction mean arterial pres-

ure (MAP) values below 70 mmHg, and American Society of
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Table 1

Demographics of the 15 patients’ cohort.

Age and BMI are presented as median (in- 

terquartile range, IQR).

N 15

Gender (F:M) 1:14

Age (y) 67 (59-73)

BMI (kg/m 

2 ) 28.22 (25.49-30.34)
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Anesthesiologists (ASA) classification III and IV are reported predic-

tors of hemodynamic fluctuations [2] . Although mild hypotension

is considered clinically insignificant [2] , association of intraopera-

tive hemodynamic instability with mortality, stroke, and other ad-

verse outcomes has been shown [ 2 , 3 ]. Currently, there is lack of

evidence that commonly used target-controlled infusion (TCI) sys-

tems reduce the chances of hemodynamic fluctuations, compared

to manual induction [4] . One of the goals of adoption of automated

control systems in anesthesia is to increase the stability of the pa-

tients’ anesthetic state, including their hemodynamics. 

Induction of anesthesia is a challenging phase from the point

of view of the hemodynamic response. Heart-rate (HR) and (non-

invasive) blood pressure (BP) are routinely measured in clinical

practice, during both induction and maintenance of anesthesia.

Cardiac output (CO) monitoring on the other hand, is not as com-

monly used, and is generally employed at the discretion of the

anesthetist in high-risk patients and/or major surgical procedures

[5] . Reports of CO changes following propofol induction of anes-

thesia often feature few observations [ 6 , 7 ], with limited frequency

[ 8 , 9 ], or over a short time horizon [ 10 , 11 ]. Evaluation and design

of closed-loop controllers often focus on depth-of-hypnosis (DoH)

rather than the hemodynamic aspects ( e.g. , [12-14] ). 

Hemodynamic changes are also reported to affect the pharma-

cokinetics of anesthetic and analgesic drugs [15-17] with conse-

quent variations in dosing requirements. CO is reported to be a

key determinant of propofol pharmacokinetics [ 15 , 18 ]. In partic-

ular, pharmacokinetic studies in animals show that lower cardiac

outputs lead to higher plasma concentrations [ 15 , 18 ]. This is in

line with the clinical experience according to which reduced CO

leads to lower anesthetic requirements (also evident in the case

of critical events, such as hemorrhage [17] ). Thus, neglecting the

effect played by CO can lead to potential overdosing of propofol,

which can be dangerous, especially for critically ill and/or elderly

patients. 

Physiologically-based pharmacokinetic (PBPK) models can ac-

count for the effect of CO changes [19] . The PBPK modeling ap-

proach is based on a simplified but nonetheless physiological de-

scription of the drug distribution and transport in the body organs

and tissues, which are assimilated to homogenous compartments.

Thus, the effect of CO on blood flowrates can be accounted for and

the effect of CO changes on the pharmacokinetics can be studied

in silico . When combined with a suitable pharmacodynamic (PD)

model, the implications on the depth of hypnosis can also be in-

vestigated in silico . 

The objectives of this paper are (i) to quantify CO, MAP, and

HR changes observed during closed-loop induction of propofol-

remifentanil anesthesia, for a high-risk subset of the population

for whom arterial blood pressure monitoring was indicated in [20] ,

and (ii) to investigate the influence of CO changes on pharmacoki-

netics and pharmacodynamics via in silico simulations based on

PBPK-PD modelling. 

2. Methods

2.1. Clinical data 

Data were available from the clinical evaluation of closed-loop

control of propofol-remifentanil anesthesia, based on the wavelet-

based anesthetic value for central nervous system monitoring in-

dex (WAV CNS ) index provided by the NeuroSENSE NS-701 monitor

(NeuroWave Systems, Cleveland Heights, OH) [20] . Ethical approval

from the Research Ethics Board (FHREB 2012-056), investigational

device approval from Health Canada (206188), and patients’ in-

formed consent were previously obtained [20] . In a subset of 15

patients, an arterial line was placed prior to induction of anesthe-

sia, and continuous CO measurements during induction of anesthe-
ia were available (LiDCO Rapid, LiDCO Ltd, London UK). HR was

ecorded using ECG (Carescape B850 multi-parameter monitor, GE

ealthcare, Buckinghamshire, UK). This subset of the study popula-

ion represents an “at-risk” population because of their conditions

r type of surgery, for whom arterial line placement was indicated.

able 1 reports the demographics of the studied subset. Data on

O, BP, and HR were analyzed using MATLAB (MathWorks, Natick,

A). 

.2. Propofol physiologically-based pharmacokinetic model 

In silico investigation of the effect of CO changes on pharma-

okinetics is performed using a PBPK model that was developed

nd validated using data available in the literature, and has been

pplied to in silico simulation of closed-loop controlled anesthe-

ia [21] . The structure of this model is adapted from the more

omplex PBPK model described in [22] to meet propofol pharma-

okinetic characteristics. The absorption, distribution, metabolism,

nd excretion (ADME) processes undergone by propofol within the

ody are described via material balances over five compartments,

orresponding to specific tissues and organs. 

The number of compartments is a compromise between the

athematical complexity (along with consequent identifiability

ontroversies) and the anatomical and physiological resemblance

f the model. The following compartments are included: plasma

P), gastrointestinal circulatory system (GICS), liver (L), highly per-

used organs (HO, which lump the kidneys, brain, spleen, and

eart), and poorly perfused tissues (PT, which lump fat, muscles,

ones, and skin). For the sake of clarity, GICS comprises the portal

ein, the mesenteric artery, and the microvessels that are involved

n the blood transport to and from the gastrointestinal system. The

lasma compartment balance Eq. (1) ) features the input infusion

ate, IR(t), as administered by the controller in [20] . The mathe-

atical formulation of the model consists of Eqs. ( 1 )-( (5) that de-

cribe the dynamics of propofol concentration C(t) in the body

ompartments, complemented by Eqs. 6 ) and ( (7) , whose purpose

s to describe and quantify the eliminated drug amount via the

epatic (H) and extra-hepatic (EH) routes (for propofol case, renal

nd tissues pathways). 

As opposed to classical three-compartment PK models, not all

he parameters of the PBPK model are identified with PK data ( i.e.

easured values of blood concentration) of a specific population.

here are three categories of parameters: (i) individualized, i.e. cal-

ulated from the demographics, (ii) assigned, i.e. specific values re-

ated to the drug physiochemical characteristics that are available

n the literature, and (iii) regressed with PK data. Table 2 lists the

odel parameters and clarifies the method for their identification. 

The calculation of compartment volumes V 

i depends on the

emographics (specifically, correlations account for patients’ body

urface area, height, age, and gender [23] ) and allows for indi-

idualization of the pharmacokinetic prediction. The protein bind-

ng fraction, R, is assigned according to the scientific literature on

ropofol [24] . In Eqs. ( 1-5 ), Q 

HV ,Q 

PV , and Q 

HA are the blood flows

espectively through the hepatic vein (HV), the portal vein (PV),

nd the hepatic artery (HA), which are calculated as a fraction of

he CO. The same approach is applied to renal clearance CL K calcu-

ated from the total blood flowrate to kidneys, Q 

K , which is evalu-
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Table 2

List of PBPK model parameters, symbols, and calculation method 1 .

Parameter Symbol Identification

Organ/tissue density ρ i Assigned as in [30]

Blood weight W 

B Calculated from demographics (as in [23] )

PT weight W 

PT Calculated from demographics (as in [23] )

HO weight W 

HO Calculated from demographics (as in [23] )

Liver weight W 

L Calculated from demographics (as in [23] )

Blood volume V B Calculated as W 

B / ρB 

Hematocrit h Assigned as in [23]

Plasma volume V P Calculated as V B (1 − h) 

PT volume V PT Calculated as W 

PT / ρPT 

HO volume V HO Calculated as W 

HO / ρHO 

GICS volume V GICS Calculated as in [22]

Liver volume V L Calculated as W 

L / ρL 

HV blood flow Q 

HV Calculated as %CO (as in [23] )

HA blood flow Q 

HA Calculated as 25%Q 

HV

PV blood flow Q 

PV Calculated as 75%Q 

HV

Kidneys blood flow Q 

K Calculated as %CO (as in [23] )

Hepatic clearance CL H Calculated as EffH Q 

PV

Renal clearance CL K Calculated as EffK Q 

K

Protein binding fraction R Assigned as in [24]

PT-plasma transport coefficient k PT − P Identified with data from Schnider et al. [25]

Plasma-PT transport coefficient k P − PT Identified with data from Schnider et al. [25]

HO-plasma transport coefficient k HO − P Identified with data from Schnider et al. [25]

Plasma-HO transport coefficient k P − HO Identified with data from Schnider et al. [25]

GI tissue metabolic constant k EL,GI Identified with data from Schnider et al. [25]

Hepatic efficiency EffH Identified with data from Schnider et al. [25]

Renal efficiency EffK Identified with data from Schnider et al. [25]
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c  

c  

T  

t  
ted as a fraction of CO (see Table 2 ). Correlations for calculation of

lood flowrates depend on body surface area, height, age, gender

23] . 

dC P ( t ) 

dt 
= 

IR ( t ) 

V 

P 
+ C PT ( t ) k PT −P 

V 

PT 

V 

P 
+ C L ( t ) 

Q 

HV 

V 

P 

+ C HO ( t ) k HO −P 

V 

HO 

V 

P 
− C P ( t ) 

V 

P 
CL K −

C P ( t ) 

(
k P−PT ( 1 − R ) + k P−HO ( 1 − R ) + 

Q 

HA

V 

P 
+ 

Q 

PV

V 

P 

)
(1) 

d C GICS (t) 

dt 
= −C GICS (t) 

Q 

PV 

V 

GICS 
+ C P (t) 

Q 

PV 

V 

GICS 
− C GICS (t) k EL,GI (2)

d C L (t) 

dt 
= −C L (t) 

(
Q 

HV 

V 

L 
+ 

C L H

V 

L 

)
+ C P (t) 

Q 

HA 

V 

L 
+ C GICS (t) 

Q 

PV 

V 

L 
(3)

d C HO (t) 

dt 
= −C HO (t) k HO −P + C P (t) k P−HO ( 1 − R ) 

V 

P 

V 

HO 
(4) 

d C PT (t) 

dt 
= −C PT (t) k PT −P + C P (t) k P −P T ( 1 − R ) 

V 

P 

V 

PT 
(5) 

d A 

EL,L (t) 

dt 
= C L (t) C L H (6) 

d A 

EL,K (t) 

dt 
= C P (t) C L K + V 

GICS C GICS (t) k EL,GI (7)

The remaining parameters ( i.e. transport coefficients, e.g. , k P − PT 

nd metabolic constants, e.g. , EffH ) are identified via nonlinear re-

ression with pharmacokinetic data from Schnider et al. [25] . The

odel, with CO calculated from the demographics (as in [23] ) was

alidated using PK data from four studies in different populations

26-29] . 

Table 3 reports the validation results in terms of median predic-

ion error (MDPE) and median absolute prediction error (MDAPE).

DPE and MDAPE are chosen as predictive performance indicators

ecause they are commonly used in the scientific literature related
o pharmacokinetic modeling of IV drugs employed in anesthesia

nd analgesia. Acceptable values are MDPE in the range within

20% and MDAPE 20–40% (mean values) [ 31 , 32 ]. Although some

alues are outside these target ranges, the variability of patients’

haracteristics in the validation studies ( i.e. young, elderly, healthy,

ritically ills, and obese) and infusion regimes (boluses and infu-

ions) must be taken into account. Indeed, in case of critically ill

atients [ 28 , 29 ], concomitant drugs and comorbidities may influ-

nce propofol pharmacokinetics, with repercussions on the poorer

redictive performance of the model. The Dyck and Shafer dataset

27] features a peculiar characteristic compared to other propofol

harmacokinetic datasets, as most blood samples were obtained

p to 19 h after a 10-min IV propofol infusion. This means that

ost values refer to propofol sub-anesthetic concentrations. Likely,

he model prediction would be superior if propofol concentrations

ere evaluated only during the maintenance and early elimina-

ion phases of the infusion, as in other propofol pharmacokinetic

atasets. Future work should address the issue of further adapt-

ng the correlations used to identify the model parameters (see

able 2 ) to obese patients, as their condition involves anatomical

nd physiological changes that, depending on the degree of obe-

ity, will alter propofol pharmacokinetics compared to healthy in-

ividuals. By doing so, the model prediction of Servin’s dataset

26] would be improved. 

The effect of CO on pharmacokinetics is evaluated using propo-

ol infusion rates as well as the measured CO data [20] as inputs to

he PBPK model to simulate the pharmacokinetics of the patients.

ence, CO changes will affect the drug transport and final concen-

ration within the body. Resulting PK profiles are compared to the

chnider-model predicted levels [25] . 

.3. Pharmacodynamic modeling and in silico evaluation 

The phase-lag between the time course of the plasma con-

entration and manifestation of the pharmacological effect is ac-

ounted for by the commonly-used effect-site equation approach.

he PBPK model is combined with a suitable form of the Hill equa-

ion, whose PD parameters are identified via nonlinear regression
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Table 3

Validation results of the PBPK model. First column reports the PK study (number and

type of subjects involved), second and third columns list MDPE and MDAPE (mean

(SD)) 2 .

PK study MDPE% MDAPE%

Servin et al. [26] ( N = 8, obese) 4.05 (27.1) 40.2 (28.2)

Gepts et al. [29] ( N = 16, critically ill) −26.22 (36.96) 51.06 (31.77)

Dyck & Shafer [27] ( N = 57, healthy) −14.8 (21.2) 40.6 (16.3)

Smuszkiewicz et al. [28] ( N = 1, critically ill) −29 29

Table 4

Median (IQR) values of CO, MAP, and HR drop 1.5 and 3 min after the start of

induction. Median (IQR) values of the maximum drop are also reported ( N = 15) 3 . 

% �CO [-] % �MAP [-] % �HR [-]

1.5 min 7.03 (1.66-17.47) 8.93 (3.11-16.1) 5.45 (2.48-9.13)

3 min 22.43 (14.82-36.0) 26.6 (22.39-35.33) 8.82 (4.94-12.68)

max 43.43 (38.57-47.74) 37.5 (32.79-52.25) 16.28 (12.99-20.36)
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using the WAV CNS data from West et al. [20] . The goodness-of-fit is

evaluated via Root-Mean-Square Error (RMSE) for the PBPK-PD and

Schnider three-compartment PK-PD models of the 15 patients. 

The effect of different extents of CO decrease on pharmacody-

namics is evaluated for a virtual patient described by a validated

PBPK-PD model. The DoH is predicted for three different CO pro-

files, representing a 35, 50, and 70% (maximum) drop. 

3. Hemodynamic changes during closed-loop induction of

anesthesia 

Section 3.1 presents the hemodynamic changes observed during

induction of anesthesia in the high-risk subset of the patient pop-

ulation in [20] . Section 3.2 discusses these results and compares

them to reported changes following manual induction of anesthe-

sia with propofol in similar patients. 

3.1. Quantification of hemodynamic changes 

Baseline values for the 15 patients in the subpopulation are me-

dian (IQR) CO 7.24 (5.57-8.02) L/min, MAP 106.6 (95-111.25) mmHg

and HR 71 (58.75-78.25) b/min. 27% of the patients exhibited base-

line values of CO and HR lower than 5 L/min and 60 b/min, respec-

tively, which is not atypical considering age and ASA classes (II-III).

Induction of anesthesia was performed in closed-loop. The end of

induction of anesthesia was defined as the time the WAV CNS < 60

for 30 consecutive seconds. For the 15 patients in the subpopula-

tion, this was achieved in a median (IQR) 4.18 min (3.44-4.54 min)

with a propofol dose of 1.42 (1.05-1.47) mg/kg. 

Table 4 reports median (IQR) values of the drops in CO, MAP,

and HR 1.5 and 3 min after induction of anesthesia. Whereas the

drop in CO and MAP after 3 min is median 22.4 and 26.6%, respec-

tively, the decrease in HR is less marked. The maximum values of

the drop ( i.e. evaluated between the start of induction and the start

of the airway management) are 43.43% and 37.5% for CO and MAP,

respectively (also reported in Table 4 ). Note that median maximum

MAP drop exceeds 30%, which is typically considered clinically sig-

nificant. 

In some of the patients, the CO continued to decrease further

after 3 min, in particular to over 50% for 1 patient and over 60%

for 2 patients. However, although in some of these cases this en-

hanced reduction may have been caused by propofol overdosing,

other factors may have contributed. 

Fig. 1 shows the individual trends of CO, MAP, and HR (top

panel) from the start of induction until induction is completed, as

defined above. The bottom panel shows median (IQR) values over
he first 5 min after the start of propofol induction. The individual

rends of CO, MAP, and HR drop ( Fig. 1 ) and IQR associated to the

rop ( Table 4 ) manifest great inter-individual variability. Variabil-

ty of the profiles may be partly ascribed to the differences in the

atients’ characteristics, diseases and physical conditions, timing of

ntubation, type of surgical procedure, and drug-drug interactions. 

.2. Hemodynamic changes after manual induction in the literature 

nd discussion 

In 15 high-risk patients scheduled for cardiac surgery, Singh

t al. [33] administered propofol 1.5 mg/kg and fentanyl 4 μg/kg.

hey recorded baseline and 1-min interval values of the hemody-

amic variables for 3 min after induction of anesthesia. HR and

AP were recorded continuously, and CO was measured with the

loTrac-Vigileo monitor (Edwards Life Sciences, Irvine, USA), based

n the analysis of the arterial pressure waveform. They found 18.7

nd 17.3% decrease in CO and MAP and no statistically significant

hange in HR after 1 min, and mean 37.5, 34.3, and 10.5% decrease

n CO, MAP, and HR after 3 min from induction. 

Hemodynamic variables were continuously monitored in

34] with the Nexfin monitor (Edwards LifeSciences Corporation,

rvine, CA, USA), a non-invasive pulse pressure analysis device, in

0 patients (ASA I-II-III) administered with propofol (1-3 mg/kg)

nd remifentanil (1 μg/kg). A decrease of mean 30, 23.8, and 26%

as found in CO, MAP, and HR after induction. 

In [8] , CO, MAP, and HR were recorded continuously (CO was

easured using the LiDCO Plus system (LiDCO, London, UK)) dur-

ng manual induction of anesthesia with 1.5-2.5 mg/kg of propofol

nd 0.5 μg/kg of remifentanil in 24 patients (ASA II-III). Baseline

alues as well as the value of CO, MAP, and HR after induction

defined as 3 min after BIS < 60) and after intubation are given.

hey observed about 29% decrease in CO, and 22% in MAP and HR

mean values). It was noted that the open lung surgery may have

ontributed to the circulatory instability due to tissue hypoperfu-

ion and thus affected these results [8] . 

In 10 elderly patients (ASA I-II) scheduled for abdominal

urgery, anesthesia was induced with 1.5 mg/kg of propofol [6] .

 catheter in the radial artery was inserted for continuous mon-

toring of arterial blood pressure, and cardiac output was mea-

ured by the thermodilution technique. Lowest values after induc-

ion were reported. There was no statistically significant change in

R, whereas a decrease of 17.5 and 33.3% in CO and MAP (mean

alues) was observed. 

Reported HR changes are contradictory. HR is more affected by

xternal stimuli, and differences in the study design ( e.g. , times to

ntubation and to measurement of baseline values) and patients’

evel of anxiety are likely to produce inconsistencies. Although,

owest values were not reported (except for one study) the me-

ian changes in CO and MAP observed after 1.5 and 3 min in

his subpopulation of the closed-loop study in [20] are compara-

le or smaller than the changes described in the literature follow-

ng manual induction of anesthesia with propofol. Thus, closed-

oop induction did not introduce a higher risk of hypotension and

ardiovascular changes compared to manual induction. In fact, de-
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Fig. 1. (Top panel) Individual patients’ trends of CO, MAP, and HR throughout the induction period ( i.e. from the start of induction to completed induction). (Bottom panel)

Median (IQR) values of CO, MAP, and HR in the first 5 min after the start of propofol induction.
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pite the age and condition of the patients, and the procedures

n this subpopulation where use of an arterial line was selected,

he control action provides an overall adequate compromise be-

ween hemodynamic stability and velocity of induction. Note that

atients’ characteristics, technology used to measure CO, drug dos-

ng, and opioid use differ among studies, and need to be taken into

ccount in the interpretation of this comparison. 

. Impact on pharmacokinetics and pharmacodynamics

This section presents the results of in silico evaluation of the

ffect of CO on pharmacokinetics and pharmacodynamics. The re-

ulting pharmacokinetic profiles of the PBPK simulations and the

ommonly used three-compartment Schnider model [25] are com-

ared in Section 4.1 for six representative cases. 

Section 4.2 presents the results of identification of PD models

or DoH using the PBPK and the Schnider PK models. In silico sim-

lations of one of the PBPK-PD models are presented to evaluate

he effect of different CO changes on the DoH in Section 4.3 . 

.1. PBPK prediction of plasma levels 

Plasma concentrations are predicted for the 15 patients de-

cribed in Section 2.1 , using the PBPK model presented in Section

.2 . Input to the model are demographics of those patients, infu-

ion rate as administered by the controller, and the measured CO. 

Figs. 2 and 3 show the measured CO (A Panels), the simulated

ynamics of propofol concentration (B Panels), and the measured

oH (C Panels) of six representative cases, referred to as cases 1, 2,

nd 3 (in Fig. 2 ), and cases 4, 5, and 6 (in Fig. 3 ). 

The considered time horizon is 15 min after the start of induc-

ion of anesthesia. Missing data in the CO trends are due to either

onitors disconnection or artifacts that were suitably removed in

he data post-processing phase. 

The PBPK-predicted plasma concentrations (red dashed line) ex-

eed the plasma concentrations predicted by the Schnider model
blue continuous line). Discrepancies in the plasma levels predic-

ion resulting from different PK models, are not surprising, and

ave been reported extensively [ 35 , 36 ]. It is known that early

isposition propofol is not well-characterized by classical three-

ompartment models [37] . Concentration peaks in the range be-

ween 20-30 μg/mL have been found after bolus administration

38] . Higher concentrations have been found in the elderly com-

ared to younger patients [39] . Although the Schnider model fea-

ures age as covariate, studies in the elderly have shown underes-

imation of the Schnider PK-prediction with respect to the mea-

ured values (see positive MDPEs reported by Vuyk et al. [40] and

ortinez et al. [41] ). Considering the patient population and the

orresponding DoH overshoot and cardiovascular depression, PBPK-

redicted levels are realistic. 

Note that the PBPK-predicted plasma concentration shows close

esemblance to the WAV CNS data trend (see for instance the plasma

eak (red dashed line) and the DoH drop below 40 in cases 2 and

). In fact, cases 1, 2, and 3 ( Fig. 2 ) manifest DoH values that are

elow the recommended lower level of 40 for short periods, and

isplay burst suppression behavior. 

This behavior corresponds, with some delay, to high peaks

 > 10 μg/mL) in the concentration trend as a result of the changes

n CO. Instead, in cases 4, 5, and 6 ( Fig. 3 ), the CO drop is more

radual and limited (% �CO max < 45) and the DoH trend does not

ndicate an overshoot and values < 40. Corresponding predicted

eak plasma levels are approximately 10 μg/mL. These results con-

rm that the hypnotic effects of propofol infusion may be ampli-

ed by significant CO decreases, in line with the experience from

he clinical practice that adjusts drug dosing in case of patients

ith low CO baseline. On the other hand, PK prediction according

o Schnider model prediction does not manifest abnormal levels: in

act, levels represented by the blue continuous line are comparable

n most cases, except case 2. 

The fact that deep levels of hypnosis are found in conjunction

ith higher predicted plasma levels, ( Fig. 2 ), may also suggest that

ignificant changes in CO are a contributing factor to the dynamics
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Fig. 2. Panel A shows the CO trends of the individual patients (cases 1, 2, and 3). Panel B shows the comparison between the plasma concentration dynamics predicted

by our PBPK model (red dashed line) and Schnider model (blue continuous line). Panel C shows corresponding trends of the WAV CNS index as DoH measure. The black

dashed-dotted vertical line marks the start of propofol infusion. (For interpretation of the references to color in this figure legend, the reader is referred to the web version

of this article.)

 

 

 

 

 

 

 

 

 

 

 

 

Table 5

RMSE values (median (IQR)) for the PBPK-PD and Schnider PK-PD models.

Patients PBPK-PD RMSE Schnider PK-PD RMSE

All ( N = 15) 5.72 (4.67-5.99) 5.90 (5.07-6.84)

% �CO max > 45 ( N = 6) 5.60 (5.34-5.85) 6.26 (5.54-7.2)

 

S  

a  

c  

l  

c  

o  

s  

F  

P  

l  
of propofol concentration in the brain with consequence of burst

suppression. 

In addition, these trends are often observed in presence of MAP

(not shown) equal to or below 70 mmHg, which is the reference

lower bound for preservation of cerebral blood flow autoregulation

[42] . Actually, low DoH values have been reported in association

with both overdosing and reduced cerebral perfusion [43] , hence

in this case there may be a concomitant effect of overdosing and

low cerebral perfusion resulting in burst suppression. 

4.2. PD model identification 

DoH data from West et al. [20] were used to identify PD models

of the 15 patients via nonlinear regression. Table 5 shows RMSE

values for the PBPK-PD and the three-compartment PK-PD models.

A lower value of RMSE is obtained in the cases of PBPK-PD models

identified particularly with DoH data of patients subject to marked

CO decreases (% �CO max > 45). 
The differences in the concentration trends discussed in

ection 4.1 allow for improving the fit, because DoH is modeled via

 modified Hill equation, as a function of propofol effect-site con-

entration [21] . Since the three-compartment PK model predicts

ess marked plasma concentration peaks, the slower effect-site

oncentration dynamics cannot describe significant DoH drops and

vershoot (mostly evident in the six cases where % �CO max > 45,

ee improved RMSE shown in Table 5 ). As a representative case,

ig. 4 shows the identified PBPK-PD and three-compartment PK-

D models of case 1, which is also used in Section 4.3 to simu-

ate in silico the effect of CO on pharmacodynamics. Right panel
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Fig. 3. Panel A shows the CO trends of the individual patients (cases 4, 5, and 6). Panel B shows the comparison between the plasma concentration dynamics predicted

by our PBPK model (red dashed line) and Schnider model (blue continuous line). Panel C shows corresponding trends of the WAV CNS index as DoH measure. The black

dashed-dotted vertical line marks the start of propofol infusion. (For interpretation of the references to color in this figure legend, the reader is referred to the web version

of this article.)

i  

t  

s  

c  

e  

w  

S

4

 

s  

o  

n  

T  

(  

i  

f  

o  

d  

(  

d  

i  

n  

d  

a

 

d  

p  

e  

r  

i  

t  

l

n Fig. 4 shows the effect-site concentration dynamics obtained via

he two different modeling strategies to better explain such con-

iderations. For the sake of completeness, Appendix A reports the

omparison of the PBPK-PD and three-compartment PK-PD mod-

ls with DoH data for the whole set of six representative cases

hose predicted pharmacokinetics and DoH data were shown in

ection 4.1 . 

.3. In silico evaluation of the effect of CO on DoH 

Three different trends of CO have been used as input to the PK

imulation of case 1, to evaluate the effect of different CO drops

n the pharmacokinetics. The PD model identified in Section 4.2 is

ow used to simulate the effect of the three CO trends on the DoH.

he experimental data for this patient showed a 70% drop in CO

15 min following the start of induction of anesthesia), as shown

n Fig. 5 , where the CO trend is smoothed using a moving average
or a better visualization and comparison. Fig. 5 shows the impact

f different magnitude of CO changes on plasma PK and DoH pre-

iction. Panel A shows three different CO trends leading to (i) 70%

continuous black line), (ii) 50% (dashed black line), and (iii) 35%

rops (dashed-dotted lines). Panels B and C show the correspond-

ng predicted plasma concentration (in red) and DoH (in blue) dy-

amics, respectively. A 35% drop in CO produces a minimum pre-

icted DoH value of 37, whereas additional CO decreases to 50%

nd 70% result in significant overshoots to 27 and 21, respectively. 

The difference between a drop of 35% and 70% leads to a 31%

ifference in the area under the curve (AUC, i.e. the area under the

lasma drug concentration-time curve, reflecting the actual body

xposure to drug) (see Table 6 ). These changes can be clinically

elevant especially in “at-risk” patients. In fact, studies show that

ntraoperative burst suppression is associated with increased mor-

ality [44-46] and post-operative delirium [ 46 , 47 ], with impact on

engths of stay in the intensive care unit and hospital costs. 
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Fig. 4. Results of the PD model identification with DoH data of case 1 (black continuous line). Comparison of the DoH (left panel) and the effect-site concentration (right

panel) dynamics obtained via PBPK-PD model (red dashed line) and the three-compartment PK-PD model (blue continuous line). (For interpretation of the references to color

in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Panel A shows different trends (black line) of CO corresponding to (i) 70% drop (as in case 1, continuous line), (ii) 50% drop (dashed line), (iii) 35% drop (dotted- 

dashed line). Panel B shows corresponding plasma PBPK predictions (red) and Panel C DoH predictions (blue) (simulated via combined Hill function). Experimental data

(black continuous line) in Panel C shows DoH trend for case 1. The black arrow points in the direction of CO decrease. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this article.)

Table 6

AUC and minimum DoH values corresponding to the

three simulated CO drop extents.

AUC [(min mg)/mL] DoH min [-]

35% drop 110.47 34

50% drop 133.30 27

70% drop 145.58 21
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5. Discussion and study limitations

Anesthesia is a complex multivariable process and some under-

lying mechanisms are to date not fully elucidated. The use of more

mechanistic, detailed PK models, based on the anatomy and physi-

ology of the human body, allows us to go beyond the goals of phar-

macokinetic description and data fitting, typical of the empirically-

based three-compartment models. Interestingly, we found PBPK

simulations predicted high plasma peaks reflective of excessively

deep anesthesia, as a result of marked decreases in CO. The in-

tegration of clinical data with PBPK simulations can represent a

starting point for: 

(i) Hypotheses-making on how the cardiovascular changes af-

fect the pharmacokinetics of anesthetic and analgesic drugs

not only in plasma but also in the effect-site, and the result-

ing depth DoH; 
(ii) Design of experimental studies with the purpose of verify-

ing and supplementing current knowledge on how factors

such as CO variation affect propofol brain uptake and trans-

fer across the blood-brain barrier. 

Whereas we used clinical data to identify the parameters of a

ill-form equation to simulate DoH, the PBPK model was defined

ased on data from the literature [25] (see Table 2 ). No PK data

ere available from West et al. [20] . This means that the PK re-

ults need to be confirmed with additional experimental data, and

pecific studies are required to better define and understand the

ontributions of overdosing and changes in CO on excessively deep

nesthesia levels. 

As previously mentioned, although it is known that changes

n CO and MAP affect drugs pharmacokinetics, three-compartment

K models commonly used to analyze the pharmacokinetics of IV

nalgesic and anesthetic drugs are not appropriate to investigate

hese effects. In fact, their parameters are either fixed or only in-

lude patient demographics as covariates. As far as we know, sim-

lar points have been discussed by only two other works: Reekers

48] and Upton and Ludbrook [19] , who both employed a recircu-

atory model. In case of Reekers [48] , however, the model parame-

ers do not seem to include any covariates ( e.g. , body mass, height,

nd gender). In addition, all of those parameters are identified with

harmacokinetic data, except for the venous lag time and CO. The

odel from Reekers [48] aims to describe propofol pharmacokinet-



9

i  

v  

i  

t  

T  

w  

t  

m  

r  

m  

f  

a  

(

6

 

r  

S  

s  

c  

f

 

l  

u  

d  

c  

m  

a  

p  

P

 

l  

p  

n  

w  

b  

o  

a  

o  

p

 

c  

f  

f  

c  

t  

i  

m  

m  

c  

f  

a

D

 

t

A

F

l

g

a

cs, rather than predicting and simulating virtual patients for in-

estigation of the effects of the cardiovascular changes. In [19] , an

nteresting PBPK model is presented, in which blood flows are used

o determine parameters of the final pharmacokinetic outcome.

he methodology employed in our study attempts to improve the

ork from Upton and Ludbrook [19] in at least two aspects. Firstly,

he compartment volumes are also anatomically-based and esti-

ated depending on the patients’ characteristics. This has a di-

ect effect on the physiological feature of the model and makes it

ore flexible and individualized. Secondly, assumptions on propo-

ol metabolism and elimination pathways are based on the liter-

ture where these pathways are hepatic, renal, and tissue-based

probably gastrointestinal) [ 49 , 50 ]. 

. Conclusions

This study has provided quantification of the response of high-

isk patients to closed-loop induction in terms of CO, MAP, and HR.

ince hemodynamics is an essential contributor to these patients’

afety, evaluation of such effects is extremely valuable, especially

ompared to the available data on hemodynamic effects of propo-

ol induction in the literature. 

The second part of the study covered the impact of cardiovascu-

ar changes on propofol pharmacokinetics and pharmacodynamics,

sing a PBPK-PD modeling approach. We showed that a significant

ecrease in CO can lead to predicted plasma levels that cannot be

alculated by three-compartment PK models. These traditional PK

odels, which are in routine daily use in anesthesia, may result in

n amplified response in high-risk patients. This conclusion is sup-

orted by an improved prediction in the fitting of PD data with a
BPK model rather than the Schnider PK model. 

ig. A.1. Results of the PD model identification with DoH data (black continuous line) fo

ine) and three-compartment PK-PD (blue continuous line) models. Cases 1, 2, and 3 featu

radual and limited CO drops and acceptable DoH levels. (For interpretation of the refere

rticle.)
Thus, the integration of CO data with PBPK simulations sheds

ight on the DoH outcome and offers interpretations of the inter-

atient variability of the response to propofol. Although a limited

umber of patients were analyzed, and no pharmacokinetic data

ere available, these results show that PBPK- PD simulations can

e employed to study and quantify the effect of the changes in CO

n the DoH levels, as a rigorous investigation tool with potential

pplications ranging from training and education to improvement

f the clinical practice through a better understanding of the im-

act of the hemodynamic changes on the patients DoH. 

Our results may suggest that the use of PBPK model-based

losed-loop systems would allow accounting for hemodynamic ef-

ects during closed-loop control of anesthesia. Adjusting the in-

usion rates also based on the hemodynamic data may limit the

hance of overdosing in critical patients. CO is not always moni-

ored in every patient, thus making this feature of PBPK model-

ng less useful. However, the awareness of the importance of flow

onitoring in high-risk populations is increasing [51] and mini-

ally invasive monitoring techniques are under development. In

ases when CO is not directly monitored, correlations that infer CO

rom noninvasive data on either BP or perfusion can be developed

nd implemented. 
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ppendix A 

Fig. A1 . 
r the considered six representative cases. Comparison of the PBPK-PD (red dashed

re % �CO max > 45 coinciding with DoH overshoots. Cases 4, 5, and 6 feature more

nces to color in this figure legend, the reader is referred to the web version of this
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