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Abstract

We establish the uniqueness and the asymptotic stability of the invariant measure for the two-
dimensional Navier-Stokes equations driven by a multiplicative noise which is either bounded or with
a sublinear or a linear growth. We work on an “effectively elliptic” setting, that is we require that
the range of the covariance operator contains the unstable directions. We exploit the generalized
asymptotic coupling techniques of [12] and [16], used by these authors for the stochastic Navier-Stokes
equations with additive noise. Here we show how these methods are flexible enough to deal with
multiplicative noise as well. A crucial role in our argument is played by the Foias-Prodi estimate in
expected valued, which has a different form (exponential or polynomial decay) according to the growth
condition of the multiplicative noise.
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1 Introduction

In the last decades there have been a large number of papers on the subject of ergodicity for stochastic
partial differential equations (SPDEs), see for instance [6] [15], [1], [2], [21] and the references therein. The
large majority of the works concerns SPDEs driven by an additive stochastic forcing term, whereas the
papers dealing with multiplicative-type noises are much scarcer.

In [12] Glatt-Holtz, Mattingly and Richards identify an intuitive and conceptually simple framework
for proving the uniqueness of the invariant measure by a generalized asymptotic coupling technique.
This approach has been developed in many other papers; we refer also to [13] by Hairer, Mattingly and
Scheutzow and to [4] by Butkovsky, Kulik and Scheutzow. In [12] many examples of PDEs driven by
an additive noise are considered, for which this framework led to streamlined proofs of uniqueness of
the invariant measure. The main thread between these systems is the existence of a finite number of
determining modes (low modes) and a sufficiently rich stochastic forcing to ensure that the low modes
are excited. This is usually referred as the “effectively elliptic” setting, where all of the presumptively
unstable directions are stochastically forced. The central idea of the method in [12] is to introduce a
suitable shift in the driving Wiener process to force solutions, which start at different initial conditions,
together asymptotically as time goes to infinity. For strongly dissipative dynamical systems, in the spirit
of [10], it is usually enough to control a finite number of unstable directions by introducing a finite-
dimensional shift and requiring a sufficiently rich stochastic forcing to ensure that the unstable modes are
excited.

Starting from these results, in [16] Kulik and Scheutzow exploit this technique to prove for the same
SPDE’s considered in [12] an asymptotic stability result too. Moreover the technique of [12] for the
uniqueness of the invariant measure is improved in [16]. In particular Kulik and Scheutzow still introduce
a control similar to the one considered in [12] but they have to drop the localization term considered in
[12] (see our Section 5 for the details).

These methods have been successful to prove ergodic properties of the Navier-Stokes equations driven
by an additive noise. The main aim of our work is to show that those methods are flexible enough to also
deal with noises of multiplicative type so to prove uniqueness of the invariant measure and asymptotic
stability in an effectively elliptic setting. To the best of our knowledge, generalized asymptotic coupling
techniques have so far been used to study the ergodic properties of SPDEs driven by multiplicative-type
noises only in the case of delayed equations (see e.g. [13] and [4]). Let us point out that there are works
that address ergodic problems for SPDEs with a multiplicative-type noise by different techniques, see e.g.
[18], [17], [14] and [8]. In particular [18] and [17] use coupling techniques to study the long time behavior
of strongly dissipative SPDEs (Navier-Stokes and Ginzburg-Landau) driven by a bounded multiplicative
noise. In addition to the uniqueness of the invariant measure they also prove the exponential convergence
to it in a effectively elliptic setting. Differently from [18] and [17] here we deal with more general noises:
the covariance operator is either bounded or satisfies a sublinear or a linear growth condition.

Therefore in this work we focus on the stochastic two-dimensional Navier-Stokes equations, but these
methods could be exploited to deal with different types of (strongly dissipative) SPDEs as well. The Navier-
Stokes (NS) equations, considered here with Dirichelt boundary conditions, describe the time evolution of
an incompressible fluid and are given by

Owu(t, ) + [—vAu(t, ) + (u(t,z) - V)u(t,z) + Vp(t,z)] dt = f(z)dt  +G(u(t, z))0,W(t, ),

(1) V-u(t,x) =0, x € D,t>0,
u(t,x) =0, x€dD,t >0,
(0, z) = uo(x), x€D.

Here the unknowns, for any time ¢ > 0 and position € D, are the velocity vector u(t,z) and the
scalar pressure p(t, z); the data are the kinematic viscosity v > 0 of the fluid, the initial velocity ug, the



deterministic external force f and the random external force depending on the Wiener process W and a
operator G. We assume D to be an open bounded domain of R? with regular boundary.

In the spirit of [12] and [16] and as done in [18] and [14] (see also the references in these papers), we
prove the uniqueness of the invariant measure for system (1) and its asymptotic stability under the main
requirement on the noise to be non degenerate in the unstable directions, that is, we require the image
of the covariance operator of the noise to contain a finite number of low modes, corresponding to the the
unstable modes. A crucial tool is an estimate in the same spirit as that obtained by Foias and Prodi [10]
for the deterministic Navier-Stokes equations. For the stochastic Navier-Stokes equations the Foias-Prodi
type estimates have been proved so far only with an additive or a bounded multiplicative noise. What we
indeed prove is a Foias-Prodi estimate in expected value, showing that a finite dimensional noise, when
chosen in a proper way, allows to synchronize (in the mean) any two solutions in the limit as ¢ — co. This
requires a generalized coupling, obtained by means of a control acting on a finite number of low modes.

It might be useful to revise that in the literature the Foias-Prodi estimates appear in both forms:
pathwise or in expectation. When the SPDE has a strong dissipation and an additive noise, then the
Foias-Prodi estimate can be proved pathwise. Otherwise, when there is a weak dissipation (e.g.: a damping
term vu instead of the Laplacian —vAw appearing in (1)) or the noise is multiplicative, the Foias-Prodi
estimate can be proved in the mean. For these results we refer to [7] for the nonlinear weakly damped
Schrodinger equation with additive noise and to [11] for the weakly damped KdV equation with additive
noise; and to [18] for the Navier-Stokes equations with a bounded multiplicative noise.

Following the intuition of [18] we derive the Foias-Prodi estimates in expected value for the Navier-
Stoeks equations (1) (although formulated in a different form than in [18] in the case of a bounded noise)
and show that they are in fact the crucial ingredient to readapt the generalized coupling arguments of [12]
and [16] to infer uniqueness of the invariant measure and asymptotic stability in presence of multiplicative-
type noises. As anticipated above, denoting by Py (H) the subspace spanned by the first N modes and
assuming that N is large enough to contain the unstable modes, this technique requires that the range
of G(u) contains Py(H). In addition, when the operator G in front of the Wiener process has a linear
growth, it will also be necessary to impose that the viscosity coefficient v somehow balances the intensity
of the multiplicative part of the noise. In this case, the existence of the invariant measure, its uniqueness
and its asymptotic stability require gradually to strengthen this condition on v. We obtain different type
of Foias-Frodi estimates depending on the assumptions we make on the noise. In the case of a bounded
noise we get an exponential decay while in the case of sublinear or linear growth noise we get a polynomial
decay. The substantial difference in the latter two cases is that in the case of a sublinear growth noise
the time decay goes as t~P, when t — +o00, for an arbitrary power p > 0; in the case of a linear growth
noise the range of admissible parameters p is related to the viscosity coefficient and to the intensity of the
multiplicative part of the noise.

The Foias-Prodi estimates we obtain are an interesting result in themselves, and we hope to use them
also to obtain quantitative mixing results. This problem is currently under investigation.

We conclude by briefly summarizing the content of the paper. In Section 2 we introduce the mathe-
matical setting, state the assumptions and the main results. In Section 3 we recall some results concerning
well-posedness of the stochastic Navier-Stokes equations (1). In Section 4 we derive the Foias-Prodi type
estimates in expected value. Section 5 provides the proof of the existence, uniqueness and asymptotic
stability of the invariant measure. Some remarks are collected in Section 6. In Appendix A are collected
some apriori estimates and in Appendix B the proof of a technical lemma is provided.

2 Setting and main results

In this Section we fix the notations, explain the assumptions, formulate the framework of our problem and
state the main results.

In the sequel, given two Banach spaces F and F', we denote by L(E, F') the space of all linear bounded
operators B : E — F and abbreviate L(E) := L(E, E). If H and K are separable Hilbert spaces, we employ
the symbol Lyg(H, K) for the space of Hilbert-Schmidt operators from H to K. If (A, A, ) is a finite
measure space, we denote by LP(A, E) the space of p-Bochner integrable functions, for any p € [1,00).
Given the Hilbert space H, for a fixed T' > 0, by C([0,T]; H) we denote the space of strongly continuous



functions from [0, 7] to H whereas Cy,([0,T]; H) stands for the space of all continuous functions from the
interval [0, T] to the space H endowed with the weak topology.
If functions a, b > 0 satisfy the inequality a < C(A)b with a constant C(A) > 0 depending on the expression
A, we write a <4 b; for a generic constant we put no subscript. Everywhere C' denotes a generic constant;
if needed, we specify the parameters on which it depends.
We consider the usual abstract form of equations (1) (see, e.g., [23] for further details). Let V be the
space of smooth and divergence-free vector fields u : D — R? with compact support strictly contained in
D. We denote by H and V the closure of V in [L?(D)]? and in [H!(D)]?, respectively. We denote by || - || i
and (-, -} the norm and the inner product in H. By V* we denote the dual space of V" and by (-, -) we denote
the dual pairing between V and V* when no confusion may arise. We set D(A) := [H?*(D)]> NV, and
define the linear operator A : D(A) C H — H as Au = —IIAu, where II is the projection from [L?(D)]?
to H. Since V coincides with D(AZ), we endow V with the norm ||u||y = ||A2u||z. The operator A is a
positive selfadjoint operator in H with compact resolvent; we denote by {)\;},en the eigenvalues of A and
by {e;} en the corresponding eigenvectors of A that form a complete orthonormal system in H. Moreover
0< A1 <X <--- and
lim A\; = +o0.
j‘)OO

We recall the Poincaré inequality

(2) lull = AdlullZ-

Denoting by Py and Qn the orthogonal projection in H onto the space Span{e,}i<n<n and onto its
complementary, respectively, we have the generalized Poincaré inequalities

1
(3) [Pvully < AnlPyul,  Qnully < EHQNUH%/

that hold for all sufficiently smooth u and any N > 1.
We define the bilinear operator B: V x V — V* as

It holds
(4) (B(u,v),v) =0,

(B(u,v), z) = —(B(u, z),v).

As far as the random forcing term is concerned, we always consider a filtered probability space
(Q, F,P,F), where the filtration F = (ﬁt) >0 is right continuous and %, contains all P-null events.
Moreover W is an U-cylindrical F-Wiener process, where U is a separable real Hilbert space with an
orthonormal basis (fn)nen (see, e.g., details in [5]).

Moreover, we will work under the following assumptions on the operator G characterizing the noise.

Assumption 2.1.
(G1) G: H — Lys(U, H) is a Lipschitz continuous operator, i.e.
(5) 3Le>0: [Gur) = Gua)llrysw.m < Lallur —uzllg Yui,us € H.
(G2)(i) There exists a non negative constant Ky such that

||G(U>HLH5(U,H) SKl, VUEH

(G2)(ii) There exist non negative constants Ky, Ko and v € (0,1) such that

NG ()| Lys,my < Ko+ [(QHUH}Y{, Yu € H.



(G2)(iii) There exist non negative constants Ks, K5 such that
1G(W)|Lysw,m) < K3+ Ksllul|g, Yue€ H.

(G38) There exists a measurable map g : H — L(H,U) such that

(6) sup [|g(w)|Lm,v) < o0
ueH

and

(7) G(u)g(u) = Py Yu e H

for a positive integer M.

In the sequel, when we say that assumption (G2) holds we mean that one of the three assumptions

(G2)(i), (G2)(ii), (G2)(iii) holds.

Notation 2.2. Throughout the paper we will reserve the symbol M to denote the integer that appears in
Assumption (G3). To infer the uniqueness of the invariant measure and the qualitative mizing result we
will require M to be sufficiently large.

Remark 2.3. The existence of a map g : H — L(H,U) fulfilling (7) is equivalent to the following property
Py H C Im G(u) Yu e H.

Thus assumption (G3) can be seen as a non degeneracy condition on the low modes. We refer to [18,
Remarks 3.1 and 3.2] for more details.

Example 2.4 (for assumption (G3)). Let us recall that by {fr}ren and {ex}ren we denote orthonormal
basis in U and H, respectively. Suppose that for any k € N there exists a mapping ¢, : H — R such that
for some M € N,

(8) G(2)fr = ¢r(x)ek, Vk<M,VzeH,

and
0 # ¢i(x), Vk<M, VzeH.

Take
z)7! if k< M,
0 g@)ey = § D TR
0 otherwise,
with
(10) sup Y [k () '] < o0.
IEHkSIV[

Then g satisfies (6) and (7) in Assumption (G3). In fact,

sup [lg(w)l|paoy) = sup  sup|lg(u)hllu
ueH w€H heH,|h||g<1

= sup sup
uw€H heH,||h||g<1

(h,ex)g(u)e
keN

U

=sup  sup > (her)dn(u) ! fi
uw€H heH,|h||g<1 k<M U

<swp  sup > lhllallenlml fillulén(w)

u€H heH,||h||p <1 k<M

I (O

uerSM



and the latter quantity is finite by (10). Moreover, let v € H; then, for any u € H

G(u)g(u)v = G(u)g(u) <Z<076k>6k> = G(u) (Z(U,€k>9(u)€k> = G(u) Z (v, ex)dr(w) " fr

keN keN k<M

= ) (ver)op(w) ' Gu) fs = ) (v, ex)dr(w) " dr(u)er = Parv.

k<M k<M
We provide now concrete examples for operators G satisfying Assumption 2.1.
Example 2.5 (for Assumption 2.1). We take U = H.

e (Consider the mappings

() = Vil +1

- k+1 7
and define the operator G as in (8). Then G satisfies (G1) and (G2)(iii). Moreover, (6) and (7) in
(G3) are satisfied for any finite M by choosing g as in (9).

o Lety € (0,1). Consider the mappings

Vﬂﬂ%+1ﬂwwyg>*0ﬂ@41)MﬂHx>

br(x) == T ., keN

and define the operator G as in (8). Then G satisfies (G1) and (G2)(ii). Moreover, (6) and (7) in
(G3) are satisfied for any finite M by choosing g as in (9).

e (Consider the mappings

VU2l + D L) + ety

k1 €N

or(x) ==
and define the operator G as in (8). Then G satisfies (G1) and (G2)(i). Moreover, (6) and (7) in
(G3) are satisfied for any finite M by choosing g as in (9).

We can rewrite problem (1) in the abstract form
(1) {du(t) + [vAu(t) + B(u(t), u(t))] dt = fdt + G(u(t)) dW(t), t>0
u(0) = ug

We assume v > 0, ug € H and f € V* independent of time.
Here is our main result on the stochastic Navier-Stokes equation (11); for a more precise statement see
Proposition 5.2, and Theorems 5.6 and 5.11.

Theorem 2.6. Assume (G1).
a) If (G2)(i) or (G2)(ii) hold, then there exists a positive integer N, depending on v, f and G, such

that, whenever (G3) holds for some M > N, there exists a unique invariant measure which is
asymptotically stable.

2
b) If (G2)(iii) holds and v > %31—, then there exists at least one invariant measure. Moreover, there
exists a positive integer N, depending on v, f and G, such that, if (G3) holds for some M > N, then
3K3 11K2
2A1 2)\1

the invariant measure is unique provided v > and it is asymptotically stable provided v >



Remark 2.7. Notice that
(G2)(1) = (G2)(i1) = (G2)(iti).
Indeed, (G2)(i) is a particular case of (G2)(ii): take Ko = K1 and Ky = 0.

Furthermore, by the Young inequality we have

7\
Julyy < ellull + (1 =) (2)

for any positive . This shows the other implication.

We deduce that if we are able to prove a result working under assumption (G2)(iii) then the same result
will hold also under (G2)(i) and (G2)(ii).

The statement of Theorem 2.6 explains why we state Assumption (G2) separating the three cases.
Under the stronger assumption (G2)(i) or (G2)(ii) we prove the existence of a unique invariant measure,
which is asymptotically stable, without any requirement on the viscosity v. Notice that the case (G2)(i)
corresponds to the case studied by Odasso in [18] where the author, with different techniques, obtains the
same results as we do (in fact, he also proves exponential mizing). Things are more delicate under the
weaker assumption (G3)(iii): the existence of the invariant measure, its uniqueness and its asymptotic
stability require gradually narrower assumptions on the viscosity v. A strong enough dissipation is required
to balance the intensity of the multiplicative part of the noise K5 more and more consistently.

Another reason to consider three different hypotheses concerns the Foias-Prodi estimates that we will
derive in Theorem 4.8: depending on the type of assumption (G2) on the noise, we will get different decays
in time (exponential or polynomial). We believe that these different decays will eventually lead to different
types of quantitative mixing; this is under investigation at the moment.

3 Well posedness results

In this Section we collect the results concerning the well posedness of system (11) under the Assumptions
(G1) and (G2). These are classical results. Keeping in mind Remark 2.7 it is enough to prove them under
Assumptions (G1) and (G2)(iii).

First, the solutions can be weak or strong solutions, in the probabilistic sense.

Definition 3.1. We say that there exists a martingale solution of the Navier-Stokes equatzon (11) on the
interval [0,T] and with initial velocity uo € H if there exist a stochastic basis (Q F,P F) a U-cylindrical
Wiener process W and a progressively measurable process u : [0,T] x Q — H with P a.e. paths

ve C([0,T); H)n L*(0,T;V)
such that Iﬁ’—a.s., the identity
(w(®). 1)~ [ (Ahuts) Ay dset [ (Bule).u(s). ) ds = (w0, 0)+ (L)t +{ | Glue) aW(s).0)
holds true for any t € [0,T], ¥ € V.

Definition 3.2. Given a stochastic basis (2, F,P,F) and a U-cylindrical Wiener process W, a strong
solution of the Navier-Stokes equation (11) on the interval [0,T] with initial velocity uog € H is an H-
valued contiunuous F-adapted process u with P-a.e. path in L*(0,T;V) such that P-a.s., the identity

t

(ult), ) — / (Abu(s), Ady) ds+ / (Blu(s), u(s)), ) ds = {uo, ) + (f, )1+ { / Glu(s)) AW (s), )

holds true for any t € [0,T], ¥ € V.

Now we consider the existence of martingale solutions.



Proposition 3.3. Under Assumptions (G1) and (G2), for any T > 0 there exists a martingale solution
to problem (11) which satisfies, for any q > 2,

(12) E [||u||%w(O,T;H) < .

Proof. Assuming (G1) and (G2)(iii), in [9, Thorem 3.1] the existence of a martingale solution is proved in
any space dimension d > 2, with P a.e. paths v € Cy([0,T]; H) N L(0,T; V). Arguing as in [3, Lemma
7.2], in dimension d = 2, one can prove the additional regularity u € C([0,T]; H) P-a.s. Estimate (12) is
proved in [9, Appendix A].

Keeping in mind Remark 2.7 we get that the result is true when we assume any of the three (G2)
conditions. O

Then we consider the pathwise uniqueness.

Proposition 3.4. Let T > 0. Let Assumptions (G1) and (G2) hold. Let (ﬁ,}N', @,fF,ui), 1=1,2 be two
martingale solutions to (11) with the same initial velocity. Then P(ui(t) = us(t) for allt € [0,T]) =1,
that is solutions to equation (11) are pathwise unique.

The proof of the result is based on the following technical lemma whose proof is postponed to Appendix
B.

Lemma 3.5. Let Assumptions (G1)-(G2)(iii) hold. Let (0, F,P,F,u;), i = 1,2 be two martingale solu-
tions to (11) with initial velocities x,y € H, respectively. Then

E [om (et het 51O 49 () — up ()] < flr = wily-

Proof. [of Proposition 3.4] Keeping in mind Remark 2.7 we proceed assuming (G2)(iii). Lemma 3.5 yields

E [ (Pt o IO 99)uy () — wa (1)1 ] < 0.

So
e (Let=2avtt 3 g a1} d9) |1y, (4) — up (8|2, = 0, P — a.s..

Thus, if we take a sequence {t;}7°, which is dense in [0, 7] we have
P (flut (th) — ua(t)l[sr = 0, V k € N) = 1.

Since a.e. path of the solution process belongs to C([0, T], H) we infer P (||u1(t) — us(t)|| g = 0, ¥ t € [0,T]) =
1 and this concludes the proof. [l

Keeping in mind Propositions 3.3 and 3.4 and [19], which ensures that existence of a martingale solution
and pathwise uniqueness yield existence of a unique strong solution, we get

Theorem 3.6. Under Assumptions (G1) and (G2) there exists a unique strong solution to problem (11)
with P-a.e. paths in C([0,4+00); H) N L2 (0,00; V) that satisfies, for any T >0 and q > 2,

loc

(13) E | l[ulld 0.0,z | < o0

4 Foias-Prodi estimates in expectation

This Section is devoted to establishing a Foias-Prodi type estimate for the Navier-Stokes equation (11)
that holds in expectation. This result will serve as a crucial technical tool for the arguments establishing
the uniqueness of the invariant measure and the qualitative mixing result.

The Foias-Prodi estimates describe the following property for an infinite dimensional dynamical system:
given any two solutions, if they synchronize in the limit as ¢ — 400 on a sufficient (but finite) number of
components, i.e. the low modes, then in fact all components synchronize. In other words, the dynamics



of the high modes is asymptotically enslaved to the dynamics of the low modes. What we get is that any
two solutions, with different initial velocities, converge to each other as ¢ — o0 if a control acts on a
sufficient finite number of components; the convergence is in mean value.

We proceed as follows. Given G satisfying assumptions (G1) and (G2) and uy € H, let u = u(uop)
denote the solution of the Navier-Stokes equation (11). Given A > 0, N > 0 and vy € H, let v = v(vg, ugp)
denote the corresponding solution of

(14) {dv(t) + [vAv(t) + B(v(t),v(t))] dt = fdt + G(v(t)) dW (t) + APy (u(t) — v(t)) dt, t>0
v(0) = vy

where Py is the orthogonal projection from H onto the space Span{e,}1<n<n. Here A > 0 is a parameter
to be suitably chosen later on.

Notation 4.1. Throughout the paper we will reserve the symbol N to indicate the dimension of the
projected space Py H where the control APn(u — v) acts.

We will refer to (14) as the nudged equation corresponding to the Navier-Stokes equation (11). The
well posedness of (14) can be trivially proved for (14): the additional term APy (u — v) = APyu — APyv
does not crucially impact the well-posedness estimates (see, e.g., [16, Remark 8]).

The effect of the nudging term APn(u — v) is to drive v towards u on Py H that is on the low modes;
the Foias-Prodi estimates (in expectation) will in fact quantity how many modes need to be activated in
order to synchronize the full solution. More in details, we will show in Theorem 4.8 that, provided N is
taken sufficiently large, E [[|u(t) — v(t)[|3;] decays in time, as ¢ — +oco, with different rates according to
the different assumptions on the covariance operator of the noise. The idea of the proof, inspired by [11], is
as follows: we show (see Subsection 4.1) that for certain stopping time 7g, g that controls the growth of the

solution to (11), the expectation E [1(

Corollary 4.3). Then we exploit energy estimates for the solutions to (11) to prove that the probability
such stopping time 7 s remains finite decays in the cut-off parameter R (see Subsection 4.2). According
to the different assumptions on the covariance of the noise (G2)(i), (ii) or (iii) we obtain different types
of decay in R, see Propositions 4.4, 4.5 and 4.6. We highlight that in order to obtain a decay in the
parameter R we will need to take N sufficiently large. The Foias-Prodi estimates (see Theorem 4.8) easily
follow, combining the results of Corollary 4.3 and Propositions 4.4, 4.5 and 4.6.

Ty () — v(t)H%{} decays with an exponential rate in time (see

4.1 A preliminary estimate in expected value

Let us start with the following preliminary result.

Proposition 4.2. Assume (G1) and (G2). If we take A = “3X in the nudged equation (14), then for any
ug,vg € H, the estimate

15) B[ (55 - 28) ¢an) -2 [ Gl as) fute A - wte a0l

l//\N EAT l//\N 1 s
S [ e (B - 22) -3 [ 101 dc ) ute) — ool as] < o~

holds for any stopping time 7 > 0 and any t > 0. Here u = u(up) and v = v(vg, ug) obey equations (11)
and (14) respectively.

Proof. Given u,v satisfying equations (11) and (14) respectively, we obtain the evolution of the difference
riI=u-—2v

16) {dr + [VAr + B(r,u) + B(v,7) + APy7] dt = (G(u) — G(v)) dW

r(0) = uo — vo.



We apply the Ité formula to the functional |7(¢)||%. Exploiting (4), we obtain, for any ¢t > 0, P-a.s.,

%dllr(t)l\%r +u|[Vrt)lf dt = [—(B(r(t), u(t), r(t)) — M PyrlE + %I\G(U(t)) = GO L ysw,m | At
+ (r(®), [G(u(t) — G(o(t)] AW (1))
The Gagliardo-Nierenberg and the Young inequality yield

[(Br(t), u(®), r(t))] < IVu@)llallr@)lZs < [Vu®)lallr@)la Ve

IN

v 1
< SIVrIlE + o @I I ()17
Therefore, from (5) we infer
1 2 v 2 2 LE 1 2 2
Sl + [2I9r@ + AlPxr@] @t < (58 + ) ) o) dr + ),

where we set .
M(t) !=/0 (r(s), [G(u(t)) = G(u(s))]dW ().
Thanks to the generalized inverse Poincaré inequality (3) we obtain

v v
S IVr@llE + MPar®)l7 = SIVQNT @)l + APy @)%

I/)\N
> 28| Qur)l + A Pr(t) I

and by choosing A = £\ the latter sum equals 232 (|7 (¢)||%,.

Thus we finally obtain
1
a7 dlr(®)l% + (VAN P ;|u<t>|2‘v) Ir(t) dt < dM(2).

We set .
I/)\N 1
r) = (%5 - 18 ) - [ el as
0
and we rewrite (17) as

Al -+ (“5 1Ol + T OOl ) ar < avro

Multiplying both members of the above expression by e!'*) and noticing that d(e"® ||r(t)|3;) = e"Od||r(t)]|% +
I ()e" Ollr(6)7, we get

V)\N

5 SO lrt)]|%dt < "B dM(2).

a (e ONrt)F) +
Integrating in time this bound up to a stopping time 7 and taking the expected value we infer

1/)\ tAT
E [ O r(e A )] + Z5TE / e lr(s) | %ds < [Ir(0)]I3-

This is (15). O

In order to control the integrating factor that appears in (15), we will make a suitable choice of the
stopping time. For R, 3 > 0, let

1 (7 A
(18) Tr,p := inf {7‘202 —/ lu(s)||3 ds + (LQG—VTN)T—BZR}
vJo
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and Tr g = +oo if the set is empty, i.e. if

t
%/O u(s) |2 ds + (Lg ZN) [—B<R Vi>0.

Here N is the the parameter of the finite dimensional control that appears in the nudged equation
(14), see Notation 4.1. The parameter 8 will be useful to track the dependence on the initial data wg, vy
in subsequent estimates on Tg g, see Propositions 4.4, 4.5 and 4.6.

From the definition of 7 g in (18) we immediately get the following corollary of Proposition 4.2.

Corollary 4.3. Under the same conditions as the Proposition 4.2, for any ug,vg € H and any R,3 >0

vA
g — vol[3-

E [L(rp ymoo [u(t) —v(@®)||3] < €

Proof. It is enough to remark that if 75 g = oo, then ””\TNt — B8 —R<T(t) for any ¢t > 0. O

4.2 Decay estimates

Let 7r s be the stopping time defined in (18). In this Section we estimate the probability P(7g g < o0) in

terms of the parameter R. Under Assumption (G2)(i) we obtain an exponential decay in R (Proposition

4.4), whereas under Assumption (G2) either (ii) or (iii), we obtain a polynomial decay in R (Propositions
5 and 4.6).

Proposition 4.4. Assume (G1) and (G2)(i). Consider the stopping time Tr g defined in (18), where u
is the solution of the Navier-Stokes equation (11). If

2
(19) B2 S luolly,

v+) such that for any N > N we have

then there exists a positive integer N = N(Lg, K1, v, || f]
(20) P(trp < 00) < e “F,
where C = C(A1,v, K1) is a positive constant independent of R, B and uy.

Proof. Keeping in mind the definition (18) of the stopping time 7 g, we introduce the set

(21) Ay ={swp | [l as+ (22 - 2 ) -5 = ]
r>0 LV Jo

so that P(1r g < 00) < P(Ag g). Thus we need to estimate P(Ag ).
Its complementary set can be written as follows

(22) { /HU ||Vds< {(M—N—Lé)r—i—ﬁ—i—R] for any 7“20}.

We take N > 0 large enough such that

v? (Vg 1
23 — (=X -1z K24+ ~|fl%..
(23) 5 ( 1 G)> 1+V|\f|v

We recall that K is the constant appearing in Assumption (G2)(i). Choosing $ as in (19) and setting
R := R for any N > N we get

v [T 1 _
f 2 {5/ lu(s)[I3 ds < (K% + ;llfll%*) r o R+ |l for any r > 0}
0

Ay < {sup |5 [ luo)as = (K24 S ) r = luoll] = 2}

11
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From (73) in Proposition A.4 we therefore conclude that

_vX B
P(Apg) <e i

=)

Since P(1r 3 < o0) < P(ARg ), keeping in mind the definition of R the estimate (20) immediately follows.
O

Proposition 4.5. Assume (G1) and (G2)(ii). Consider the stopping time Tr g defined in (18), where u
is the solution of the Navier-Stokes equation (11). If

1
(24) B> = (Ch + luollZ),

with Cy, the constant that appears in estimate (76), then there exists a positive integer N = N (v, Lg, Ko, Ko, M\, 7, I
such that for any N > N we have

v-)

C(1 + Juoll 3+

(25) P(rrp < o0) < Tw ,

for any p > 0, where C = C(\1,p, v, Ko, Ko,v, || f|lv+) is a positive constant independent of R, 3 and uq.

Proof. The proof follows the line of the proof of Proposition 4.4. Consider the set Ar g and its comple-
mentary set A% 5 introduced in (21) and (22), respectively. We take N > 0 large enough such that

)\,
(26) V2 (’%V - Lg) > O,

where Cy = Cy(Ka, Ko, A, 1,7, ||f|lv+) is the constant appearing in (76) of Proposition A.5. Choosing /3
as in (24) and setting R := %, for any N > N we get

AR g2 {1// Hu(s)||%, ds —Cy(r+1) < R+ ||u0|ﬁ{, for any r > 0}
0
i.e. ,
Ay € {sup v [Tl ds - Cotr+ 1) = ol | = R}
r> 0
From (76) we therefore conclude that, for any ¢ > 2,

C(1+ uoll3)

P(A <
( R,B) — R%,1

where C' = C(\1,q,v, K2, Ko,7, || f|lv+). Since P(1ps < 00) < P(Agp), the estimate (25) immediately
follows. -
Proposition 4.6. Assume (G1), (G2)(¥ii) and

3K?2
27 =3
(27) Y=o

Consider the stopping time Tr g defined in (18), where u is the solution of the Navier-Stokes equation
(11). If
55 Cot lluwol

K2
2;1)

(28)

)

v(v —

with Cy the constant that appears in (77), then there exists a positive integer N = N (v, Lg, K3, K3, A1 | fllve)
such that for any N > N we have

C(1 + Jug| 1)
RP

(29) P(trp < o0) <

12



for any p € (0, 2”11\(12 — %), where C = C(\1,q,v, K3, K3, || f|lv+) > 0 is a positive constant independent of
3

R, B and ug.

Proof. We introduce the set Ag g as in (21) and write its complementary set as follows

c KQ r f{Q I/)\N
Rp = {(VQ—)i)/O ||u(s)|%/ds§1/<yﬁ> |:<TL2G)T+5+R:|, forallrz()}.

We take N > 0 large enough such that

K? Ay
(30) v <u — 2—;’1> (VTN - Lé) > Cy,

7. K3
(31) R.I/(VQ)\l)R,

for any N > N we get

I}'Q r ~
Rp 2 { (V - ﬁ) / [u(s)|3 ds — Cy(r + 1) < R+ [Juol|3;, for all r > 0} .
0

2
32};13 and 2 < ¢ < % + VK—’E, we therefore conclude that

From (77), provided v >

1 29
P(ra < 00) < P(An.g) < CUT Iwollr)

RE

where C = C(\1, ¢, v, K3, Ks, llfllv+) > 0 is a positive constant independent of R. By taking p = -1

and keeping in mind (31), the estimate (29) immediately follows with the power p = 4 —1 € (0, ;’}(12 -3,
3

sinceQ<q<%+”~—’\1. ([l

R

Remark 4.7. We emphasize the difference between Propositions 4.5 and 4.6. In Proposition 4.5 we have
a polynomial decay in R, with an arbitrary exponent p > 0. In Proposition 4.6 the type of decay in R
is still polynomial but now the range of admissible exponents p depends on the viscosity coefficient v and
the constant K5 that, roughly speaking, represents the intensity of the mpjtiplicative part of the noise. In

particular, in this latter case, we meed to impose the condition v > ?;I;f on the wviscosity coefficient to
ensure the existence of an admissible set of exponents p.

4.3 The Foias-Prodi estimates

As a consequence of Proposition 4.2 and Propositions 4.4, 4.5 and 4.6 we now show that, provided N is
taken sufficiently large, E [||u(t) — v(t)||3;] vanishes as ¢t — +o00. The convergence rate depends on the
growth of G as specified by the three different assumptions (G2).

Theorem 4.8 (Foias-Prodi estimates). Assume (G1) and ug,vo € H. Let u be the solution of the Navier-
Stokes equation (11) and v that of its nudged equation(14) with \ = X3

(i) If (G2)(i) holds, then there exists a positive integer N = N(La, K1, v, ||f|
C and § such that for any N > N we have

v+) and positive constants

(32) B [Ju) - o0l3] < OO+ Juolld + ool (1+ el ) e v >0,

Here C and 6 do not depend on ||uo||m, ||vollzr and t
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(i1) If (G2)(ii) holds, then there exists a positive integer N = N(La, Ka, Ko, v, M, 7, | fllve) and positive
constants C and « such that for any N > N we have

C 2
(33) E [Jlu(t) = o(8) %] < 5 (1 + Juollf + lloollF) (1+ellin)  ve >0,

where p is any positive number. Here C and o do not depend on ||ug||m, ||[vol|zr and t but depend on
p.

(i33) If (G2)(iii) and (27) hold, then there exists a positive integer N = N (L, K3, K3, v, A1, || f|lv+) and
. \T . v 3
positive constants C and « such that for any N > N the estimate (33) holds for any p € (0, 41%13? -3)
Proof. In all the cases (G2)(i), (G2)(ii) and (G2)(iii) the structure of the proof is the same. We therefore
prove all the statements in a unified way.
Let u and v be the solutions to (11) and (14) starting from ug, vy € H respectively. By means of the
Hélder and the Young inequalities, invoking Corollary 4.3 and estimates (63) and (70) with ¢ = 4 !, we
infer

E[[lu(t) = v(t) 3] =B [, lu®) = (O] + B [1ry o () = 03]
< PR g — w3 + (P(ras < 00))F (Eu(t) — o(t)[4)*

1 vA
(34) < C (1 Juolly + llo0l%) (Brmp < 00))? + e#+R-5557)

where C' is a positive constant that depends on the parameters of equations (11) and (14) (see Lemmata
A.2 and A.3 for the explicit dependence, according to which assumption (G2) we make on the noise) and
is independent of R, 3,1 and vg. Now we use the previous bounds on 7r g; by Propositions 4.4, 4.5 and
4.6 for suitably chosen 8 (see (19), (24), (28)) we get for any R > 0

e CR under (G2)(i), with C =C(\,v, K1)
, ¢ (1+uoll 7)) y . .
P(tRp < 00)2 <{ = for any p > 0, under (G2)(ii), with C'=C ()\1,]), v, Ko, Ks,7, HfHV*)
C(1+I|uol|§{(p+l))

= . forany p € (0, 2% — %) under (G2)(iii), with C'=C (/\1,p, v, K3, Ks, ||f||V*)
where we emphasize that the constants C that appear in the above expressions do not depend on ug, vg, R, 8
and t. Coming back to estimate (34), if we select R = ””\SN t, for each ¢ > 0 and take 8 according to the
lower bounds in (19), (24), (28), we conclude the proof. In the cases (G2)(ii) and (G2)(iii) the polynomial

dependence on ||ug|| g is estimated by an exponential function. O

5 Ergodic results

In this Section we prove the existence and uniqueness of the invariant measure for (11) and the weak
convergence to it, also named asymptotic stability of the invariant measure. As anticipated in Theorem
2.6, in the study of the long time behavior of the solution, working under Assumptions (G2)(i) or (G2)(ii)
does not require any restriction on the viscosity coefficient v; we will in fact prove that in these cases at least
one invariant measure always exists and it is unique and asymptotically stable under a non-degeneracy
condition on the noise. Things are more delicate under (G2)(iii): the existence of invariant measures,
their uniqueness and the asymptotic stability require gradually narrower assumptions about the viscosity
coefficient v. Dissipation is required to balance the intensity of the multiplicative part of the noise K3 more
and more consistently. Therefore, for clarity of exposition, we separate the results of existence, uniqueness
to asymptotic stability of the invariant measure by dividing them into the three Sections 5.1, 5.3 and 5.4.
The existence result is well known in the literature (see [9]) but we briefly recall it. The uniqueness result
and the asymptotic stability result are based on the abstract results of [12] and [16] respectively; we recall
them in Section 5.1.

2v : 31_(3
K2 > 4, equivalent to v > 2y

! Notice that considering ¢ = 4 in (63) and (70) requires to impose the condition 1 +
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5.1 Existence of an invariant measure

For every x € H, the unique solution to equation (11) as given in Proposition 3.6 will be denoted by
u(+;x), and for every ¢ € [0,T] we set u(t;z) for its value at time ¢, and wu(t;z) : @ — H is a random
variable in L2(Q, Fy; H).

We denote by B(H) the o-algebra of all Borel subsets of H and by P(H) the set of all probability
measures on (H,B(H)). Also, the symbol B,(H) denotes the space of Borel measurable bounded functions
from H to R and Cp(H) the space of continuous bounded functions from H to R.

With this notation and by virtue of Theorem 3.6, we can introduce the Markov kernel

(35) Pi(x,A) :=Pu(t;z) € A), Vt>0, x€ H, AecB(H).

This kernel defines a family of operators P := (P;);>0 that act on functions ¢ € By(H) as

(36) (Prp)(x) := /H e(y)Fi(z,dy) = Elp(u(t;z))], =€ H, t=0.

For any Borel probability measures € P(H) we consider the evolution of measures

Py u(A) :=/HPt(y,A)u(dy), AeB(H), t=0.

It is clear that Pyp is bounded for every ¢ € By(H). We know from [20, Corollary 23] that the transition
function is jointly measurable, that is for any A € B(H) the map H x [0,00) > (z,t) — Pi(z,A) € R is
measurable. So Py is also measurable for every ¢ € By(H), hence P, maps By(H) into itself for every
t > 0. Furthermore, since the unique solution of (11) is an H-valued continuous process, then it is also
a Markov process, see [20, Theorem 27]. Therefore we deduce that the family of operators (P;);>¢ is a
Markov semigroup, namely P4 = P, Ps for any s,t > 0.

We are ready to give the precise definition of invariant measure. We recall that a semigroup P is said to
be Feller if P, : Cy(H) — Cp(H), for all t > 0.

Definition 5.1. Given a Feller semigroup P an invariant measure for P is a probability measure pu € P(H)
such that P}y = p for all t > 0 or, equivalently,

/H o(x) p(dz) = /HPttp(:E)u(dx) Vt>0, VeeCCy(H).

The following result shows that the transition semigroup P of equation (11) admits at least one invariant
measure.

Proposition 5.2. Assume (G1) and (G2) with the additional condition
K3
(37) v > 2—)\1

for the case (G2)(iii). Then, the transition semigroup P admits at least one invariant measure.

Proof. The result is a consequence of the Krylov-Bougoliubov Theorem (see e.g. [5, Theorem 11.7])
provided that we check that P is Feller and the tightness property holds.

(i) Let us show at first that P is Feller. Let ¢ > 0 and ¢ € Cp(H) be fixed. We need to prove that, given
a sequence {xy}, C H which converges in H to z € H as n — oo, the sequence Pip(x,) converges to
P.o(x) as n — co. Lemma 3.5 yields

E |em (Fat= vt s o lelso)ID99) (1 ) — ulty )% < lle — 2%

It follows that w(t;x,) converges to u(t;z) in probability. This implies, by the continuity of ¢, that
o(u(t; zy,)) converges to w(u(t; x)) in probability. The boundedness of ¢ and the Vitali Theorem yield, in
particular, p(u(t; z,)) = ©(u(t;x)) in L'(Q) and thus

|Prp(wn) — Prp()] < Eflp(u(t; za)) = (ult;2))[] =0, asn — +oo,
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which proves the Feller property in H.

(ii) We prove now that P satisfies the tightness property of the Krylov-Bougoliubov Theorem. We use
the estimate of Lemma A.1. To this end, let x = 0. We are going to show that the family of measures
(1t)e>0 C P(H) defined by

1 t 1 t
ut:A»—>¥/ (PslA)(O)ds:g/ Pi(0,A)ds, A€ B(H), t >0,
0 0

is tight in H. Let B,, be the closed ball in V of radius n € N, B,, is a compact subset of H, since the
embedding V < H is compact. Hence, Lemma A.1 and the Chebychev inequality yield, for any ¢ > 0,

1 [t 1t
w85 = [ Pas)©as = [ (101 2 n?) as
0 0
L t 2 15
- %/0 E[lu(s:0)l1}] ds < —=,

with a and b defined in (56) and (57) respectively, from which
Ve>03ne:u(Bn)>1—c¢ for any t > 0

and the thesis follows. |
2

Remark 5.3. The condition v > QI(TB; that appears in Proposition 5.2, when we work under Assumption

(G2)(iii), roughly speaking says that the viscosity coefficient has to balance the intensity of the multiplica-

tive part of the noise. Notice that the same condition appears in [9, Theorem 4.1]; compare also with the

similar condition (3.6) that appears in [1, Theorem 3.3.] in the case of the nonlinear Schridinger equation.

5.2 The abstract results in [12] and [16]

The proof of the uniqueness of the invariant measure and its asymptotic stability relies on the abstract
results of [12] and [16], respectively. In [12] the authors provide sufficient conditions in terms of generalized
couplings for the uniqueness of an invariant measure, whereas in [16] sufficient conditions for the weak
convergence to the invariant measure are provided under more restrictive assumptions. The statement of
these results requires to fix some notation.

We work on the Polish space H and on it we consider the metric induced by the norm || - ||z. This
metric induces on the space P(H) the weak convergence: {ux}r C P(H) weakly converges to u € P(H) if

/fd,uk—>/fdu as k — oo, V feCy(H).
H H

We denote by Lip, (H) the space of all bounded and Lipschitz real-valued functions on H, endowed with
the norm

lp(z) — p(y)]
lelle = sup [p(x)| + sup .
z€H x,y€H,x#y H-T - yHH

We endow the space P(H) with the Wasserstein (also called dual-Lipschitz) distance

/wdu*/wdv
H H

From [15, Theorem 1.2.15] we know that a sequence {ux}r C P(H) converges to a measure p € P(H)
w.r.t. the Wasserstein distance if and only if {ux}x weakly converges to p.

All the main statements below will be formulated in the discrete-time setting; however, they have
straightforward analogues in the continuous-time setting thanks to the continuity of the trajectories of the
solution (see, e.g., [16, Remark 4]).

We introduce the space of one-sided infinite sequences HY with its Borel o-field B(HY). By P (H N)
we denote the collections of Borel probability measures on HY.

(38) lu—vl:=  sup . v ePH).

w€Lip, (H),[l¢llL <1
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For given u,v € P(HY) we define

Clp,v) = { € P(H" x H") : mi(§) = p, m(€) = v},

where 7;(£) denotes the i-th marginal distribution of £, i = 1,2. Any £ € C(u,v) is called a coupling for
u,v. We introduce the following two extensions of the notion of coupling. Recall that ;1 < v means that
w1 is absolutely continuous w.r.t. v and p ~ v means that g and v are equivalent, i.e., mutually absolutely
continuous. We define

Clu,v) == {€ € P(HY x HY) : m1(€) ~ p, ma(€) ~ v},

Clu,v) == 1{€ € P(HY x HY) : m1() < p, ma(€) < v}

)
and call any probability measure from the classes é(u, v), c (1, v) a generalized coupling for u, v.
We introduce the subspaces

D= {(z,y) € H" x H" : lim [|z(n) — y(n)|lx = 0}
and, for a given ¢ > 0, n € N,
DI i={(x,y) € H" x H" : ||z(n) —y(n)|u < e}.

We also introduce the set of test functions

(39) G=qpeCy(H) : supw<oo
aty |l —ylla

which is determining measure set in H, that is, if p, v € P(H) are such that [;; ¢(u)p(du) = [}, o(u)v(du)
for all ¢ € G, then it follows that p = v.

Let u be the unique solution to equation (11), the law of the sequence {u(n)}nen on (HY, B(HY)) with
initial velocity ug will be denoted by P,,. We are now ready to state the abstract result from [12] in the
form that best fits our context.

Theorem 5.4. Suppose that G determines measures on (H, |- ||zr), and that D C HY x HY is measurable.
If, for each ug,vo € H, there exists a generalized coupling &uy.v, € C(Puy,Puy) such that Euy vy (D) > 0,
then there is at most one P-invariant probability measure u € P(H).

Roughly speaking, the above result states that in order for the Markov semigroup to have at most
one invariant measure one needs to ensure that the process couple asymptotically on a set of positive
probability.

Under more restrictive assumptions, the abstract result in [16] (see in particular Corollary 4) ensures
the asymptotic stability of the invariant measure.

Theorem 5.5. Suppose that the transition semigroup P associated to (11) is a Feller semigroup on H
and for any ug,ve € H there exists some &gy € C(Puy, Puy) such that m1 (Eugve) ~ Puy and for any e > 0

(40) lim &y, 0, (D) = 1.
n—oo
Then there exists at most one invariant probability measure and, if such a measure p exists, then

|Pf by — ttll« = 0 asn— oo, YV uge H.

5.3 Uniqueness of the invariant measure

We prove here the uniqueness of the invariant measure relying on Theorem 5.4. The key role in the proof
is played by the Foias-Prodi type estimates that quantify the minimum number N of modes that need
to be activated by the noise in order to get synchronization at infinity. We will thus need to impose the
following requirement on the range of the noise: Assumption (G3) has to hold for some M > N, where N
is as in Theorem 4.8. This condition resembles the one usually assumed in presence of an additive noise
(see the many examples in [12]).
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Theorem 5.6. Assume (G1) and (G2), with the additional condition (27) for the case (G2)(ii). Then
there exists a positive integer

. N(Lg, K1, v, ||f|lv+) under (G2)(i),
N = N(LGaKQaKQaVa Ala’Y’HfHV*) under (G'Q)(”)’
N(Le, Ka, Ka, v, M |flv-)  under (G2)(iii),

such that if (G3) holds for some M > N, then P possesses at most one ergodic invariant measure ji €

P(H).

Remark 5.7. Notice that Theorem 5.6 yields also the existence of an invariant measure, since the condi-
tion (27) on the viscosity coefficient is stronger than the condition (37) assumed to get the existence result
in Proposition 5.2.

We need some auxiliary result in order to prove Theorem 5.6.

In order to exploit Theorem 5.4, the idea is to introduce a modification of the Navier-Stokes equation
(11) such that: (i) the law of the solution to the new SPDE is absolutely continuous with respect to the
law of the solution to the original one (11); (ii) for any pair of distinct initial conditions, there is a positive
probability that solutions to these systems converge at time infinity, when evaluated on a infinite sequence
of evenly spaced times.

We start by introducing a modification of equation (11) such that (i) holds and proving (see Lemma
5.8 below) that the law of the solution to this modified system (43) is absolutely continuous (actually
equivalent) with respect to the law of the solution of the original system (11), provided Assumption (G3)
holds with M > N. Then, in Proposition 5.10 we prove that there exists N > 0 sufficiently large such that,
if N > N, then there exists an infinite sequence of evenly spaced times such that for any pair of different
initial conditions, the probability that the solutions to systems (11) and (43) converge at time infinity is
strictly positive. Uniqueness of the invariant measure will then steam as a consequence of Lemma 5.8,
Proposition 5.10 and Theorem 5.4 imposing Assumption (G3) to hold with M > N.

Let Assumption (G3) hold for some M > N. We fix two initial conditions ug,vo € H and we consider
the Navier-Stokes equation (11) starting from wug and its nudged equation (14) starting from vg. We define
the shift A by

(41) h(t) := A g(v(t)) Py (u(t) —v(t), =0,
where APy (u(t) — v(t)) is the nudged term in equation (14). Notice that the definition of A does make

sense, thanks to assumption (G3) and the fact we required M > N. The shift h belongs to the space U,
where the noise lives. Given K > 0 we introduce the stopping time

t
(42) ok = inf {tZO: / |PN(U(S)—’U(S))|%{dSZK}.
0
The constant K will be chosen in a suitable way later on (see the proof of Proposition 5.10). We set
t
W(t) := W(t) +/ h($)ls<oy ds.
0

The modified equation upon which we will build a generalized coupling is given by

) {dﬁ(t) 4 [AG(t) + B(5(t),5(t))] dt = G(5(t)) AW (t) + f dt
’LN)(O) = Vo

We will refer to (43) as the nudged stopped equation corresponding to the Navier-Stokes equation (11).

We denote by ¥,,, and \f/uO,UO the measurable maps induced by solutions to (11) and (43), respectively,
that map an underlying probability space (2, F,P) to C([0,00); H). The law of solutions of (11) and (43)
are given by PW¥ 1 and P(Wy 0,) " * Tespectively.
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Lemma 5.8. Let assumptions (G1) and (G2) be in force and let N be the integer appearing in (41). If

Assumption (G3) holds with M > N, then for any K,\ > 0, the laws of solutions to (11) and (43) are

-1

equivalent (i.e. mutually absolutely continuous), that is PU 1 ~ ]P)(‘I'uo,m) as measures on C([0,00); H).

Proof. Bearing in mind (41), we have
| I creds <3 (sup L@ ) [ 1P (a6) = (6D

< A2 (sup ||9($)||%(H,U)) K
z€EH

which is finite thanks to (6) in Assumption (G3). Therefore, the drift h(s)ls<,, satisfies the Novikov

condition e
E [exp (5 | 1)1 1z d)] < o0
0

and from the Girsanov Theorem we infer that there exists a probability measure Q on C(]0,00); U) such

that under Q, W is a U-valued Wiener process on the time interval [0, 00). It follows that the law of the
solution to the nudget stopped equation (43) is equivalent on C([0,00); H) to the law of the solution to
the equation (11) with initial condition vo, i.e. PO T ~ P(Wy, .,) " as measures on C([0,00); H). O

Remark 5.9. On the set {ox = oo} we have that v = 0, P-a.s., where v is the solution of the nudged
equation (14). This steams from the uniqueness of the solution of equation (14).

The crucial ingredient to prove the following result is given by the Foias-Prodi estimates of Proposition
4.8.

Proposition 5.10. Assume (G1) and (G2), with the additional condition (27) for the case (G2)(iii). Let
u be the solution of the Navier-Stokes equation (11) with initial velocity ug and U the solution of the stopped
nudget equation (43) with initial velocity vo.

Then there exist a positive integer

. N(Lg, K1, v, ||f|lv+) under (G2)(i),
N = N(LGaKQaKQaVa Ala’Y’HfHV*) under (G'Q)(”)’
N(Le, Kay Ka, v, M |flv-)  under (G2)(iii),

and a positive \ = \(N,v) such that when N > N and ug,vo € H, one has
P ( lim [|5(n) — u(n)|ln = o) > 0.

Proof. For any n € N we introduce the events

n+1

(a4) Bi= { o) =l + [ 1w 0(s) — ulo) s> .

and, for R and m > 0 to be chosen later on,

(45) B i= { [ 1Pw005) ~ u(o)y as > R}

We set

B::ﬁ GB”'

m=1n=m

Next we fix any suitably large value of N so that either Proposition 4.4 or 4.5 or 4.6 (according to which
assumption of the operator G we consider: either (G2)(i) or (G2)(ii) or (G2)(iii)) and Corollary 4.3 hold.
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We fix N > N and set \ = ”’\TN in the nudged equation (14). We consider the stopping time 75 g defined
in (18) and write
P(B) =P (BN{rrp=00}) +P(BN{rr,s < 0}).

Thanks to the Borel-Cantelli lemma we have that P (B N {7r,z3 = c0}) = 0 for any R,5 > 0. In fact,
thanks to the Chebychev inequality, the Fubini theorem and Corollary 4.3, for any n € N

n+1

P (Ba 0 (15 = 56)) < 1B Ly gy ([00) — w0+ [ o(s) ~ u(o)y s

v
n

S € lug — vo||Fnlem 7,

~IN,V

so that > P(B, N {rr,s = 00}) < co. Hence P (BN {7r3 = c0}) = 0.
Thus, along with the estimates (20), (25) and (29) from Propositions 4.4, 4.5 and 4.6, respectively, we
can select suitable values of 8 such that, for any R > 0, we have

e~Cf  under (G2)(i)
P(B) =P(BN{trp < 0}) <P(rpp < 00) < for any p > 0, under (G2)(ii)

for p € (0, 2”2 — ), under (G2)(iii)

C
Rp
C
Rp
where the above constants C' do not depend on R. By choosing R* sufficiently large, we have that P(B)
is close to 0, hence P(B°) is close to 1. Hence, from the continuity from below, we can thus find m* > 0

sufficiently large so that
~ 3
P B | > —.

n=m*

For this fixed value of m* we now consider the set Er« .+ introduced in (45). The Chebychev inequality,
(63) and (70) with ¢ = 2 yield

E[Jy" IPx(v(s) = u(s)l3 ds| oy

P(Ege m+) < < ,
(R, )— R* = R

for some constant C' dependent on the initial data ||uo||%,||vo||% and the parameters that appears in the
statement of Lemmata A.2 and A.3. It then follows, upon taking R* possibly larger, that P(Efz*ym*) > %,
hence 2

S 1
(46) P (ERm n B;) >3

At this point we notice that, on the set Ep. .. N Moo, BS, by splitting the integral as the sum of the
integrals over the time intervals [0, m*], [m*, m* + 1], [m* 4+ 1, m* + 2] and so on, we have

o o 1
/0 | P (v(s) — u(s)||F; ds < R* + Z 3 < 0.

n=m*
We now choose

K=R+ > %

n=m

as a parameter defining the stopping time ok defined in (42). Notice the two inclusions

Efc e N ﬂ B C {okx =}

n=m*

2Here we use the inequality P(AN B) > P(A) + P(B) — 1.
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and for any m*

N 55 { tm fu( ol = 0},

n=m*

Thus it follows

(47) P (Jim [[o(n) ~ u(m)|f =0) > P lim_[[o(n) —u(m)|f =0 N {7xc = +oc})

_ : 2 _ _ c c
=P (ngn;o v(n) —u(n)|% =0 N{ox = +oo}) >P (ER*M* n Bn>

n=m*

where the equality in the above relation steams from the fact that v = ¥ on {ox = +00} (see Remark
5.9).
Therefore for the previous choice of the parameters R*, m* and K, from (46) we obtain

oo 1
. - _ 2 c c =
P (nlgxgo lo(n) —u(n)|| = O) >P (ER*,W* N Bn> >3

n=m*
and this concludes the proof. (|
We are ready to prove Theorem 5.6.

Proof of Theorem 5.6. The uniqueness of the invariant measure is a consequence of Lemma 5.8 and Propo-
sition 5.10 thanks to which we verify the assumptions of Theorem 5.4. The proof is as follows. For any
ug,vo € H we consider the measure &, ,, on HY x H" given by the law of (u(n),?(n))nen, where u and @
solve equations (11) and (43), respectively, with corresponding initial data wg,vo. Thanks to Lemma 5.8
we have that, provided Assumption (G3) holds with M > N, m2(&uy,vy) ~ Pu,- We therefore have that

Euo,vo € C~(]P’u0, Py, ). From the definition of &, ,, and Proposition 5.10 we have
uoa(D) =P ( Tim [[i(n) = u(n) s = 0) >0,

for the suitable choice of parameters A, N, K (that appears in the equation for ¥) made in Proposition 5.10;
in particular, N > N, with N as in Proposition 5.10. Since the test functions G defined in (39) determine
measures on (H, |||/ z), thanks to Theorem 5.4 we conclude that there exists at most one invariant measure
for P in P(H), provided Assumption (G3) holds with M > N. O

5.4 Asymptotic stability

Let us now come to the issue of asymptotic stability of the invariant measure.
Theorem 5.11. Assume (G1) and (G2), with the additional condition

11K3

2\

(48)

for the case (G2)(iii). Then there exists a positive integer

N(Lg, K1, v, || fl|lv+) under (G2)(i),
N = N(LG7K25K27V5 Ala’}/?HfHV*) under (GQ)(”)7
N(Lg, K3, Kz, v, M, || fllve)  under (G2) (i),

such that if (G3) holds with M > N, then the transition semigroup P associated to equation (11) possesses
at most one ergodic invariant measure . on H and

tliglo |1Pf 6y — ttll =0 YV ug € H.
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Proof. The proof relies on Theorem 5.5 and it is based on a stochastic control argument similar to the one
developed in Section 5.3. However here we have to drop the localization term 1, -+ in order to satisfy the
assumptions of Theorem 5.5. This is not an issue since, exploiting the Foias-Prodi estimates, we can show
that the law of the pair (u,v), with u the solution to the Navier-Stokes equation (11) and v the solution
to its nudged equation (14), is a generalized coupling that satisfies the assumptions of Theorem 5.5. The
consequences of not using the localization term are seen only when working under assumption (G2)(iii)
where the condition on viscosity becomes even stronger (see Remark 5.12 for further comments).
For the sake of exposition we divide the proof in three steps.

(1)

(i)

Let Assumption (G3) hold with M > N. Set
h(t) :== Ag(v(t))(Pn (u(t) —v(t)), t>0,

with A = ””\QN , and define

The equation (14) for v can be written in the form
(49) do(t) + [vAv(t) + B(v(t),v(t))] dt = G(v(t)) dW(t) + fdt.
Given any positive constant ¢ > 0, by the Chebychev inequality we infer

oo ([ eIk c) < 8| [T ekl

2

A %)
— (Sup |g($)|%(U,H>> E/ [u(s) —v(s)]|7 ds.
& r€H 0

IN

IN

The term depending on ¢ is bounded thanks to assumption (6). Moreover, Theorem 4.8 yields

Ce™9, under (G2)(i)

(51) E [lu(s) —v(s)||3] < f(s):= sgp’ Y p>0, under (G2)(ii)

c VA
1 Vpe (0, 4}”(% —2), under (G2)(iii)
with C positive constants depending on the parameters of the equations and the initial data but
independent of s. Thus

/OOO]E [[[u(s) = v(s)[7] ds < /OOO £(s)ds.

We consider the latter integral; under (G2)(i) it is a finite number, and the same holds under (G2)(ii)

or (G2)(iil) by choosing p >1. We notice that under (G2)(iii) it is necessary that 1 < Lﬁ\(; — 3, which
3

explains (48).
Thus, by letting ¢ go to infinity in (50) we infer

(52) P ([ I s <o) =1,

By the Girsanov Theorem the law of W is absolutely continuous w.r.t. the law of W. In turns,
the law of the solution v to the nudged equation (14) is absolutely continuous w.r.t. the law of the
solution u to equation (11) with initial datum vg, as measures on C([0,00); H).

We check condition (40) of Theorem 5.5.

Fix and choose € > 0. From the Foias-Prodi estimates in Theorem 4.8, provided N > N (where N
is as in Theorem 4.8), we infer

1

3

f(n)

3

(53) P (u(n) —v(n)|f > €) < ZE [[lu(t) — v(®)ll7] <
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with f asin (51). Since f(n) — 0 as n — oo, it follows that

i — 2. <¢e)=1.
(54) Tim B (|u(n) — v} < ¢) =1
(ili) Steps (i) and (ii) lay the ground to apply Theorem 5.5. First we observe that the semigroup P is
Feller, as already proved in Proposition 5.2. For any ug,vo € H we consider the measure &, ,, on
HY x HY given by the law of the associated random vector (u(n),v(n))nen, where u and v solve
(11) and (14), respectively, with corresponding initial data ug,vo. We have that m1(€ugve) = Puy-
Moreover, from Step (i), we have that m2(§ug,m) ~ Puy, provided Assumption (G3) holds with
M > N. Thus &0, € C(Puy,Py,). From the definition of &, ., and Step (ii) we have, for any
e >0,
1m €y (D) = Tim B ((u(n),v(n))uen € D) = lim B (o(n) — u(n)|ls <) =1,
imposing N > N, with N as in Theorem 4.8. Since the assumptions of Theorem 5.5 are verified,
we conclude that there exists N sufficiently large such that, provided Assumption (G3) holds with
M > N, there exists at most one invariant measure for P which is asymptotically stable. 0

Remark 5.12. The introduction of the localization term ls;<,, 1is entirely superfluous working under
(G2)(i)-(ii), while it allows the condition on the dissipation coefficient to be weakened by working under
(G2)(iii). We observe that in [16] the authors, having to deal with an additive noise, emphasize that the
localization term is entirely superfluous to show the uniqueness and asymptotic stability of the invariant
measure: the reason is roughly speaking that in the proof they exploit pathwise Foias-Prodi estimates with
an exponential decay. Our condition (G2)(i) most closely resembles the case considered in [16].

6 Final remarks

We have shown how the asymptotic generalized coupling techniques from [12] and [16] can be successfully
adapted to prove the uniqueness and the asymptotic stability of the invariant measure for the stochastic
Navier-Stokes equations in the presence of multiplicative noise in an effectively elliptic setting.

The key tool for proving these results are the Foias-Prodi estimates in expected value. These show dif-
ferent decay in time depending on the noise assumptions: exponential in the bounded noise case (compare
the result with [18]), polynomial for any exponent p > 0 in the sublinear growth noise case, polynomial for
any exponent 0 < p < X3 _ 3

175 — § in the linear growth noise case. Working under (G2)(i)-(ii) the Foias-Prodi
3

estimates have sufficiently nice behavior to prove the results of uniqueness and asymptotic stability of
the invariant measure at once. In these cases there is no need to introduce the localization term 1s<,,
i.e. it is sufficient to use the techniques of [16] and the result follows from Theorem 5.11. Instead, the

Foias-Prodi estimates that we obtain by working under (G2)(iii) impose the condition 0 < p < 2L — 2 on

4k? T8
the admissible parameters that give the polynomial decay. This fact has consequences for the conditions
3K2
22

to be imposed on the viscosity coefficient in order to have uniqueness (v > ) and asymptotic stability

2
(v > 121§(13) of the invariant measure: the localization term we can introduce to use the results of [12]
allows for the weaker condition. We observe that in the case of a noise with a linear growth we should

not be surprised that a condition on viscosity appears: see, for example, [9] where a condition appeared
2

just for the existence of the invariant measure (compare with Proposition 5.2 where the condition v > 2KT31
appears).

We conclude by pointing out that the problem we addressed here was inspired by Remark 3.7 in [18]
in which Odasso predicts (without proving it) polynomial mixing when the covariance of the noise has
linear or sublinear growth, that is when we assume (G2)(ii) or (G2)(iii). Our aim has been to deal with
these assumptions and we obtained the uniqueness of the invariant measure and the convergence to it
for large time. No quantitative mixing results are available so far, as in [12] and [16] , but this is under
investigation. Finally, with a bounded multiplicative noise our technique is simpler than that of [18].

We expect that the different decays in time in our Foias-Prodi estimates, depending on the three noise
assumptions, should lead to demonstrating different types of quantitative mixing (exponential /polynomial).
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A A priori estimates

In this Appendix we collect some apriori estimates on the solution to the Navier-Stokes equation (11) and
its nudged equation (14). We recall that we assume ug € H, v > 0 and f € V*.

A.1 Moment estimates

The following two lemmata collect some a priori estimates and moments bounds on the solution to system
(11), according to the different Assumptions (G2)(i), (ii) or (iii).
Lemma A.1. Assume (G1)-(G2) with the additional condition
[{2
37 > =2
(37) V> oN

for the case (G2)(iii). Then there exist positive constants a an b such that the strong solution to the
Navier-Stokes equation (11) satisfies

(55) B[]+ [ EuGIE] a5 < Juolf 150,
with
(56) . {1/, . under Assumptz:on (GQ)(’L:)”OT’ (G2)(ii)
v— o5, under Assumption (G2)(iii)
and
Ki+ L1113, under Assumption (G2)(i)
(57) b= ¢ b+ b fll3-, under Assumption (G2)(ii)

bs K3 + ba|| f|

2., under Assumption (G2)(iii)

where by = by (v, )\1,K2,I~(2,7), by = ba(v, )\1,I~(2), bs = bs(v, )q,Kg,f(g) and by = by (v, )\1,I~(3) are positive
constants.

Proof. Let u be the solution to (11). We apply the It6 formula to ||u(t)||%. Exploiting (4) we infer, P-a.s.,
for any t > 0,

t t
(58) [lu(t)]3 +2v / lu(s) I3 ds = [Juol% + / 1G22 ds

t t
42 [ (). Glul) W () +2 [ (u(s), 1) ds,
0 0
The Young inequality yields, for arbitrary € > 0

K? under (G2)(i),
~ o2
(59) G s < 263 +2K3ullfy < 2K3 +C(e,y) +exzlul} under (G2)(ii),
(1+ HE3 + (1+ ) K3llullf < (1+ DEG + (1+ &) 32 [|ull} under (G2)(iii),

and, for arbitrary nn > 0

1
(60) 2(u, f) < 2llullv || fllv- < nellully + 1] Ve
From (58), (59) and (60) we thus obtain, P-a.s., for all ¢t > 0,
¢
(61) lu(®)l7 + a/o lu(s) 1% ds < Juoll7 + bt + M(2),
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where the (local) martingale term is

(62) M(t) =2 / (u(s), G(u(s)) AW (s),

and a,b are as in (56), (57) respectively. More precisely, the expression of a in case (G2)(i) steams from
choosing n = 1, whereas the expression of a in case (G2)(ii) steams from choosing € and n small enough so

that (2 —n)v — EIA(—I; > v. In case (G2)(iii), the coefficient in front of fot lu(s)]|?-ds is (2 —n)v — (1 + E){\(—g;

2 2
thanks to assumption (37) we can find e and 7 small enough so that (2 —n)v — (1+ 5)% =v— %51— SO we
conclude the estimate.

Let us now observe that the stochastic integral is indeed a martingale, in fact we can estimate its quadratic
variation as

[M](t) < 4/0 () NG @)L o m) ds,

which is bounded thanks to Assumption (G2) and (13). Therefore by taking the expected values on both
sides of (61) we get the thesis. O

Lemma A.2. Assume (G1).

(1) If (G2)(i) holds, then for any q > 2 the solution to equation (11) satisfies

(63) E[lu(t)|4] < C+ lluollfe=" vt >0,
where C = C(q,y, )\1) >0 and C = C(q, v, A\, K1, ||f||v*) > 0.

(i1) If (G2)(ii) holds, then for any q > 2 the solution to equation (11) satisfies (63) with C = C(q,v, A1) >
0 and Q = Q(Qa v, )\17 KQ; K2775 ||f| V*7’y> > 0.

(w32) If (G2)(iii) and (37) ~hold, then for any q € [2,1+ %) the solution to equation (11) satisfies (63)
with C = C(q,v, 1, K3) >0 and C = C(q,v, \1, K3, K3, || f|

V*) > 0.

Proof. We start dealing with the case ¢ = 2. Using the Poincaré inequality (2) in the estimate (55) we

obtain
a

t
= [ E DB ds < uolly + b1
1Jo

and we conclude thanks to the Gronwall lemma. ~
Now we observe that statement (i) can be proved as statement (i) by simply taking Ky = 0 and
K> = K;. We therefore provide just the proof of statements (ii) and (iii) when ¢ > 2. 3

E [Jlu(t)%] +

(ii) Let u be the solution to the Navier-Stokes equation (11). We apply the It6 formula to the functional
llu(®)||%, ¢ > 2. Exploiting (4) and bearing in mind the previous computation for ¢ = 2, we infer

du@®)lf + qvllu(®)f @) dt < @HU(Ul\?QI\G(U(t))II%HgU,H) dt
(64) +allu®lf* (u(t), Gu()dW () + gllu()]|§* (u(t), f) dt.

Using repeatedly the Young inequality we get that for any € > 0 and n > 0 there exists a constant
Cy = C1(g,n,q,v) such that

_ _ 1 _ €
2 2 2
(65)  qllullyy ~(u, f) < qllull <77VIUI?/ + n—ylflz&*) < gnlullf " lJully + el + Cill fIY--

30ne could actually prove just statement (iii) and then derive statements (i) and (ii) (see Remark 2.7). We prefer to
provide separate proofs for statements (ii) and (iii) to emphasize how the condition (37) appears in statement (iii).
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From (G2)(ii) and the Young inequality, for any & > 0 there exists a constant Cy = Ca(g, 7, ¢, K2, f(g)
such that

q(q—1)
2

_ 9
(66) a3 NG @I o0y < Ca + 5 lully-

We choose 17 = % and insert (65) and (66) into (64); we get

1% —
Allu@®)lIf + a5 llu@ 5 lu®I dt - elu®]

(67)
< Co+ CLf Y + a1 (u(t), Glu()dW (2)).

Since the stochastic integral is a martingale (thanks to (13)), taking the expected value in both sides
of (67) and exploiting the Poincaré inequality (2), we find

SElu@Y] < Ca+ O — (a3 h — <) Ellu()%]-

Choosing ¢ < q”ﬁl we get

LB [ue)g) < - 22

= < - PR (u(®)l}) + Cs

where C3 = Cs(l/,%q,K%f(% [ ]

v+). By Gronwall lemma we obtain

avAi

E{llu(®)ll7] < luollre™ =

4
t
—0C
- Qv °

and the thesis follows with C' = % and C = q;&l Cs.

(iii) Notice at first that the condition on the viscosity coefficient ensures to have a non-empty set of
admissible parameters q. The proof follows then the lines of case (ii): we still have estimates (64)
and (65) but now, by means of the Young inequality, for any arbitrary e > 0 we estimate as in (59)
and get

q(qg—1)

(¢—1)
2 2

-2 q %
(68) lu@IE NG,y < Cat (1 + ) K3lu(®)]|
with Cy = Cy4(e, K3, q). Using (2), (65), (68) and the fact that the stochastic integral is a martingale,
by taking the expected value on both sides of (64), we obtain for C; = Ci(g,n, v, q) the same constant

as above,

e 1+e¢

©)  FEIROI]+ (w0-mn -5 -5

ola - DRF ) Elu()] < Cr-+ ol
Thanks to assumption (37), we can find € = £(g, v, A1, K3) >0 and 1 = 1(g,v, \1) > 0 small enough

such that C':= qv(1 — )\ — § — E=¢(¢ — 1)K3 > 0 and the Gronwall lemma yields

Cs+ %Hﬂ v (1 _ efC‘t) ,

E [lu)%] < luolfe™“" +

q
and the thesis follows by taking C = %

We now provide an a priori estimate on the solution to the nudged equation (14) with ug, vy € H.

Lemma A.3. Assume (G1).
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(i) If (G2)(i) holds, then for any q > 2 the solution v = v(vg,ug) to the nudged equation (14) satisfies

(70) sup E{[Jo(®)llfy] < C(1+ fluollly + llvollh),

where C' = C(q,v, K1, M, || fllv+)-

(i) If (G2)(ii) holds, then for any q > 2 the solution v to the nudged equation (14) satisfies (70) with
C= C(q7V5K27K27>‘1577 ||f| V*)‘

(ii) If (G2)(iii) and (37) hold, then for any q € [2,1 + 21
3

=51) the solution v to the nudged equation (14)
satisfies (70) with C = C(q,v, K3, K3, A1, || fllv+) -

Proof. Let v = v(vg, ug) be the solution to (14). Let ¢ = 2. We apply the Itd formula to the functional
llv(t)]|%. Exploiting (4) we infer, P-a.s., for any ¢ > 0,

v + 2v[v@®F dt = (IG)IIL,w.m) + 2(0(t), £) + 20 (u(t) = v(t)), v())] dt + 2{v(t), G(v(t)) AW (1)).
By means of the Cauchy-Schwartz and the Young inequalities, we estimate
2 2 &2
(Pv(u—v),0) < lulmllvllm —I1Proll < o llulle + S loll,

for any € > 0.
Proceeding as in Lemma A.1 and using the Poincaré inequality (2), we infer

A
dllv@lz + edllv@)F dt < b+ Z a7 +eAllv@)1F| dt +2(o(), Glo(t) AW (¢),
with a and b as in (56) and (57), respectively. We choose € small enough so that ai; — el > “—gl =: a.
Hence there exists a positive constant Cg such that
(71) @7 +allv(®)17 dt < Cs [L+ [[u®)|F] dt + 2(u(t), G(u(t) AW (L),

We now take the expected value on both sides of (71). Using the fact that the stochastic term is a
martingale (thanks to (13)), exploiting the estimate sup,q E [|[u(t)[|%] < C(1+ [luo||3;) that follows from
estimate (63) in Lemma A.2 we infer

%E [lo@1%] < —ak [[lo®)1%] + C L+ [luollF)-

The Gronwall lemma then yields

(1+ [luollz),  V¢>0

2| Q

E [[lv(®)lIF] < Ilvollzre™" +
from which the thesis follows.
For ¢ > 2 the proof follows the lines of the proof of Lemma A.2. We apply the Itd formula to the

functional ||v(¢)||% and obtain an equation for v which is of the form (64) where now it also appears the
additional term

(72) Adllo()1% % (v(t), Pu (ult) — o(1))).

By means of the Cauchy-Schwartz and the Young inequalities, we estimate, for any § > 0,
M]3 (0, P — o)) < Alloll? (S ful + 2ol ) < Agsloll?, + C (g, A 8)lull
allol (o, Py (= 0) < Aol 2 o lull + 51003 ) < Aadllol + Cla, A, 6)ully

Bearing in mind the above estimate and arguing as in the proof of Lemma A.2 the thesis follows. O
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A.2 Estimates in probability

According to the different assumptions (G2)(i), (ii) or (iii) that we impose on the operator G, we have
different estimates in probability for the solution of the Navier-Stokes equation (11). We collect them in
the following two Propositions.

Proposition A.4. Assume (G1) and (G2)(i). Let u denote the corresponding solution of the Navier-
Stokes equation (11). Then

VA
@ 2 (sup [+ 5 [l as— oty - (w7 LY o) 5 ) < o5
>0

for all R > 0.
Proof. From estimates (61), (56) and (57) we get, P-a.s., for all ¢ > 0,

t 2
(74) o)+ [ (IR ds < ol + (K% ; —V) £+ M),

where M is defined in (62) and its quadratic variation is estimated as

o [ 2 AK? (1 2
(75) [M](8) < 4K7 | us)lmds < ——= | lu(s)lly ds.
0 by (2) A1 Jo
Hence
o v [ 2 2 2 e vh

IW@NH+§()M@Nvd&4WﬂH* Ki+ == |t <M() WLIWdS<NU) 8KAMKU
The thesis is obtained from the exponential martingale inequality

P (sup [M(t) — a[M](t)] > R> <e R VR a>0

>0

with a = 24 O

8K?

Proposition A.5. Assume (G1). Let u denote the solution of the Navier-Stokes equation (11). Set
Cy = min(1 + b, 2), where b is defined in (57).

1. If (G2)(ii) holds, then there exists a positive constant C' = C(\1,q,v, Ko, K2,7, || f|
any arbitrary q > 2

v+) such that for

C(L+ |luollz)

t
76 P ( su ut2+u/ usts—u2—0t+1]>R>< . ,
10) B (sup IO+ [ o) s ol ~ Cote+ )| > &) < STl
forallT >0, R > 0.

2. If (G2)(iii) holds and

3K2
27 =3
(27) Vo

then there exists a positive constant C = C(\1,q,v, K3, K3, || f|

1 A
(5 +%)

() P (sup [|u<t>|%q ro-5 | u(s)I3 ds — fluolly — Colt + 1)} > R) <

t>T

v+) such that for any arbitrary q €

C(1 + |luoll3)
(T+R)27'

for all T >0, R > 0.
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Proof. When G is unbounded, we proceed differently than in the bounded case, since the quadratic vari-
ation of the stochastic integral in the Itd formula (58) has a growth with a power larger than 2 and thus

cannot be balanced by the integral fo |lu(s)||?- ds appearing in the Lh.s.
We start from estimate (61) with a, b as in (56), (57) respectively and set C, = min(b+1, 2). Therefore
for any R,T > 0, we have

(78) P (sup I +a ) ds — ol — Gyt + 0| = r) <P (sl -1-2 = 7).

t>T

We observe that, for any "> 0, R > 0,

t>T te[m,m+1)

(79) {sup[M(t)—t—Q]ZR}C U { sup [M(t)—t—Q]ZR},
m>|T]

where |T'| denotes the largest integer less than or equal to T. On the other hand, notice that for R > 0
and any m >0

(80) { sup [M(t)—t—Q]ZR}C{M*(m—i—l)ZR—i—m—i—Q},
te[m,m+1)

where we adopt the notation M*(t) := sup,c,, [M(s)|. We will exploit the Burkholder-Davis-Gundy

E[M*(1)%] Sq E |[M] ()]

in order to obtain a suitable estimate for (78) from (79) and (80).
By means of the Young inequality, under either (G2)(ii) or (G2)(iii), we can estimate the quadratic
variation [M](t) as follows

t) < 4/0 [u( NG () s, ds < 01/0 (1 + lu(s)l5) ds,

where ~
) Ci(K2, K3,) under (G2)(ii)
e Cy (K3, f(g) under (G2)(iii)

is a positive constant (see (59)).
Thus, from the Burkholder-Davis-Gundy and the Holder inequalities and (63) we find that for all ¢ > 2,

([ @+ a ]

t
Sac 7B | [ (14 1) as| < e+ 0 (14 Juali?)

(s1) E[M* )" S0 E [[M](0F] Sec E

where

(82) C= {C(K%f(m% A @ [ fllv+)  under (G2)(ii)

C(K37[~(35V7 >\17Q5 ||f||V*> under (G2>(111),

is a positive constant. We have to require 2¢ < 1+ 2”21 in order to use (63) when Assumption (G2)(iii)
3

is in force.
From (79), (80), the Chebychev inequality and (81), where the constant C' is as in (82), we have

. E [M*(m +1)]

P(fgg[M(t)tﬂ > mgLTJP(M (m+1)>R+m+2) < ;TJ —(R+m+2)
C+ JluollF) D 707%2)1 C+luollF) SN S—
ol o (R+m +2)1 = 0llH S (R+m+2)3
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The latter series is convergent when ¢ > 2 and thus we obtain

1 29
P (sup[M(t) —t—2] > R) < Lo”ffl
t>T (T+ R)z~

Under Assumption (G2)(iii) the condition ¢ > 2 requires that 2 < 1 + Vk—)‘;, which is (27). Keeping in mind
3

78), the estimates (76) and (77) follow. O
(78),

B Proof of Lemma 3.5.
Proof. Set r := uy — uso; this difference satisfies
dr(t) + [vAr(t) + B(r(t), u1(t)) + B(uz(t), r(t))] dt = (G(u1(t)) — G(uz(t))) dW (t)

with 7(0) = x — y. We follow an idea of [22] and we apply the Itd formula to d (ei Jo () d5||r(t)|\%{),

choosing 1) as
1
U(t) = 13— v+~ [ (1)

where we recall that L is the constant appearing in Assumption (G1) and A; is the first eigenvalue of
the Laplace operator. We recall that u; € L2(0,T,V) P-a.s., so ¢ € L*(0,T) P-a.s.. We have

d (e BV (b)3) = —wp(t)e™ B PO Y@l + e VO dllr(t) .

By similar computations as the ones done in the proof of Theorem 4.2 one obtains

dlr(t) % < (Lé v+ §|ul<t>|2v) Il + (Gl (1)) — Glua(s)), (1) AW ().
Thus
(83) d (e BPD Y (0)]3) < e IV G w1 (1) — Gluals)), (1) AW (D)),
The r.h.s. is a martingale, in fact define
N(#) = e 5 P9 (Gl (1) — Glua(5)), r() AW (1),
Then, Assumption (G1) yields

E[N(1)] <E [/O e 2l V9|1 (5) |3 | Gun(s)) — Glua()IF, o) ds

t
< L2NE [ [ o ds}

which is finite thanks to (13). Therefore, by integrating (83) over [0, t] and taking the expected value on
both sides, we get

B [em SvO%r0)13] < lle -yl

and this concludes the proof. (|
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