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ABSTRACT The widespread proliferation of Internet of Things (IoT) devices has pushed for the development
of novel transformer-based Anomaly Detection (AD) tools for an accurate monitoring of functionalities in
industrial systems. Despite their outstanding performances, transformer models often rely on large Neural
Networks (NN5s) that are difficult to be executed by IoT devices due to their energy/computing constraints.
This paper focuses on introducing tiny transformer-based AD tools to make them viable solutions for on-
device AD. Starting from the state-of-the-art Anomaly Transformer (AT) model, which has been shown to
provide accurate AD functionalities but it is characterized by high computational and memory demand, we
propose a tiny AD framework that finds an optimized configuration of the AT model and uses it for devising
a compressed version compatible with resource-constrained IoT systems. A knowledge distillation tool is
developed to obtain a highly compressed AT model without degrading the AD performance. The proposed
framework is firstly analyzed on four widely-adopted AD datasets and then assessed using data extracted
from a real-world monitoring facility. The results show that the tiny AD tool provides a compressed AT
model with a staggering 99.93% reduction in the number of trainable parameters compared to the original
implementation (from 4.8 million to 3300 or 1400 according to the input dataset), without significantly
compromising the accuracy in AD. Moreover, the compressed model substantially outperforms a popular
Recurrent Neural Network (RNN)-based AD tool having a similar number of trainable weights as well as a
conventional One-Class Support Vector Machine (OCSVM) algorithm.

INDEX TERMS Anomaly detection, machine learning, self-attention, knowledge distillation, Internet of

Things, transformer, compression.

I. INTRODUCTION

The recent integration of Internet of Things (IoT) sensor
networks within everyday applications has enabled the col-
lection of large volumes of time series data, fostering the
development of accurate monitoring and intelligent control
systems [1], [2], [3], [4]. This is not only limited to industrial
IoT setups but applies to vehicular systems as well [5], [6].
Regardless of the technological implementations and system
architectures, a key task of IoT networks is to acquire data for
monitoring and raising alarms or alerts when needed [7]. In
this context, Anomaly Detection (AD) tools are fundamental
to discover unusual or anomalous patterns as well as abrupt
changes in data, possibly indicating failures or malfunctions
in the system being monitored [8], [9], [10]. Ideally, AD tools

should also operate in real-time so as to provide up-to-date
information, rapidly forward alert messages, and conse-
quently allow a reaction to anomalous events in due time.
Besides, all these functionalities should be general enough to
be seamlessly applied to multiple IoT scenarios [11].

On one hand, given the ever-increasing generation and ac-
quisition of time-series data from IoT devices, conventional
AD procedures based on historical and statistical analysis may
reveal to be inappropriate due to their underlying limiting
statistical and modeling assumptions [12]. On the other hand,
Machine Learning (ML) techniques are being increasingly
used to learn descriptive relations from the collected data,
or even hidden relationships among them, that facilitate the
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AD process. Well-known ML-based AD tools rely on Support
Vector Machines (SVMs) and Decision Trees (DTs) algo-
rithms that aim at detecting anomalies by building a specific
classifier [13], [14], [15] or by representing the time-series
data in a tree structure [16], [17], [18], respectively. Other
widely-used techniques include Isolation Forest (IF) [19],
[20], Local Outlier Factor (LOF) [21], [22], and K-Nearest
Neighbor (K-NN) [23], [24].

More recently, Neural Networks (NNs) have been increas-
ingly applied for solving AD tasks due to their outstanding
ability of capturing highly non-linear and complex relation-
ships from data, consequently facilitating the discovery of
anomalies [25], [26]. Common architectures employed in this
context include Convolutional Neural Networks (CNNs) [27],
Recurrent Neural Networks (RNNs) [28], Graph Neural Net-
works (GNNs) [29], [30], transformers [31], [32], or any
combination thereof (for some examples we refer to [33]).
These techniques typically target reconstructing the input time
series at the output and discern the anomalies based on the
reconstruction error. Indeed, normal data points should be
reconstructed quite well while anomalous time series should
lead to high reconstruction errors at the output indicating
a possible anomaly. Besides selecting a suitable ML model
for the considered AD problem, another important aspect to
take into account is the learning paradigm under which the
models should be trained. Supervised, semi-supervised, and
unsupervised paradigms are the most utilized for AD [26]. In
this paper, we specifically focus on unsupervised methods as
they are able to automatically discern anomalies without any
external supervision or labeled data [26], [34].

Besides selecting a suitable ML model and learning
paradigm, the integration of data-driven AD strategies into
IoT setups faces additional challenges. Indeed, IoT devices are
typically characterized by low power consumption and limited
computational capabilities, preventing the adoption of large
ML models. Therefore, to harness the excellent performances
of ML-based AD tools in IoT systems, novel strategies should
be developed to optimize and/or compress the NNs so that
they can be executed on resource-constrained devices. This
paper tries to move in this direction by developing a tiny
AD framework providing highly accurate learning-based AD
strategies compatible with the (limited) computational and
memory resources of IoT devices without sacrificing the AD
capabilities.

Il. RELATED WORKS AND CONTRIBUTIONS

This section discusses the related works and details the main
contributions of the paper. We start by reviewing prior art on
ML-based unsupervised AD methods (Section II-A), followed
by a discussion on the compression strategies adopted to
reduce the computational/memory complexity of large trans-
former models (Section II-B). Lastly, Section II-C highlights
the main contributions of the paper.

A. UNSUPERVISED ANOMALY DETECTION
Common approaches targeted at solving the AD task in a fully
unsupervised manner rely on RNNs that learn the temporal
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dependency across multi-dimensional time series. For exam-
ple, the authors of [35] propose a Long Short Term Memory
(LSTM)-based Variational AutoEncoder (VAE) to reconstruct
time series and learn their posterior distributions. Authors
in [28] develop OmniAnomaly, a stochastic RNN framework
that aims at producing accurate anomaly scores based on
reconstruction probabilities. Similarly, InterFusion [36] pro-
poses a hierarchical VAE to faithfully model the relationships
among the time series and exploit their representation to per-
form AD, whereas a temporal one-class classification model
introducing dilated RNNs is designed and proposed in [37].
Other ML approaches employ Generative Adversarial Net-
works (GANSs), where adversarially-generated time series are
used to improve the discovery of anomalies [38], or a fusion
of GANs with LSTMs [39]. More recently, new techniques
based on the transformer architecture have also been intro-
duced thanks to the increasing traction of the self-attention
mechanism [32], [40], [41], [42], [43], [44], [45], [46], [47].
Specifically, in [40] the authors propose a graph learning with
transformer for anomaly detection (GTA) that jointly learns
a graph structure and models the temporal dependencies of
the time series through a transformer-based module, whereas
TranAD, introduced in [32], improves the accuracy of AD
while reducing training times. In [41], the authors propose a
root-square sparse transformer together with a dynamically-
adjusted learning strategy to address concept drift in AD
setups, while [42] develops ITran which incorporates knowl-
edge about inductive biases to make the solution effective
even when a relatively small amount of training data is avail-
able. On the other hand, [43] combines GANs with dilated
convolutions to improve the generalization capability of the
developed transformer-based AD tool. Other strategies instead
focus on combining transformers with VAE to provide more
robust AD methods [45], [46]. Lastly, the Anomaly Trans-
former (AT) introduces a novel association discrepancy metric
and redesigns the self-attention mechanisms to work directly
on time series data [47]. Despite their competitiveness, trans-
formers entail an excessive number of trainable parameters
posing a major challenge for their implementation on IoT
devices which are typically characterized by reduced memory
and computational abilities.

B. COMPRESSION STRATEGIES FOR TRANSFORMERS

To reduce the computational burden of large transformer mod-
els, compression strategies have been developed throughout
the years [48], [49]. Most common approaches rely on quanti-
zation and pruning operations applied to the ML model, where
the former aims at representing the NN weights by using a
lower number of bits [50], while the latter removes redundant
model parameters, possibly taking into account also the
structure of the multi-headed self-attention mechanism [51].
Another approach for transformer compression is knowledge
distillation, where a large pre-trained model (called teacher) is
used as a reference for training a much smaller model (called
student) [52]. Knowledge distillation strategies are typically
characterized based on the number of teachers and/or students
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considered during the distillation process [53], [54] or
based on what information is distilled (e.g., the intermediate
outputs, soft labels, and so forth) [55], [56]. Besides the
aforementioned strategies, weight sharing can be also utilized
to reduce transformer complexity. Under these methods, some
trainable parameters are shared between different layers to
reduce model complexity [57], [58]. Finally, methods based
on matrix decomposition (see e.g., [59], [60]) have been used
to factorize large weight matrices into smaller representations.
All these techniques have shown remarkable compression
capabilities specifically for Natural Language Processing
(NLP) tasks where encoder-decoder architectures are largely
utilized. However, their use is largely underexplored when
it comes to AD tasks. Based on these considerations,
in the paper we propose novel solutions for obtaining
highly compressed transformer-based AD tools specifically
formulated for time-series data. Note that other methods
(see e.g., [61] for a review) have been developed to obtain
data-driven AD strategies for time-series data compatible
with resource-constrained devices. Nevertheless, to the
best of our knowledge, this is the first work that considers
transformer models which poses additional challenges due to
their extremely large model footprint.

C. CONTRIBUTIONS

In this paper, we focus on providing highly compressed
transformer-based AD algorithms that can be employed
in resource-constrained IoT setups. The goal is to obtain
lightweight ML models that can support highly accurate AD
functionalities over heterogeneous and complex time series
data. To this end, we propose a tiny AD framework that is
responsible for optimizing a large AD tool based on the self-
attention mechanism, namely AT, and use it for producing
a substantially compressed version able to be executed on
embedded devices. After optimizing the large AT model, a
knowledge distillation policy is developed where the opti-
mized AT algorithm is used to obtain a lighter student ML
architecture characterized by a substantially lower number
of trainable parameters. This process is done through dis-
tillation by matching the representations provided by the
large teacher model with the ones attained by the smaller
student model. Overall, the developed tiny AD framework
is shown to produce transformer-based AD models support-
ing highly-accurate AD functionalities while requiring minor
modifications compared to the original training process of AT,
allowing for straightforward implementations. To summarize,
the detailed contributions are as follows:

e we propose a tiny AD framework. The framework is
responsible for optimizing large AT models and using
them to produce highly compressed AD tools that can be
integrated into resource-constrained devices;

e we develop a knowledge distillation strategy for com-
pressing AT and making it suitable for on-device AD.
The proposed distillation tool is general enough to
be applied even when the student and teacher have a
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different number of layers and self-attention map di-
mensions without increasing the number of trainable
parameters;

® we extensively validate and compare the performances
of the model obtained by the framework over AD
datasets used in the literature as well as using time-series
data collected in a real-world bridge infrastructure mon-
itoring use case;

e we compare the compressed model produced after ap-
plying the developed framework with a conventional
One-Class Support Vector Machine (OCSVM) algo-
rithm as well as a state-of-the-art RNN AD tool. For a
fair comparison, the RNN-based AD strategy is config-
ured so as to have roughly the same number of trainable
weights of the compressed model.

Experimental results show that the proposed technique is
able to provide a substantially compressed AT model, with a
remarkable 99.93% less trainable parameters compared to the
original implementation, with negligible performance loss. In-
deed, for the considered AD datasets, the F1 score obtained by
the distilled model is slightly lower (less than 2%) with respect
to the original AT method. Similarly, the F1 score obtained by
the original AT and the distilled version using the real-world
monitoring time series data is nearly identical. The resulting
model obtained after applying the proposed AD framework
enables a highly-accurate discovery of anomalies and out-
performs the state-of-the-art RNN AD method when the two
networks have similar number of trainable weights. Numerical
results also show that the compressed AT model substantially
outperforms the conventional OCSVM AD strategy. Lastly,
the analysis indicates that the distilled model is suitable for in-
tegration into resource-constrained environments, such as [oT
or embedded systems, thanks to the reduced model footprint,
i.e., number of parameters [62].

The remainder of this paper is organized as follows. Sec-
tion III reviews the AT model and its training process.
Section IV details the proposed tiny AD framework. Section V
highlights the numerical results characterizing the distilled AT
model using 4 widely-adopted AD datasets, while Section VI
concentrates on the assessment of the proposed technique
considering a real-world AD scenario. Finally, Section VII
draws some conclusions.

1Il. TRANSFORMER-BASED ANOMALY DETECTION

This section briefly describes the AT method. At first, we
detail the model architecture (depicted in Fig. 1) together with
the multi-head anomaly-attention mechanism (Section III-A).
Then, we present the learning strategy used for optimizing
the model parameters and the corresponding inference stage
(Section III-B).

A. ARCHITECTURE AND MULTI-HEAD
ANOMALY-ATTENTION MECHANISM

Given a d-dimensional time-series X € RV %4 of length N, the
AT performs AD by reconstructing the original time series
at the output. The AT architecture is composed by L layers,
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learning to reconstruct the time series at the output. The anomaly-attention module is responsible for learning the prior and series association to

facilitate the discovery of anomalous data [47].

where the outputs X©) at layer ¢, with 1 < ¢ < L, are com-
puted as

X = fin (2OW, +2), (1)

being fin(-) the processing done by a layer normalization op-
eration and Wy are the weights associated to a fully connected
layer that operates on the intermediate representation Z©) of
layer ¢, which is defined as

2O = fin (far XD+ X0, @)

where X1 are the outputs of layer £ — 1 and far(-) denotes
the processing done by the anomaly-attention mechanism.
Note that for ¢ =0, the input time-series X is processed
by an embedding function that initially converts X into a
sequence of tokens and then sums the results to the output
given by a positional encoding function to obtain the input
sequence X(® € RV*dn being d,, the dimension of the self-
attention map, similarly to what is carried out in traditional
self-attention procedures [63]. On the other hand, for £ = L
we have X) = X, i.e., the output of the model is the recon-
structed time series X of the input X.

To improve the accuracy of the architecture, a multi-head
anomaly-attention mechanism is proposed to learn a robust
normal-abnormal association criteria. More specifically, two
additional learnable rules are introduced, namely the prior and
series association using self-attention. The former is designed
to learn the relative temporal distance of the time series sam-
ples, while the latter learns the association across different
time series.

The multi-head anomaly-attention module is depicted in
Fig. 2 and works as follows. At first, the output X“~—D
of the (£ — 1)-th layer is reorganized into disjoint matrices
{X;f*l) € RNX(dm/Nh)}gil. Each matrix X;f*l) is then fed to
four fully connected layers to obtain queries, keys, values, and
scale matrices, denoted with Q%), K;f), V;l[) € RN>Uu/Ny)

and T\ € RY*M:, respectively, and defined as

Q%) _ XE,K_I)W(QZ) ’ 3)
K" =x""Pw )
VO = xThw (5)
20 = Xhwl 6)

VOLUME 4, 2023

@VY’ 2
(0)
h
Scale s
R & —_—
Softmax
K

Lot min

Liotmax

x(=1) Kernel fitting
Rescaling

h
EEf) / \ PO

FIGURE 2. Multi-headed anomaly attention module at layer ¢ and for the
h-th head. The outputs consist in the prior P¢) and series $) association
matrices together with the intermediate representation of the time-series
70,

being Wg)’ W%), Wg/z)eR(dm/Nh)X(dm/Nh) and Wg) c

R@n/Nw>Ni the associated learnable weights. Next, the
queries and keys matrices for the i-th head are used to com-
pute the series association matrix S0 € RV*V as

O OT
K
S® — Softmax (QhTh), @)
m

while the entries of the prior association matrix P¢) € RV*N
are evaluated by fitting a Gaussian kernel to the pairwise
distances among the indices of the time series as follows

1 (i—j)
[PV j = ———=exp <—2T : ®)
2no?,, Oien

To obtain a proper distribution, P(©) is normalized, i.e.,
PO =P" o PO1y), ©)
where symbol @ denotes the row-wise division. Lastly, the

intermediate representation of the reconstructed time series
for the h-th head ng) is computed as

7" =8OV, (10)
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This process is repeated for all N, heads and the results are
concatenated together to obtain the final intermediate repre-
sentation for the £-th layer
7)) _ |7 )
Z<>_[Z1 -~-ZNh]. (11)
B. OPTIMIZATION STRATEGY AND INFERENCE PROCESS

The main goal of the AT model is to reconstruct the time series
at the output by minimizing the reconstruction loss

Erec = ||X—XR||2, (12)

where Xp is the models’ output. Additionally, a symmetrized
Kullback-Leibler (KL) divergence [64], representing an asso-
ciation discrepancy, is used to learn a robust normal-abnormal
discerning rule by optimizing over the following loss term

L
Lo =7 30 (KLPOISO) + KLSOIPD), (13)
(=1
where KL(-||-) denotes the KL divergence between two dis-
crete distributions. Note that Lgky is computed separately
for each row of the matrices PV and S as each row is
assumed to model a separate distribution. The total loss is then
evaluated as

Etot,min = £rec - )LLSKL,

which is used to updated the NN weights.

Using only (14) for training the model makes the prior
association not useful for discerning anomalies. Indeed, the
maximization of the association discrepancy in (14) leads
to Gaussian kernels in (8) with extremely reduced standard
deviation [65]. To overcome this problem, AT introduces
a min-max learning strategy, where the prior association is
initially optimized to be as close as possible to the series
association by minimizing (14). During this phase, the series
association is kept constant and not backpropagated. Then, the
series association is updated so that the association discrep-
ancy in (13) is maximized, leading to an higher ability of the
model to recognize anomalous patterns in the time series data.
More specifically, keeping constant the prior association, the
series association is updated considering the following loss

5)

Additionally, an early stopping criterion is used to prevent
the model to overfit. In particular, the training procedure is
terminated when the losses (14) and (15) stop decreasing for
more than a pre-fixed number of consecutive epochs.

Upon completion of the training process, AD is performed
based on the computation of an Anomaly Score (AS) that
incorporates both the reconstruction quality and the value of
the association discrepancy. Specifically, given a new time
series X € RV*4 the AS for each point of the time series is
evaluated as

(14)

Etot,max - Erec + )"ACSKL~

AS = fsm(Lskr) © | X — Xk H2 .

where fsy(-) and O denote the softmax operation and
element-wise multiplication, respectively. Then, a point is

(16)
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flagged as an anomaly if the AS is greater than a pre-defined
threshold &y,.

IV. TINY ANOMALY DETECTION FRAMEWORK

This section describes the proposed tiny AD framework,
which is responsible for producing a highly compressed ver-
sion of AT. The procedure firstly optimizes an (uncompressed)
AT model and then uses a distillation method to incorpo-
rate the knowledge acquired by the optimized model into
the distilled one characterized by much lower computational
complexity. Given the limited computational and/or memory
resources of embedded systems, such as microcontrollers or
IoT devices, the use of the original (optimized) AT architec-
ture might not be possible in many cases. Indeed, AT relies
on a modified self-attention mechanism that requires 3d?
trainable parameters associated with the learnable weights of
the queries, keys, and value matrices, while the scale ma-
trix requires d,, Ny, trainable parameters. All these parameters
then need to be multiplied by the number of layers L of
the architecture. Considering that the original implementation
of AT [47] sets d,, =512, N =8, and L = 3 layers, the
resulting memory footprint is not compatible with resource-
constrained devices. Therefore, in what follows, we detail
the main inner workings of the proposed tiny AD framework
and how it can provide highly-accurate models suitable to be
executed on resource-constrained devices.

At first, the developed AD tool is responsible for pre-
training a, possibly large, AT model according to the optimiza-
tion strategies presented in Section III-B so as to maximize
its AD performances. Then, it instantiates a new AT network
with much lower computational complexity (i.e., by limiting
its number of layers L, its number of heads Ny, or by reducing
its self-attention map dimension d,,). Training from scratch
the compressed model may lead to sub-optimal performances
due to its limited expressive capabilities. To overcome this
shortcoming, the tiny AD framework integrates a knowledge
distillation tool so that the knowledge of the optimized AT
network, also referred to as teacher, can be incorporated into
the compressed AT model, referred to as student.

Knowledge distillation strategies make use of intermediate
or final model outputs to embed the knowledge acquired by a,
possibly large, ML model into a much smaller NN. The choice
about the specific outputs to be distilled is typically made
based on the architecture at hand. In our case, we foresee three
possible choices: (i) distilling the feature encodings provided
by the embedding module, i.e., X©; (ii) distilling the prior
and series association matrices, i.e., S and P®; (iii) dis-
tilling the intermediate and final outputs of AT, namely X,
Clearly, one could also combine the aforementioned strategies
at the expense of larger computational complexity. The first
choice may not capture the complex relationships required to
reconstruct the time-series at the output as only the feature
encodings between teacher and student models are distilled.
Therefore, the reconstructed time-series at the output provided
by the student may differ substantially from the one provided
by the teacher, possibly leading to poor reconstruction results
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FIGURE 3. Proposed distillation tool: the knowledge of the teacher (top) is
incorporated into the student (bottom) by minimizing the difference
among the outputs at different layers provided by the two models.

and inefficient AD. On the other hand, the second choice may
interfere with the min-max learning strategy of AT as the
prior and series associations are alternatively optimized, as
detailed in Section III-B. This will make the convergence of
the distilled AT model difficult, possibly leading to degenerate
prior/series association matrices with a subsequent decrease
in AD performance. From these considerations, the strategy
adopted in this paper for the distillation process is the third
one as it only constrains the intermediate and final outputs
of teacher and student AT to be close to each other without
explicitly enforcing the prior and series associations of the two
models to be equal. This also guarantees that the reconstructed
time-series provided by the student closely matches the one
provided by the teacher.

According to the previous discussion, the goal of the de-
veloped distillation algorithm is to match the intermediate
and final outputs of the teacher and student, as highlighted
in Fig. 3. The teacher is configured to have LT layers, N}ET)

heads, and a self-attention map dimensions of d,(,,T). Similarly,
the student has L® < L™ layers, N;ES) < N,ET) heads, and
d,(ns) < d,(nT). Starting from the input time-series X, the teacher
computes the outputs at each layer {X(T/Z )}ﬁg according to (1)-
(2). In a similar manner, X is also used by the student model to

compute the outputs {X(Z)}L( ) . Then, fully connected layers,
exemplified by the green rectangles in Fig. 3, are used to
upscale/downscale the outputs of the two architectures so that
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they have the same dimensions. This leads to the new repre-
sentations {X(l) IS RNX"[}L( =1 and {ig) IS RNX“’}%(:S;_I for
the teacher and student models, respectively. Note that the
fully connected layers reuse the weights provided by the last
fully connected layer of the models. By doing so, the trainable
parameters of both models remain the same.

The knowledge distillation process relies on a modified
loss function compared to the ones presented in Section II-
I-B. In particular, the student is initially updated following
the same min-max optimization strategy described before in
(14), (15). Then, a distillation loss term is added to guide the
training from the teacher to the student such that the discrep-
ancy between the intermediate outputs of the two models is
minimized, as highlighted in Fig. 3. Specifically, this loss is
evaluated as

LS )
L(T) §50)
Laist = Ap § HX“) X(‘”H +H _x{H)

a7
The value of Ap is chosen so that the student is able to learn
a robust normal-abnormal discerning rule while also incorpo-
rating the knowledge provided by the teacher.

V. NUMERICAL RESULTS ON LITERATURE DATASETS

In this section, we evaluate the performances of the proposed
tiny AD framework. Section V-A details the main simula-
tion parameters, while Sections V-B and V-C study the AD
accuracy of different student model configurations and the
impact of various distillation loss functions, respectively. Fi-
nally, Section V-D compares the performances of the model
produced by the developed tiny AD framework with state-of-
the-art and conventional baselines.

A. SIMULATION PARAMETERS
For evaluation purposes, we consider the following widely-
adopted AD datasets:

e Server Machine Dataset (SMD): a 5-week long dataset
collected from a large internet company containing in-
formation about 28 different machines [28];

e Soil Moisture Active Passive satellite (SMAP) and Mars
Science Laboratory rover (MSL): two datasets published
by NASA about telemetry of an aircraft system [66];

® Pooled Service Metrics (PSM): a dataset by eBay related
to several application server nodes [67].

The main characteristics of the datasets detailing the train-
ing/validation/testing split percentages, the dimension d of the
time series as well as the percentage of anomalies present in
the testing split are summarized in Table 1.

The experiments focus on the comparison between the de-
tection abilities provided by the optimized model produced
by the developed tiny AD tool and the ones attained by the
compressed model after distillation. In _Barticular, the opti-
mized AT employs L™ = 3 layers, N = 8§ heads, and a

self-attention map dimension d,(,lT) =512, leading to ~4.8
million trainable parameters. The optimized model is trained
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TABLE 1. Statistics of Literature Datasets

Training | Validation | Testing | Anomalies
Dataset | Dim.
[%] [%] [%] [%]
SMD 38 40 10 50 42
SMAP 25 55.4 2.7 41.9 12.8
MSL 55 353 8.8 55.9 10.5
PSM 25 48.1 12 39.9 27.8

for 20 epochs using a batch size of 64 examples. Unless stated
otherwise, each example refers to a windowed time-series
comprising N = 100 data points. The NN weights are learned
via the Adam optimizer configured to have a linear decaying
learning rate with an initial value of 0.0001 and momentum
parameters of 0.9 and 0.999 while considering A = 3 in (14)
and (15). The number of epochs used for the early stopping
criterion is set to 5. This model is then exploited as teacher for
the distillation process.

As performance metrics, we use the standard measure of
precision, recall, and F1 score for classification tasks, which
are defined as

.. TP
Precision = ——, (18)
TP + FP
TP
Recall = —— (19)
TP + FN
Precision - Recall
Fl =2 (20)

Precision + Recall ’

where TP, FP, TN, and FN denote the number of true positives,
false positives, true negatives, and false negatives, respec-
tively. Additionally, we also consider the Receiver Operating
Characteristics (ROC) and the Area Under the Curve (AUC)
value to comprehensively characterize all the methods.

B. IMPACT OF STUDENT MODEL CONFIGURATIONS

This section studies how different student model configura-
tions affect the AD performances. This analysis allows us
to analyze the trade-off between the compression ratio of
the student model and its AD capabilities and subsequently
choose the best configuration. To do so, we pre-train the
teacher using the parameters highlighted before and distill
its knowledge considering students with LS ranging from
1 up to 3 and with d,(,,s) ranging from 16 up to 256, while
setting N}ES) = N;T>. The distillation process utilizes the loss
defined in (17). The student models are trained using the same
configuration parameters of the teacher with Ap = 10. During
the inference process, we select the threshold for flagging an
anomaly following the approach presented in [47] while also
using the adjustment strategy proposed in [68]. Note that the
thresholds are optimized separately for each dataset and for
each student configuration.
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The results of the analysis are highlighted in Table 2 which
reports the precision, recall and F1 scores for each literature
dataset separately. Additionally, the same table highlights the
compression ratio achieved by the student model compared
to the teacher. Note that the compression ratio varies slightly
across the datasets due to the different dimensions of the time-
series, thus we only report it for the SMD dataset. Numerical
results show that the student is able to provide accurate AD
performances even for large compression ratios. Indeed, the
F1 score decreases slightly, i.e., less than 2%, when passing
from L&) =3 and d% =256 to LS =1 and 4> = 16.
Some configurations provide less accurate results compared to
others. For example, the combination d>’ = 16 and LS = 3
should be avoided as responsible for low F1 scores across
most of the considered datasets. This might indicate that the
student AT should be configured with a high enough d,,(f')
when L® is large to not incur in performance degradation.
Overall, the analysis shows that the performance of the stu-
dent model does not deteriorate too much for all analyzed
configurations. Therefore, the best trade-off between model
complexity and AD accuracy is achieved when the student
is configured with L® = 1 and d,(,,s) = 16. Adopting such a
configuration allows us to reduce the number of parameters of
the student by a staggering 99.91% compared to the original
AT without compromising the AD accuracy of the compressed
model.

C. IMPACT OF DIFFERENT LOSS FUNCTIONS

Knowledge distillation processes rely on dedicated and hand-
crafted loss functions to transfer the knowledge between
teacher and student models. This section analyzes the impact
of the specific loss function used during distillation. To do
so, we consider three different loss functions: (i) the L2 loss
defined in (17), (ii) an L1 loss, and (iii) a smooth L1 loss. As

done in Section IV, the L1 loss is evaluated as
Lo (T)
EN S L
Lgist = Ap Z HX(T() - X(SC) H + ()
=1

()
XT - XS

)

20
On the other hand, the smooth L1 loss is computed as

LS)—1
—~ ~ LMD LS
£ =l X o (%R0 - exf T x)).
=1

(22)

where L is defined in [69]. Note that the parameter 8 for
Ly is set to 1. According to the previous analysis, we select
the student model configuration with LS =1, N,ES) = 8 and

d,g,s ) = 16, while the teacher is configured as in Section V-A.
The same training configurations detailed in Section V-A
are also used here for updating the weights of the stu-
dent and teacher models, while we set Ap = 10 for all the
losses. Finally, during inference, we optimize the thresh-
olds according to the policy presented in [47]. This leads
to setting &g = {0.398, 0.145,0.157, 0.287} for the SMD,
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TABLE 2. Performance Comparison Over Different AD Literature Datasets in Terms of Precision (P), Recall (R), and F1 Score for Different Student Model

Configurations

Configuration SMD SMAP MSL PSM

LS 4 Compr. ratio P R Fl P R F1 P R Fl P R Fl

[# [#] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
3 256 74.48 88.82 9329 91.00 | 93.58 9923 9632 | 91.96 9336 92.65 | 97.13 9875 97.93
2 256 82.72 88.87 9455 91.62 | 9359 9935 9639 | 92.17 9759 94.80 | 97.17 98.63 97.89
1 256 90.96 88.74 9232 9050 | 93.60 98.76 96.11 | 9139 9515 9323 | 9721 98.64 97.92
3 64 98.21 8022 9411 91.60 | 93.64 9859 96.05 | 9209 9670 94.34 | 97.05 98.79 9791
2 64 98.74 89.62  95.04 9225 | 93.06 91.46 9225 | 92.10 9670 94.35 | 97.16 9820 97.68
1 64 99.27 88.57 90.54 89.55 | 93.68 98.00 9579 | 92.02 96.70 9431 | 97.03 9853 97.77
3 16 99.84 86.12 7472 80.02 | 93.54 9851 9596 | 91.63 93.07 9235 | 97.17 98.86 98.01
2 16 99.88 8824 88.10 88.17 | 93.61 9886 96.16 | 91.68 9327 9247 | 97.10 98.94 98.01
1 16 99.91 88.30  90.80 89.53 | 93.66 9922 9636 | 91.77 9594 9381 | 97.12 98.10 97.61

TABLE 3. Performance Comparison Over Different AD Literature Datasets in Terms of Precision (P), Recall (R), and F1 Score for Different Loss Functions

SMD SMAP MSL PSM
Loss P R Fl1 P R F1 P R Fl1 P R Fl1
[%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
L2 loss 88.30  90.80 89.53 | 93.66 99.22 9636 | 91.77 9594 9381 | 97.12 98.10 97.61
L1 loss 87.89 86.78 8733 | 93.65 9899 9625 | 91.94 9750 94.64 | 97.19 98.12  97.65
Smooth L1 loss | 8829  89.34  88.81 | 93.65 99.19 9631 | 92.03 97.50 94.69 | 97.19 9827 97.73

SMAP, MSL and PSM datasets when the L2 loss is con-
sidered, while we set 8, = {0.395, 0.149, 0.152, 0.286} and
St = {0.398,0.145, 0.158, 0.288} for the L1 and smooth L1
losses considering the same datasets, respectively.

Table 3 reports the precision, recall, and F1 scores consid-
ering the three aforementioned loss functions. Comparing the
results, we can see that the L2 loss is advantageous for the
SMD and SMAP datasets, while the smooth L1 has slightly
higher performances when MSL and PSM are considered.
Nevertheless, the results also highlight that the performances
of the proposed approach are not that much affected by the
specific loss used for the distillation process. Indeed, the dif-
ference among all losses in terms of precision, recall, and
F1 score is only marginal. Based on this discussion, the loss
function used for the distillation process for the following
results is (17).

D. COMPARISON WITH OTHER BASELINES

This section evaluates the performances of the proposed
tiny AD framework by comparing it with other baseline
approaches. The knowledge distillation process considers
as teacher the AT model set as in Section V-A while
the student is configured according to the analysis
provided in Section V-B. For comparison purposes, we
consider a widely-used RNN-based AD method, namely
LSTM-VAE [35], implemented so as to roughly have the same
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number of trainable parameters of the student AT, as well as
the conventional OCSVM AD strategy [70]. All models, apart
OCSVM, are optimized using the configuration parameters
detailed in Section V-A while we set Ap = 10 in (17). As far
as the inference process is concerned, the threshold &y, is set
separately for each dataset according to the policy in [47].
This process leads to &y, = {0.016, 0.015, 0.012, 0.02} for the
SMD, SMAP, MSL, and PSM datasets for the teacher, while
for the student we obtain &y = {0.398, 0.145, 0.157, 0.287}.
On the other hand, the thresholds for LSTM-VAE are found
via a non-exhaustive search over a grid of possible values.
Table 4 provides a comparison between the models pro-
duced by the developed tiny AD tool, LSTM-VAE and
OCSVM in terms of precision, recall and F1 metrics. Overall,
the distilled AT model is able to closely match the perfor-
mances of the original (optimized) AT architecture while
requiring a substantially lower computational complexity. In-
deed, the F1 metric achieved by the student is only slightly
lower than the one obtained by the teacher for all datasets.
Focusing now on the detection abilities of LSTM-VAE, they
are largely inferior compared to the ones achieved by the
compressed AT architecture despite having a similar number
of trainable parameters. Specifically, LSTM-VAE provides
very poor detection abilities for the SMD and SMAP datasets
where the F1 score is reduced more than 10% compared to
all other methods, while for the MSL and PSM the accuracy
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TABLE 4. Performance Comparison Over Different AD Literature Datasets in Terms of Precision (P), Recall (R), and F1 Score

SMD SMAP MSL PSM
Method P R F1 P R F1 P R F1 P R F1
[%] [%] [%] [7] [%] [%] [%] [%] [%] [%] [%] [%]
Original AT 89.02 94.67 91.76 | 93.60 99.29 9636 | 92.06 98.06 9496 | 97.37 98.12 97.75
Distilled AT (ours) | 88.30 90.80 89.53 | 93.66 9922 96.36 | 91.77 9594 9381 | 97.12 98.10 97.61
LSTM-VAE 7491 81.92 7826 | 9275 5594 69.78 | 90.96 86.93 8890 | 98.06 88.65 93.12
OCSVM 42.18 74.89 5396 | 48.81 50.32 4955 | 58.63 8422 69.13 | 6331 8229 71.56
1 1 —
o 08 4,08 e J
£ 06 4 Eosj, J
02} = 0.2} e
—— Distilled AT - AUC 0.9973 —— Distilled AT - AUC 0.9945
- - ~LSTM-VAE - AUC 0.9883 - - ~LSTM-VAE - AUC 0.9473
(]0 0‘.1 0‘.2 0‘.3 0.‘4 0.‘5 DjG 0‘.7 0‘.8 0.‘9 1 (IO 0‘.1 0‘.2 0.‘3 0.‘4 D.‘5 0‘.6 0‘.7 0‘.8 0.‘9 1
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—— Distilled AT - AUC 0.9941

- = =LSTM-VAE - AUC 0.9832
0 I I I I I I T T

0.8 4

0.6 4

True positive rate

0.2} e
—— Distilled AT - AUC 0.9935

- = =LSTM-VAE - AUC 0.9808

T
0.1 0.2 0.3 0.4 0.5 0.6 0.9 1

False positive rate

(©

0.7 0.8

I I I T
0.4 0.5 0.6 0.9 1

False positive rate

(d

0.1 0.2 0.3 0.7 0.8

FIGURE 4. ROC curves obtained by the distilled AT model provided by the tiny AD framework and the LSTM-VAE method on different datasets. (a) SMD;
(b) SMAP; (c) MSL; and (d) PSM. The corresponding AUC values of the two methods are reported in the legends.

reduction is not so severe (i.e., only a 4-5% reduction on the
F1 metric is observed). Similar results are also achieved by
OCSVM which is shown to provide AD capabilities far below
the ones attained by both LSTM-VAE and the distilled AT
model. This suggests how conventional AD strategies, such as
OCSVM, might not be adequate for heterogeneous time-series
data, and more complex data-driven AD tools are required for
improving the performances.

To complement the analysis, we report in Fig. 4 the ROC
curves obtained by the distilled AT model produced by the de-
veloped AD framework and the LSTM-VAE over all datasets
used in the experiments and their corresponding AUC values.
This set of results further confirms the findings of the previous
analysis: the compressed AT model is able to outperform
LSTM-VAE in all cases. The AUC values obtained by the
distilled algorithm are superior when compared with the ones
attained by LSTM-VAE, especially if the SMAP dataset is
considered. Overall, the analysis shows that the proposed tiny
AD framework is able to provide a highly-accurate distilled
model that closely matches the performances provided by the
470

original (optimized) AT while also outperforming a LSTM-
VAE anomaly detector having a similar number of trainable
parameters.

VI. CASE STUDY: ANOMALY DETECTION ON A BRIDGE
INFRASTRUCTURE

This section analyzes the detection abilities of the models
produced by the developed AD tool using time series data
acquired from a real-world bridge infrastructure monitoring
system deployed in Italy. In the following, we describe the
main technical parameters of the dataset (Section VI-A).
Next, we evaluate the detection abilities of the teacher model
trained under the proposed tiny AD framework by considering
different input configurations in order to select the one that
provides the best performance (Section VI-B). Lastly, Sec-
tion VI-C characterizes the AD capabilities of the compressed
model which is distilled from the best teacher model selected
in Section VI-B according to the framework described in
Section I'V.
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FIGURE 5. AD case study on a real monitoring infrastructure: (a) sketch of the bridge being monitored with the installed loT sensors; (b) time series data

from crack meters in a monitoring period of 9 months.

A. DATASET DESCRIPTION

The case study considers an IoT sensor network comprising
two crack-meters monitoring the status of a bridge (illustrated
in Fig. 5(a)) by measuring the variation of the displacement
across cracks and/or joints over time. Communication proto-
cols, such as MQTT, are used to connect the edge devices to a
central software, where raw data are processed. The sampling
period is configured so that a recording is generated every two
hours. The resulting time series data recorded over 9 consecu-
tive months, namely from December 2021 up to August 2022,
comprises 8000 samples and it is shown in Fig. 5(b). We split
this dataset into two parts: the first 6000 samples are used
used for training, while the remaining 2000 ones constitute
the testing dataset.

To assess the performances of the proposed tiny AD frame-
work, we introduce hand-crafted, yet realistic, anomalies in
the testing set, while we assume that the training data is free
from abnormal points. The following four types of perturba-
tions are introduced in the testing time series:

e Type I - point anomaly: a spike in the time series data;

e Type II - step anomaly: a step function is superimposed
to the values of the time series for Ny consecutive data
points;

e Type III - ascending exponential anomaly: an increasing
exponential function is superimposed to the values of the
time series data for Na consecutive data points;

e Type IV - descending exponential anomaly: a decreasing
exponential function is superimposed to the values of the
time series data for Ny consecutive data points.

Each type of anomaly is introduced by adding one of the
functions fa(t) provided in Table 5 to the raw sensors data.
Specifically, two spikes are added at timesteps fp = 900 and
tp = 1100, with B = 5, while ot denotes the empirical stan-
dard deviation computed over the training dataset. Note that
we consider two different values of ot, one for each crack-
meter. For what concerns the other three anomaly types, i.e.,
step, increasing, and decreasing exponential, they are intro-
duced in two non-overlapping windows comprising N4y = 30
consecutive points each, and using the same values for B and
or as before. The window starts at timestep fp; = 900 and
ends at fpy = 930 for the first time series, while for the second
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TABLE 5. Definition of Anomaly Functions

Anomaly fa(t)
Type 1 Botd(t —tp)
Bor iftp <t <t
Type 11 T DI St < itm;:
0 otherwise
bt —
Bo iftpy <t <t
Type 1II o1 pr="="2
0 otherwise
b=t —
—Bo if tp <t <t
Type IV L DI St < ip
0 otherwise
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FIGURE 6. Testing time series of crack meters with anomalies. The
considered anomalies include (from top to bottom) point, step, ascending,
exponential, and descending exponential perturbations.

one, the initial and final timesteps are chosen as fp; = 1100
and fpy = 1130. Additionally, the exponential functions used
for simulating the last two anomalies use b = 8. The resulting
anomalous patterns of the four types of anomalies are high-
lighted in Fig. 6.
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In the following, we use this database to initially assess
the ability of the original AT model (obtained from the AD
framework detailed in Section IV) of detecting the four types
of anomalies. Then, we will apply the distillation strategy
presented in Section IV to compress the AT model and assess
its AD performances.

B. ANALYSIS OF THE TEACHER WITH DIFFERENT
WINDOWS AND OVERLAPS

This section aims at studying the detection accuracy of the
original AT model trained under the proposed AT framework
using the raw time series data acquired by the monitoring
facility. To achieve this goal, we consider different input
configurations for the selection of the best performing (un-
compressed) AT model and use it to guide the student’s
training. Recalling that AT accepts at the input a time series
X with d dimensions and length N, we vary the number of
data points N as well as the overlap among adjacent segments
and evaluate the performances accordingly. Specifically, we
consider two values of N, namely N = 6 and N = 12, which
correspond to windows spanning half a day and one day of
recording, and three overlaps, i.e., 0%, (no overlap exists
between adjacent segments), 50% and 80%. The original AT
model is configured as in Section V, namely it has LT = 3
layers, N,ET) = 8 heads, and a self-attention map with d,(,,T) =
512 dimensions. Additionally, the Adam optimizer is used for
updating the weights considering a batch size of 64 examples,
a learning rate of 0.001, and momentum parameters of 0.9 and
0.999. The model is trained for 200 epochs and it is stopped
preemptively when the validation loss does not reduce over 10
consecutive epochs.

Fig. 7 shows the AS obtained by the AT model at the end
of the training process for the testing dataset containing the
point anomaly with N = 6 (Fig. 7(a)) and N = 12 (Fig. 7(b)),
and considering all overlaps. In particular, each figure firstly
shows the time series data of the testing dataset at the top,
while the following subplots highlight the AS achieved con-
sidering 0%, 50%, and 80% overlaps.

The results indicate that the point anomaly can be detected
for all windows and overlaps considered in the analysis, even
though in some cases the AS is not particularly high (see e.g.,
the case with N = 12 and 50% overlap). Indeed, for all cases,
two spikes are present in the area delimited by the light gray
boxes, which highlight the regions comprising the anomalies.
Nevertheless, for N = 6 the model is able to recognize the
second anomaly fairly easily as the associated spike is more
pronounced. On the other hand, for N = 12, the AT is able
to reliably detect the first anomaly. Besides choosing an ap-
propriate value for N, also the overlap has an impact on the
overall performances. Indeed, for N = 6 a high overlap, i.e.,
80%, should be preferred to facilitate the AD process, while
for N = 12 the model seems to provide the highest AS when
the adjacent windows have no overlap. Overall, taking into
account also the magnitude of the AS across different input
configurations, the model trained with N = 6 and 80% over-
lap is the one showing the highest peaks in the neighborhood
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FIGURE 7. Analysis of the detection performance of the original AT for
type |1 anomaly with windows comprising: (a) 6 points and (b) 12 points.
From top to bottom, each figure reports the testing time series and the AS
obtained considering 0%, 50%, and 80% overlaps. The position of the
anomalies is highlighted with a light gray box in all subfigures.

of the point anomalies, therefore, it should be selected for
facilitating the AD process.

The detection abilities provided by AT over the testing
dataset with the step anomaly, whose results are reported in
Fig. 8(a) and 8(b) for N = 6 and N = 12, respectively, indi-
cate that the AT model is able to recognize the anomalies also
in this case. However, N = 12 is seen to provide more sparse
peaks in the areas delimited by the gray boxes, while N = 6
obtains scores with high values that cover more uniformly the
area containing the anomalies. The overlaps are also shown
to affect more the model trained with N = 6 rather than that
with N = 12. Indeed, 80% overlap should be avoided when
N = 6 as the peaks of the AS are not particularly high while
the results obtained for 0% and 50% overlaps are quite similar.
On the other hand, for N = 12 different overlaps influence
the ASs provided by the model only negligibly. According
to the results obtained, also under this case N = 6 should
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FIGURE 8. Analysis of the detection performance of the original AT for
type Il anomaly with windows comprising: (a) 6 points and (b) 12 points.
From top to bottom, each figure reports the testing time series and the AS
obtained considering 0%, 50%, and 80% overlaps. The position of the
anomalies is highlighted with a light gray box in all subfigures.

be preferred when compared with N = 12 as showing more
distributed and higher AS values in the vicinity of the step
anomalies, provided the overlap is below 80%.

Fig. 9 reports the results achieved by the AT model for the
testing dataset containing the ascending exponential anomaly
with N = 6 (Fig. 9(a)) and N = 12 (Fig. 9(b)). The results
are in line with the ones found in the previous analysis for
the step anomaly: N = 6 generally provides AS with peaks
more distributed in the neighborhood of the anomalies, while
N = 12 has fewer peaks but has some spikes with higher
magnitude (see e.g., when the overlap is 80%). Interestingly,
when no overlap exists, the AS provided by the model trained
with N = 12 is quite low in the second window, indicating
that under this input configuration AT is not able to detect all
anomalies. Overall, the best-performing input configuration is
N = 6 with 50% overlap, as it shows an AS covering most of
the anomalies in the testing dataset.
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FIGURE 9. Analysis of the detection performance of the original AT for
type 11l anomaly with windows comprising: (a) 6 points and (b) 12 points.
From top to bottom, each figure reports the testing time series and the AS
obtained considering 0%, 50%, and 80% overlaps. The position of the
anomalies is highlighted with a light gray box in all subfigures.

The results considering the last type of anomaly, i.e., the
descending exponential, are presented in Fig. 10(a) for N = 6
and in Fig. 10(b) for N = 12. Compared to the previous type,
this anomaly seems to be easier to be detected as the AS
provided by the model under all input configurations shows
a large number of peaks in the light gray boxes depicted in the
figures. Again, using a window of N = 6 allows the detection
of more anomalous points compared to the case of N = 12.
Similarly as before, N = 6 should be selected in conjunction
with 0% or 50% overlap as the AS magnitude is higher in
the neighborhood of the anomalies, while when N = 12, the
overlap should be selected between 50% and 80% to improve
the detection of the second anomaly. Considering the different
input configurations, N = 6 is shown again to provide more
accurate detection results compared with N = 12, provided
that the overlap is below 80%.

To finalize the analysis on the impact of the different input
configurations for the (uncompressed) AT model, we report
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FIGURE 10. Analysis of the detection performance of the original AT for
type IV anomaly with windows comprising: (a) 6 points and (b) 12 points.
From top to bottom, each figure reports the testing time series and the AS
obtained considering 0%, 50%, and 80% overlaps. The position of the
anomalies is highlighted with a light gray box in all subfigures.

in Table 6 the number of correct predictions together with
the number of false positives obtained by AT considering all
the combinations studied before. The results are obtained by
numerically searching for the detection threshold 8y, that gives
the highest and lowest number of correct predictions and false
positives, respectively.

For the point anomaly, the performances are not affected
by the specific choice of the window and the overlap. How-
ever, this does not hold when considering different types of
anomalies. Generally, a window of N = 6 is seen to provide
the highest number of correct predictions while also having
a slightly higher number of false positives compared with
N = 12. Therefore, N = 6 should be selected to achieve the
highest AD accuracy. Focusing also on the performances
for different overlaps, the results show that 80% should be
avoided as responsible for low accuracy. On the other hand,
0% overlap provides the least amount of false positives but
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TABLE 6. Detection Accuracy and False Positive Analysis for the Original
AT Model

Anomaly Window size N | Overlap Oth FP | TP
[#] [%] [# | [# | [#
0 0.58 0 2
6 50 047 | 0 2
80 2.31 0 2
Type 1
0 0.79 0 2
12 50 0.26 0 2
80 0.48 0 2
0 0.17 1 11
6 50 0.53 0 10
80 0.14 4 11
Type 11
0 0.75 0 6
12 50 1.51 0 5
80 1.32 0 5
0 0.05 2 4
6 50 0.03 4 7
80 0.07 5 6
Type 11T
0 0.17 3 2
12 50 0.05 8 3
80 0.16 2 3
0 0.31 2 9
6 50 0.12 3 10
80 0.03 3 10
Type IV
0 0.69 1 4
12 50 0.18 0 4
80 0.31 1 5

it also detects a lower number of anomalies when compared
with the 50% case. Considering all these aspects, we finally
select the input configuration with N = 6 and 50% overlap
and use the resulting model to perform the distillation process
as detailed in Section I'V.

C. ASSESSMENT OF THE DISTILLED MODEL

This section aims at evaluating the AD performances of the
compressed AT model produced by the proposed AD frame-
work after distillation. According to the previous analysis,
the optimized AT model is pre-trained using N = 6 and 50%
overlap and using the same optimization parameters presented
before. Regarding the compressed model, it is configured as
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FIGURE 11. Analysis of the detection performance of the distilled AT model considering the following anomaly types: (a) point, (b) step, (c) ascending
exponential, and (d) descending exponential. The top part of each figure reports the testing dataset highlighting the specific anomaly type, while the

bottom part shows the AS provided by the model.

in Section V, with L&) =1 layer, Nés) = 8 heads, and a self-
attention map dimension d,(,,s) of 16, leading approximately to
an overall number of 1400 parameters. It is also trained using
a window of N = 6 and an overlap of 50%. The distillation
process runs for 200 epochs with Ap = 10 and it is early
stopped if the validation loss does not decrease for more than
5 consecutive epochs. Note that both models do not have
access to the simulated anomalies during training (they are
added only to the testing database), nor do they use labels
to identify anomalies as we consider a fully unsupervised
learning setting.

Fig. 11 reports the results obtained by the com-
pressed model over the testing dataset comprising the
point (Fig. 11(a)), step (Fig. 11(b)), ascending exponential
(Fig. 11(c)) and descending exponential (Fig. 11(d)) anoma-
lies. Each figure shows at the top the testing time series data
together with the introduced anomalies, while the bottom
highlights the AS obtained by the distilled AT model. To
ease the comparison, we also highlight the position of the
anomalies with a light gray box. The AS for all figures shows
that the model is able to recognize fairly easily all anomaly
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types. Indeed, several spikes are reported in the positions de-
limited by the light gray boxes which indicate that the model is
confident that the time series data contains anomalous points.
This demonstrates that the proposed AD framework integrat-
ing the distillation strategy detailed in Section IV is able to
provide a lightweight AT model that supports highly-accurate
AD capabilities. When comparing the obtained results with
the ones achieved by the uncompressed model (Section VI-B),
it can be noticed that for some cases high AS values are
reported outside of the areas delimited by the light gray
boxes (see e.g., the timestep ranging from 300 up to 360 in
Fig. 11(a)). This may be caused by the fact that the self-
attention map of the compressed AT model is highly reduced
making it more difficult for the anomaly attention mechanism
to correctly learn the prior and series association and thus
they do not fully capture the temporal dependency of the time
series. Nevertheless, a careful optimization of the detection
threshold 8, may be helpful in suppressing those cases.

To comprehensively characterize the performances of the
model obtained by the proposed AD framework after the dis-
tillation process, we report in Table 7 the number of correct
predictions and false positives obtained by the distilled AT
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TABLE 7. Detection Accuracy and False Positive Analysis for the Proposed
Compressed AT Model

Oth FP | TP

Anomaly
[# | [# | #
Type 1 0.68 1 2
Type 11 1.90 0 11
Type I | 0.38 5 6
Type IV | 0.11 4 9

model considering the anomalies previously described. The
results are obtained by optimizing the detection threshold
S in order to maximize the number of correctly detected
anomalies while minimizing the number of false positives.
The results obtained by the compressed AT model are in line
with the ones reported in Table 6 for the case with N =6
and 50% overlap: the number of correct predictions closely
matches the one provided by the uncompressed model for
all anomaly types. The main difference with respect to the
previous case relies on the number of false positives provided
by the model trained under the proposed distillation frame-
work. Indeed, a slightly higher number of false positives is
shown by the distilled model when compared with the same
number provided by the uncompressed AT architecture. This
is likely caused by the fact that the student has a much smaller
representation capacity compared to the teacher leading it to
output a relatively high AS between timesteps 200 and 400.
This consequently causes the spikes detected in that region
of the testing time series to be flagged as anomalies. Never-
theless, the results still suggest that the model obtained after
distillation is capable of closely matching the performances
provided by the original AT implementation.

VII. CONCLUSION

This paper explored the problem of accurate AD in IoT setups
characterized by devices having limited energy/computing
capabilities. Transformer-based AD tools have been
demonstrated to provide outstanding performances in
detecting anomalies over heterogeneous and streaming time
series data. Nevertheless, they generally comprise large and
complex NNs, making them unsuitable for being deployed in
IoT devices due to energy and/or computing constraints. To
overcome such limitations, this paper proposed an effective
tiny AD framework based on knowledge distillation. The
developed tool aims at initially finding an optimized version
of a state-of-the-art AD method, namely AT, and use it as
input for the distillation process whose goal is to produce a
substantially compressed AT model able to achieve accurate
detection abilities.

The proposed framework is firstly assessed using widely
adopted AD datasets showing its efficacy in providing a
highly-accurate AT model while reducing its trainable pa-
rameters by roughly 99.93% (from 4.8 million to 3300 or
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1400 depending on the input dataset). Interestingly, the anal-
ysis also shows that the compressed model provided by the
developed AD tool is able to substantially outperform an
RNN-based state-of-the-art AD algorithm when the two have
roughly the same computational complexity (i.e., number of
trainable parameters) as well as a conventional OCSVM AD
strategy. The AD framework is then deployed in a real-world
AD scenario where an infrastructure is in charge of monitor-
ing the physical parameters of a bridge via distributed IoT
sensors placed on it. Under this scenario, the model produced
by the AD strategy after applying the knowledge distillation
tool is shown to closely match the performances of the original
uncompressed model while only marginally increasing the
number of false positives.

The proposed tiny AD tool has been shown to be partic-
ularly suitable for dealing with complex and heterogeneous
time-series data revealing its potential to be applied to real-
world IoT setups. Nevertheless, the developed framework
could be further optimized to take into account other con-
straints, such as latency and reliability, that are likely to
be required when adapting the proposed solution to diverse
scenarios, which may range from everyday applications to in-
dustrial IoT services. In particular, the renovated self-attention
mechanism of AT could be modified to introduce sparse com-
putations, allowing to further scale down the inference time.
Besides, the optimization of the training pipelines for port-
ing the distillation tool into physical devices is expected to
bridge the gap between research and practice. Finally, it could
be interesting to explore the integration of edge computing
paradigms, including Federated Learning (FL) strategies, to
improve the privacy of the proposed tiny AD framework.
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