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Safety-aware time-optimal motion planning with
uncertain human state estimation

Marco Faroni!, Manuel Beschi'?, Nicola Pedrocchi®

Abstract—Human awareness in robot motion planning is
crucial for seamless interaction with humans. Many existing tech-
niques slow down, stop, or change the robot’s trajectory locally
to avoid collisions with humans. Although using the information
on the human’s state in the path planning phase could reduce
future interference with the human’s movements and make safety
stops less frequent, such an approach is less widespread. This
paper proposes a novel approach to embedding a human model
in the robot’s path planner. The method explicitly addresses
the problem of minimizing the path execution time, including
slowdowns and stops owed to the proximity of humans. For this
purpose, it converts safety speed limits into configuration-space
cost functions that drive the path’s optimization. The costmap
can be updated based on the observed or predicted state of the
human. The method can handle deterministic and probabilistic
representations of the human state and is independent of the
prediction algorithm. Numerical and experimental results on
an industrial collaborative cell demonstrate that the proposed
approach consistently reduces the robot’s execution time and
avoids unnecessary safety speed reductions.

Index Terms—Human-robot interaction; Motion planning;
Path planning; Safety in HRI; Industrial robotics.

I. INTRODUCTION

OLLABORATION between humans and robots requires

a paradigm change in robots’ perception, reasoning, and
action. From a planning point of view, the robot should be
aware of the human’s behavior and act accordingly. Planning
frameworks have embodied human-awareness at different lev-
els, spanning ontologies []], task planning [2], scheduling [3]],
motion planning [4]], and control [5]. In motion planning, the
robot should consider the human’s state to avoid collisions,
enhance human comfort, or improve efficiency.

Two main approaches are in the literature. A first approach
can be referred to as reactive, as it modifies a given trajectory,
during its execution, according to the current state of the
human. Existing works do so by adjusting the path on the
fly [6]], [7] or, more frequently, by modifying the robot speed
along a given path [8]], [9], [1O], [L1].
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The second approach aims to plan trajectories thought to
anticipate the humans’ actions in such a way as to assist
or avoid them. For example, based on a prediction model,
the planner may seek to avoid regions where the operator is
expected to be. This category can be referred to as proactive
[12]. Notice that the two approaches can co-exist: a proactive
layer finds a human-aware trajectory, and a reactive one adjusts
it at run-time, considering unexpected events.

This paper proposes a proactive human-aware path planner
that defines a cost function to minimize the trajectory execu-
tion time by including the expected safety slowdown owed to
human-robot proximity.

A. Related works

Sisbot et al. [13] and Mainprice et al. [14] proposed a
human-aware cost function that considers the human-robot
distance, the human field of view, and human comfort.
The resulting motion planning problem is solved by using
Transition-RRT [[15], a sampling-based algorithm for custom
cost functions. Hayne et al. [16] minimizes a cost function
to avoid regions of the workspace previously occupied by the
human and to favor repeatability of the robot motion (i.e., the
cost function penalizes trajectories far from the previous ones).
Similarly, Zhao and Pan [[17] use STOMP [18] to minimize a
cost function that penalizes previously occupied regions and
to maximize the human-robot distance. Casalino et al. [12]
deform the trajectory according to a repulsion field associated
with checkpoints on the human skeleton. Tarbouriech and
Suleiman [19] propose a sampling-based algorithm that biases
the search towards regions far from the current human state.
Javdani et al. [20] and Kanazawa et al. [21] pose the problem
of reducing the execution time of robot actions by avoiding
idle times in handover tasks. For example, [21] uses model
predictive control to reach a target state with a given optimized
schedule, despite it does not consider collisions with the
environment. Other works focused on the evaluation of human
factors when using human-aware motion planning, showing an
enhanced work fluency and operators’ satisfaction [4], [22].

A significant issue in human-aware methods is how to define
a meaningful cost function. All the methods above realize an
arbitrary compromise between some desired cost terms. For
example, [19]], [23] find a trade-off between the minimization
of the path length and the maximization of the human-robot
distance, while [21] minimizes a trade-off of the final error,
joint bound satisfaction, and human-robot collision probability.
However, this approach does not model the delays caused by
safety stops and slowdowns when the human is close to the
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robot. Moreover, the solution strongly depends on the weight
tuning. Notably, the prediction of the human’s motion comes
with a significant uncertainty owed to the accuracy of human
tracking systems and the intrinsic unpredictability of human
behavior. Therefore, a human-aware planner should consider
the probabilistic representation of the operator’s motion.

Finally, it is desirable that general-purpose motion plan-
ning algorithms can integrate human-aware motion planning
methods. [[13] and [14] go in this direction by defining a cost
function dependent on the robot configuration and the human’s
state and using it in a sampling-based path planner.

B. Contribution

This paper addresses the problem of planning paths with
minimum expected execution time. Differently from existing
works, the paper proposes a cost function that approximates
the path execution time, including safety speed reductions
caused by human proximity. To do so, it converts the expected
limitations of the robot speed — as defined in ISO-TS/15066
— into a delay in the nominal execution time (Section [III).
By solving a path planning problem with this cost function, it
is possible to minimize the expected execution time, instead
of an arbitrary trade-off of several costs. In this regard,
the method can be used with any configuration space-based
motion planners. The method considers both deterministic and
probabilistic representations of the the human’s state (Section
and and is independent of the model used to
predict the human state. It defines a voxelized representation
of the collaborative workspace, where each voxel is associated
with a probability of occupancy of the human, and calculates
the cost based on the slowdown severity and its probability of
occurrence. Finally, the paper proposes an efficient approxi-
mation suitable for choosing among multiple equivalent goal
configurations. This approximation reduces the computational
burden in complex scenarios (Section [[II-EJ.

The effectiveness of the approach is demonstrated via sim-
ulations on a three-degree-of-freedom arm (Section and
real experiments in a manufacturing case study (Section [V).
A video of the experiments is also attached to the paper.

II. HUMAN-AWARE MOTION PLANNING AND EXECUTION

Planning and execution of robot movements in a collab-
orative application usually follow a standard paradigm as
in Figure [T} A perception system monitors the workspace
and feeds the human estimation and prediction module that,
in turn, estimates the human state at the current and near-
future time. The planning module uses this information to find
trajectories that do not collide with the human and, possibly,
optimize a human-centered objective.

A. Motion planning

Most frameworks rely on a hierarchical approach composed
of an offline planner that computes collision-free trajectories
and a reactive planner that modifies the motion at run-time.
The offline planner usually consists of a path planner and a
path parametrization algorithm (e.g., TOPP [24]). Sampling-
based path planners are the most widespread, for they can

Fig. 1: Human-robot collaboration planning and execution.

deal with high-dimensional search space efficiently [[L5], [25].
Human awareness can be embedded in the path planner using
a cost function that depends on the human state. If trajectories
are planned just before their execution, planning latency is an
issue, and how to reduce it is an active research field (e.g.,
informed sampling [26], [27], anytime path planning [28]).

The reactive planner modifies the trajectory during its
execution to meet safety requirements and avoid unnecessary
safety stops. It can act by limiting the robot’s speed, modifying
the original path, or both. In general, reactive motion planners
are shifting from conservative — yet straightforward — strategies
such as safety zones to optimized methods that adapt the robot
motion continuously [10], [29]].

Notice that human-aware motion planners rely on the
knowledge of the human state and, possibly, on its prediction.
Different strategies have been proposed in the literature, span-
ning graphical models such as Hidden Markov Models [30],
recurrent neural networks [31], [32], inverse optimal control
[33], conditional random fields [|34]. Notice that the estimation
of the future human state comes with significant uncertainty,
which should be explicitly taken into account in the motion
planning and control modules [35]].

B. Safety requirements

Collaborative robots are required to avoid collisions with
humans or limit potential damages in case of contact. These
requirements translate into limitations of the robot speed when
the human is close to it. The technical specification ISO/TS
15066 (Robots and robotic devices — Collaborative robots)
[36] defines speed reduction rules for collaborative operations.
If speed and separation monitoring rules apply, then contact
is not allowed. Thus, the human-robot distance S must not
fall below a protective distance S,. To avoid collisions, S,
is greater than or equal to the robot braking distance in the
direction of the human and can be computed as:

vrh ,U'rh2
S, = vy, <Tr + ) + 0" 4+ — + C, (1)

Qs 2a,
where v"" is the robot velocity toward the human, vy, is the
human velocity toward the robot, as is the maximum Cartesian
deceleration of the robot toward the human, 7T’ is the reaction
time of the robot, and C' is a parameter accounting for the
uncertainty of the perception system. Inequality S > S,
translates into the limitation of the human-robot relative speed:

0™ < Vax (2
where

Vanax = \/v,% + (@) — 20,(C — 8) — a, T, — v, (3)
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If power and force limitation rules apply, then contact is
allowed, and the force/pressure exchanged between human and
robot must be limited. This results in the limitation v"" <
Umaxs Where vy ax depends on the robot mass and shape, and
on tabular values of the maximum exchangeable force/pressure
(see Annex A of [36]).

III. A COSTMAP APPROACH TO HUMAN-AWARE PLANNING
A. Motivation

The proximity of the human requires the robot to reduce its
speed below a threshold. The value of this threshold varies in
time, based on the human and the robot’s position and speed.
Consequently, the time taken by the robot to cover a given
path not only depends on the path itself but also on the relative
position and velocity of the human and the robot. For example,
given an initial and a final configuration, a short path might
take more time than a long one if the short path drives the robot
closer to the human. Our goal is to embed this reasoning in the
robot’s path planner to search for the path that minimizes the
expected execution time according to the human state and the
safety rules that will slow the robot down during the execution.

B. Formulation of time-optimal human-aware path planning

The path planning problem consists of finding a feasible
path from a starting configuration gstart € C to a set of goal
configurations QQg0a1 C C, where C is the configuration space.
In robot manipulators, ¢ € C is a vector of joint positions. The
optimal path planning problem is defined as follows:

Problem 1. Given a starting configuration qsart € C and a
set of goal configurations Qgoa1 C C, find a path o* : [0,1] —
Ctree such that:

o* = argmin (o) s.t. 0*(0) = Gstars, O
(e

( ) € ngal (4)

where: C is the configuration space (for robot manipulators,
q € C is a vector of joint positions); Cgee C C is the subset
given by all configurations not in collision with obstacles; c is
a positive cost function that associates a path o with a cost.

We aim to define a cost function ¢ such that
¢ =tex(o,H) 5)

where tox is the estimated execution time of the path, also
considering the effect of the human state H. To do so, let
thom be the expected execution time of a path o in the case
that the robot does not slow down because of the human and

define
tex(o,H)
tnom(U)
which can be seen as an average time-dilation factor that

measures the effect of the human on the path execution time.
By discretizing o in w nodes, we can rewrite (3) as:

A= >1 (6)

w—1

c= anomﬂ(w,

where 1,om, is the expected execution time of the segment
Q1 ¢i+1 in the case that the robot does not slow down and

Fig. 2: Graphical illustration of the variables involved in the
definition of the human-aware costmap.

A is the time dilation factor of a segment. tyom,; is usually
obtained a posteriori, from the path parametrization method
(e.g., TOPP methods [24]). However, we can approximate it
by imposing that at least one joint is always moving at full
spee(ﬂ Being ¢max,x > 0 the maximum velocity of the kth
joint, the minimum traveling time of the kth joint is equal to
the maximum of the component-wise ratio |¢; — ¢i+1|/Gmax-
The minimum traveling time of the segment is therefore equal
to [|(@ — qz+1)/dmax||oo; thus:

Q@ — qi+1

/\<QZ+1 +aq
2

H) o ®

Qmax o

Our problem now is to derive \(c,q) that estimates the
delay factor of a configuration ¢, given the human state 7.

Remark 1. Cost function [§) may lead to an ill-posed opti-
mization problem where solutions with equal cost but different
traveling distances are equivalent. To penalize solutions with

larger travelling distance, we apply Tikhonov regularization
[37] to @ and obtain:

qr — qi+1

A(Ql+1 +q

w—1
5 77'1) +v ; o — a1,

©))

Qmax 0o

where v > 0 is a sufficiently small regularization weight.

C. Cost function for deterministic representation of the human

Let us define the human state as a set of m points,
H = {h1,...,hy}, where h; € R3 is a Cartesian point
of interest of the human. Then, consider a set of n robot
points, R = {ry,...,7,}, 7 € R3. Each robot point of
interest r; is related to the robot configuration ¢ through its
forward kinematic function FK; so that r; = FK;(q). Let
u;"jh be the unit vector from r; to h; for all 7 = 1,...,n and
J = 1,...,m. Please see Figure 2] for a graphical illustration
of these variables.

The maximum relative velocity between the robot and a

human point h; can be expressed as:
max (u)(7 — hy) = max (w7 (Ji(g)g — hy)
(10)

vi"t =

IThis approximation allows decoupling the cost function from the robot’s
velocity. This is useful when the cost function is used within a path planner
that does not consider velocities and accelerations.
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Fig. 3: Illustrative example of 9 voxels with their values of
mj and \j. A results from (I6), and it is sorted in descending
order, while 7 have elements 7; sorted according to A.

where 7, h, q are the time derivatives of r, h, and ¢, and
Ji = % is the linear Jacobian of r;.

To express (I0) in ¢, we repeat the approximation made in
(8); that is, we impose that one joint is always moving at its
maximum speed. Being u; = 2+ =% _ the unit vector of the

. lai+1—aull2
lth segment of a path, it follows that:

g = Ku, where K = min |Imaxk (11)
k Ul k
from which:
v;h = max (uzl)T(Ji(q)Kul—hj) Vi=1,...,w. (12)

v;h is the expected velocity at a given configuration ¢ on the
71 qi+1 segment of the path, disregarding possible safety slow-
downs. According to Section [II-B] the actual robot velocity
must be smaller than a maximum vp,,x, derived from safety
rules (in Speed and Separation Monitoring, vy,,x i given by
@ it vjrh < Umax V7J, speed and traveling time are invariate.
Otherwise, a speed reduction ratio equal to min; (Vmax/v5")
is expected, leading to an increase of the traveling time of a
factor equal to maxj(vjr-h /Vmax)- Therefore, the time dilation
function \ of a given configuration ¢ results in:

Mg, H) :max()\l,...,)\m,l)

Urh

where \; = max; ;-~—. The time-optimal human-aware cost
function c is finally obtained using (I3) in ().

Note: The velocity of the human points, hj, can hardly be
foreseen with low uncertainty during the planning phase. In

the experiments, we set h; = 0 in (I2) and v, = 0 in ().

13)

D. Cost function for probabilistic representation of the human

We aim to derive the time dilation factor A(q,H) if the
human points of interest are expressed as a probability distri-
bution function. Let us discretize the Cartesian workspace in
a set of voxel and define the voxelization function

v RV ={l,....m}CN, z+—j (14)

which associates the point  with the voxel j. We define the
human state as a sequence of probability distributions, H =
{m1,...,; ™}, where 7; € [0,1] is the expected value of the
probability of voxel j to be occupied by a human.

Denoted by C; the center of voxel j, we can compute
Mg, Cj) such that m; > 0. If m; = 0 then A\; = 1. For
each configuration ¢ and voxel j, we compute an expected
occupancy probability 7; and a time-dilation factor A;.

To derive the expected value of A\, we need to bear in mind
that, in case two voxels are occupied at the same time, the
realized value of A is the maximum of the two (i.e. the worst
case). When the worst-case voxel is occupied, it determines
the value of A regardless of the occupancy of the others. If the
worst-case voxel is not occupied, the same reasoning applies
to the second worst-case voxel, and so on.

To have a clear understanding of this, consider the example
of Figure 3] The example shows m = 9 voxels, and voxel
j = 6 has the higher value of A;. The probability that A = Ag
is equal to the probability of voxel j to be occupied, regardless
of the occupation of the other voxels, i.e. P(A = \g) = 7.

The probability of the second most critical A\; to occur,
P(A = \3), is equal to the probability of voxel 3 to be
occupied, conditioned to the probability of voxel 6 not being
occupied P(A = A3) = w3(1 — 7).

To generalize this reasoning, let A be a vector of {\;}
sorted in descending order, and 7 be a vector of {7;} ordered
according to . The probability that j\y occurs is:

N st ify=1
POA=X) {wy V(1 —7) ifyed2,...,m}
15)
Moreover, the probability that no voxel will be occupied is
equal to HZL:1 (1 - ﬁ'k) In that case, A would be equal to 1.
_ The expected value of A is therefore the average value of

Ay weighted by its probability to occur:
(16)

Finally, time-optimal human-aware cost function c results by

using (T6) in ().

E. An approximation for multiple goals

A path planning problem can involve multiple goals. A
practical example is when multiple configurations correspond
to the same robot pose or when multiple instances of the
same objects are available in the scene. A large number of
goals increases the number of evaluations of cost function
@]ﬂ Considering that a sampling-based path planner can take
up to some seconds in real-world problems, the planning
time may soon become unbearable for online purposes. When
planning latency is an issue, it is helpful to approximate (8]
to reduce the number of evaluations of A(g, ). The proposed
approximation assumes that the cost of goal configurations is
predominant in selecting human-aware paths when multiple
goals are available. For this reason, we aim to minimize a
multi-objective cost function composed of the path length and
a terminal human-aware cost:

w—1
cloH) = lars1 — aell2 + b A (qw, H)
k=1

a7

2In the worst case, the computational time is linear in the number of goals.
This occurs when the planning problem is solved for each goal independently.
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where b > 0 is a weighting factor and g,, € Qgoa1. Compared
with @), (I7) only requires the computation of A for all
goal configurations. As a drawback, the optimal solution is a
minimum-length path toward the goal that minimizes (T7); i.e.,
the problem neglects the human effect on the path waypoints.

FE. Trajectory execution

The proposed approach allows path planners to find optimal
human-aware paths. Then, the path is parametrized through a
time-optimal path parametrization method [24] and executed
by the robot. The execution phase needs to consider safety
specifications, as mentioned in [II-B] According to Speed
and Separation Monitoring rules, the nominal robot speed is
modified in real-time by computing a speed scaling factor
Sovr € [0, 1] chosen as follows:

_ . Umax
Soyr = Min orh 1
max

where v,y is calculated from (3)) and, recalling (T0),

(18)

rh h

Umax

= maxv’

is the maximum relative speed allowed at the current instant.

IV. NUMERICAL EXAMPLES

This section considers a toy problem in which a 3-degree-
of-freedom manipulator performs point-to-point movements.
Starting and goal configurations are sampled randomly from
the robot configuration space. A voxel-based representation
models the human occupancy, H = {71, ..., T, }, Where 7; €
[0,1] is the expected value of the probability of voxel j to
be occupied by a human and is assigned according to the
following function f:

1—rip—c;
fﬁ:{ I = sl

0 otherwise

if rijp—cill2 <1 (19)

where u € R3? is a random Cartesian point in the robot
workspace, ¢; € R? is the center of voxel j, and 7 = 0.5 m
is a user-selected occupancy radius.

A. Experiment A: human-aware motion planning assessment

In the first experiment, we assess the effectiveness of
the human-aware motion planner (HAMP) compared to non-
human-aware approaches in case the human position is static
(i.e., the human position is kept constant during each query).
We compare the following motion planners: a) MIN-PATH,
which solves a minimum-length path planning problem dis-
regarding the human presence; b) HAMP: minimization of
the expected execution time with human awareness (9). Both
planners use Informed-RRT* [26] to solve the planning prob-
lem. Both implement the trajectory execution module (Section
to prevent collisions if the path collides with the worker.
The trajectory execution module is a possible implementation
of a safety module that slows the robot down based on the
human-robot relative state. It is utterly necessary during real
experiments to avoid the robot collides with the worker.

We generate 100 planning queries; each query is solved and
executed 6 times. We measure the path length, the execution
time, the time delay owed to safety slowdowns (calculated as
the ratio between the actual and the planned execution time),
and whether the execution succeeded or failed (failures include
the inability to find a path and safety stops). To compare
queries, we normalize the results of each query obtained by
HAMP to the median value of the results obtained by MIN-
PATH, considered as the baseline. We run two sets of trials
with different safety distance thresholds

Results for C' = 0.2 m are in Table [laj HAMP finds longer
paths (+30% on average) than MIN-PATH. Nonetheless, the
average execution time and the average safety delay are
significantly smaller (-19% and -17%) because HAMP’s paths
are less prone to interfere with the operator. Remarkably,
HAMP improves the success rate by 9%, thanks to its ability
to avoid areas too close to the operator. Results for C' = 0.5
m are in Table [Ib] This second set of trials is interesting
to understand how the human-awareness behaves with more
severe safety implementations. As for the previous trials,
HAMP finds longer paths (+37% on average) with shorter
average execution times (-11%). As the safety threshold is
larger, more trajectory interruptions are expected to happen.
HAMP adapts to this change by increasing the path lengths,
leading to an improvement in the success rate of around +23%.
Interestingly, a more conservative implementation of safety
functions mainly impacts the success rate of HAMP.

To better clarify the behavior of HAMP, Figure [Z_f] plots
all queries by their path length and execution time. As ex-
pected, the nominal execution time for MIN-PATH’s trajec-
tories (green line) lies in the bottom part of the graph as it
neglects the effect of safety slowdowns. The same trajectories,
plotted versus their actual execution time (blue), show a large
offset and a larger dispersion due to the activation of the
safety slowdown. On the contrary, HAMP’s trajectories lie
significantly below MIN-PATH’s, i.e., the execution time is
shorter than that of MIN-PATH, being equal to the path
length. Notice that the slowdowns are caused by the trajectory
execution module (Section [[II-F), which was used with both
planners to prevent collisions. Therefore, HAMP implies less
severe safety speed reduction during execution.

Speaking of failures, it is also interesting that HAMP can
perform the trajectory when MIN-PATH fails. Figure [5| shows
the path lengths of HAMP’s trajectories for all the queries
where MIN-PATH failed. Red and green markers indicate a
failure or a success; notice that green circles (i.e., HAMP
successes) are more likely when HAMP’s lengths are larger.
Remarkably, during our experiments, MIN-PATH could never
execute a query at which HAMP failed.

B. Experiment B: probabilistic human-aware motion planning
assessment

In this second experiment, we update the human position

during the experiment according to the probability distribu-
tions #. This is useful to highlight the advantages of the

3 According to (@), C is a safety threshold that accounts for uncertainty in
perception and actuation, i.e., the safety margin from the human closest point.
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TABLE I: Numerical results, normalized by MIN-PATH values (100 random trials repeated 6 times for each planner).

(a) Experiment A (static human position), C' = 0.2 m

HAMP - mean (std.dev.)

Path length 1.30(0.141)
Execution time 0.81(0.092)
Safety speed delay 0.83(0.092)
Success rate HAMP = 0.985 MIN-PATH = 0.901

(c) Experiment B (probabilistic update of the human position)

HAMP HAMP-Probabilistic
mean (std.dev.) mean (std.dev.)
Path length 1.32(0.256) 1.39(0.224)
Execution time 0.90(0.220) 0.89(0.161)
Safety speed delay ~ 0.73(0.200) 0.69(0.154)
Success rate 0.86 0.93
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Fig. 4: Lenght and execution time of each trajectory of Experiment A. Green crosses: MIN-PATH with nominal execution
time (i.e., disregarding safety slowdowns); Blue circles: MIN-PATH with actual execution time; Orange triangles: HAMP with
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markers indicate a failure, green markers indicate a success.

probabilistic formulation of the human-aware motion planner
given in Section [[l[-D] Indeed, existing human-aware motion
planners assume deterministic representation of the human’s
state and prediction [13], [[14].

We compare the following motion planners: i) MIN-PATH:
minimization of the path length; ii) HAMP: minimization of
the expected execution time with deterministic human aware-
ness (i.e., (O) with A computed as described in Section [[II-C));
iii) HAMP-Probabilistic: minimization of the expected execu-
tion time with probabilistic human awareness (i.e., (9) with
A computed as described in Section [III-D). We generate 100
queries, and each query is executed 6 times by each planner.

Results are in Table [[d Both human-aware methods lead to
longer paths, shorter execution times, and higher success rates.
In general, HAMP-Probabilistic gives better results, especially
considering the success rate. Compared to the first experiment,
HAMP’s success rate worsens because it is not able to predict
the future human position. As a consequence, the new position
of the human is more often on the way of the robot’s path. On
the contrary, HAMP-Probabilistic’s success rate is comparable
to that of the first experiment because the planner accounts for
the future possible position of the human.

C. Experiment C: Assessment of the multi-goal approximation

This experiment assesses the validity of the approximated
multi-goal approach described in Section [[II-E] We set up an
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experiment where the goal of each query is a set of 20 ran-
domly sampled configurations. We compare the following mo-
tion planners: i) MIN-PATH: minimization of the path length;
ii) HAMP: minimization of (9); iii) HAMP-Approximated:
minimization of (7). As in the previous experiments, we
generate 100 random queries, and each query is executed
six times by each planner. Results are in Table [Id] Both
human-aware approaches dramatically reduce the execution
time (HAMP: -50%, Hamp-Approximated: -45%) by finding
much longer paths (HAMP: +100%, Hamp-Approximated:
+70%). This improvement is because human-aware planners
often find a goal that does not require safety slowdowns when
multiple equivalent goals are available. For example, if a goal
goal1 1s further than a goal ggoa12 but closer to the human, both
HAMP and HAMP-Approximated would probably choose the
second goal, while MIN-PATH would still go for the first one.
The tests prove the validity of the approximation (I7), as
it yields results similar to HAMP. This demonstrates that, in
the multi-goal case, the human-awareness cost of the goal
configuration is often higher than that of the whole path.

V. CASE STUDY

We tested our approach on a cell designed within the EU-
funded project Sharework. As shown in Figure [ the cell
is composed of a 6-degree-of-freedom collaborative robot,
Universal Robots UR10e, mounted upside down. It is equipped
with two fixed cameras, Intel Realsense D435, with a frame
rate equal to 30 Hz, acting as a perception system for the
human position. The case study is a collaborative process
where the robot should pick 16 objects from the table and place
them in one of the two boxes. In the meantime, the operator
assembles mechanical parts near the robot. We implement a
planning and control architecture such as that of Figure [I]
The offline planner computes a path just before every robot’s
movement. Once an optimal path has been found (or the
maximum planning time has expired), the path is executed
according to Section [I[TI-F] We use a point-cloud representation
of the human and feed the human prediction module with the
centroid of the point cloud. We use a simple prediction model
that assumes a constant human position based on the moving
average of the centroid position over the last second.

A. Experiments and results

We compared MIN-PATH (minimization of the path length)
and HAMP-Approximated (minimization of the expected ex-
ecution time with goal-approximated human awareness (I7)).
The experiments involved 10 participantsﬂ Each participant
performed the task twice: once when the robot was using MIN-
PATH and once when using HAMP-Approximated. The par-
ticipants were unaware of which motion planner was running
during each test; the order of the motion planners was chosen
randomly. For each test, we computed four indices: the time
taken by the robot to complete all the pick&place tasks (in
seconds); the time taken by the operator to complete all the

4All subjects participated voluntarily, signing an informed consent form in
accordance with the Declaration of Helsinki.

camera 2

share

STIMAT )

(@ cembre

Fig. 6: Experimental setup. The robot picks and places objects
from and into the boxes on the panel, while the human works
in the workspace.

TABLE II: Experimental results: execution time, average speed
scaling, and the average distance between the human and the
robot for 16 pick&place operations.

HAMP-Approximated MIN-PATH
mean (std.dev.) mean (std.dev.)
Robot execution time [s] 135(15.0) 166(23.9)
Human execution time [s] 109(17) 115(13)
Safety speed scaling [%] 91.2(2.67) 78.8(18.6)
Distance human-robot [m] 1.07(0.074) 0.96(0.15)

pick&place tasks (in seconds); the average speed scaling (%
of the nominal speed); and the average distance between the
robot and the human (in meters). Results are in Table @ With
HAMP-Approximated, the overall execution time is shorter (-
19%) and the average speed scaling is greater (+16%). The
average distance between the human and the robot obtained
using HAMP-Approximated is around 11% greater than that
obtained using MIN-PATH. Results do not show a significant
difference in the operators’ execution time, suggesting that the
choice of the planner do not significantly affect the operators’
behavior. The experiments are shown in the video attached to
this paper. Notice that the order of the pick&place tasks is
chosen by the planners. HAMP-Approximated is able to find
the sequence that reduces interference with the human, leading
to less severe slowdowns.

B. Discussion

Experimental results are coherent with those obtained in
simulation in Section m However, the performance enhance-
ment measured in real-world tests is less accentuated than that
obtained with simulations. The human-aware motion planner
reduced the execution time by 45% in simulation and 19% in
real tests (Table [[d] and [[I). Although this difference partially
owes to the differences between the two scenarios (i.e., dif-
ferent robot and environment, different number of available
goals), a key aspect is the different behavior of the human
state. In simulated tests, the human kept still throughout each
planning and execution (Experiment A) or updated according
to the probability distribution (Experiment B). In real-world
tests, we used a simplified model to predict human movements,
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which could include large whole-body movements across the
cell (see the attached videos). Therefore, the accuracy of the
human’s state prediction is utterly important, and the planning
scheme of Figure [T] may benefit from embedding the proposed
approach into an online path re-planner [7].

VI. CONCLUSIONS

This paper proposed a novel method to embed human
awareness into robot path planners. Compared with existing
approaches, our method explicitly addresses minimization of
the trajectory execution time considering the safety speed
reduction owed to the proximity of the human and consider
the uncertainty of the human estimation in estimating the robot
slowdown. As demonstrated in simulations and real-world
experiments, these features significantly reduce execution time
and avoid unnecessary safety speed reduction. Future works
will aim to reduce the computational time to calculate the
time-dilation factor A\ by directly estimating the human-robot
distance or the time dilation factor through an artificial neural
network. The aim is two-fold: allow for the integration of
the approach into path re-planning algorithms, and use larger
values of n and m to model the robot and the human (regarding
the second point, notice that the computation of A for multiple
points can be easily parallelized).
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