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Abstract: This study presents methods to handle deep learning regressions with input and output
sequences of different lengths. We discuss the Autoregressive one-step prediction framework and
introduce an innovative one-time multi-step (OTMS) prediction approach, based on a custom loss
function, that predicts all future steps in a single shot. The presented methodologies are then applied
to simultaneously predict the State of Health (SoH) trajectory and estimate the Remaining Useful Life
(RUL) of lithium-ion battery cells. Accurate estimates of SoH trajectory and RUL are essential for
Battery Management Systems (BMSs), electronic systems that guarantee safety while maximizing
performance and extending battery lifespan. In this context, the studied methodologies were com-
pared using a rigorous cross-validation approach. The OTMS model showed better predictions in
early cycles, while the Autoregressive model performed better in later cycles, suggesting a hybrid
approach between these two methodologies as an optimal solution.

Keywords: RUL; SoH trajectory; batteries; time series forecasting; deep learning

1. Introduction

Problems with input and output sequences of various lengths are common in many
applications. These tasks are usually referred as sequence-to-sequence (Seq2Seq) [1] pre-
diction and find natural applications in natural language processing [2], for tasks such as
translation, question answering, text generation, etc. Many of these applications can be
traced back to the problem of the next token prediction, which is a classification task [3].
In regression settings, predictions with input and output sequences of different lengths
are rarer. In these situations, sliding-window approaches are more common, in which
an algorithm is trained by taking a fixed number 7 of past time steps to predict a fixed
number m of future steps [4]. However, in some applications, working with variable length
sequences can be advantageous, or even mandatory, both to keep all the information avail-
able up to a certain moment and to predict sequences with a variable number of future
steps, possibly unknown a priori. Examples are situations in which the algorithms must
predict all future steps until their value reaches a certain threshold, and the number of steps
above the threshold is itself a quantity of interest.

Managing input and output sequences with different numbers of elements represents
a challenge, because common deep learning libraries are designed to work with models
with input and output sequences of constant lengths [5]. While the different length input
problem can be easily solved through padding and the introduction of a masking layer,
the different length output problem presents complications that still make it a subject of
research. In this paper, we present two methodologies for dealing with the problem of
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variable and unknown length predictions [6]. The first, more commonly used, consists
of predicting one step at a time, until a certain stop condition is met. The second, to our
knowledge never described in the literature, predicts a multivariate output of constant
length in a single step, of which only a subset of the components represent meaningful
values, while the others are equivalent to padded values, which must be eliminated through
a post-processing procedure.

We applied and compared these two methodologies in simultaneous State of Health
(SoH) trajectory prediction and Remaining Useful Life (RUL) estimation in lithium-ion
batteries. These estimates are essential for Battery Management Systems (BMSs), electronic
systems responsible for several tasks such as protection [7], cell balancing [8], thermal
management [9], state estimation [10,11], and diagnosis and prognosis [12]. Accurate
predictions of the SoH trajectory and estimations of the RUL are crucial as they are directly
linked to the overall performance of the battery [13]. Additionally, these quantities are
essential to determine when the battery has reached its second-life [14] and when it should
be recycled [15]. SoH is defined as the ratio of the battery’s current maximum capacity to
its nominal capacity [16]:

o Qmax(t)
Qnom

RUL is defined as the number of remaining cycles above a critical SoH threshold, required
for optimal and safety operation. For electric vehicles, this SoH threshold is typically
set between 70% and 80%, as performance and reliability tend to degrade rapidly below
these values. In contrast, for energy storage systems where there is less battery stress,
the threshold is generally set between 30% and 40% [14]. In this study, we consider the
RUL threshold to be 70%.

We have designed and evaluated algorithms to predict, at each battery cycle, all future
SoH values until the end of the first life (SoH trajectory), based on the SoH values of past
cycles (history data). The RUL is then obtained directly from the length of the predictions.
To our knowledge, this is the first method of joint estimation of the future SoH trajectory
and the RUL in which the consistency between these two predictions is guaranteed.

SoH (¢)

-100% (1)

2. Materials and Methods

The discussed methods are designed to deal with numerical sequences of different
lengths and are based on recurrent neural networks. At each step, the goal is to pre-
dict the entire future sequence (of unknown length), given all the past steps. We work
under the assumption that, although unknown a priori, the end of a sequence can be
uniquely determined, for example, when the sequence reaches a value above or below a
certain threshold.

All the models described have been implemented in python using keras library.

2.1. Autoregressive One-Step-at-Time Prediction Model
2.1.1. Autoregressive Model Description and Architecture

The Autoregressive one-step-at-time prediction model mirrors a Seq2Seq architecture.
The general scheme of a Seq2Seq architecture includes two main elements: an encoder and
a decoder. The encoder has the task of taking the input sequence and processing it, one
component at a time, until it creates an internal state that efficiently encodes the entire
input. Then, the encoded state is passed to the decoder, which has the task of generating
the output sequence. The decoder operates by predicting one step at a time and taking
the output generated as input for the next prediction in an autoregressive way, until a
stopping condition is met. This stopping condition can be exceeding a certain number of
steps, the emission of the <eos> (end of sequence) character in the case of textual tasks, or,
in the application analyzed in this paper, the emission of a value above or below a certain
threshold. Figure 1 summarizes the Seq2Seq architecture.
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Figure 1. Sequence-to-sequence architecture.

In this study, we opted for a simplified version of the Seq2Seq model, in which the
encoder and decoder functions are performed by the same architecture. In particular,
the network is composed of the following:

* A masking layer, to ignore the input padding values.
¢  Two stacked Long Short-Term Memory (LSTM) layers of 512 neurons each.
* A final dense layer with a linear activation function and an output size of 1.

Initially, all the input is processed one step at a time, without any input being cre-
ated (warm-up phase). Subsequently, the same network begins the output generation,
proceeding autoregressively. The procedure is shown in Figure 2.

. 1st LSTM Layer 2nd LSTM layer Dense Layer
Masking Layer (512 units) (512 units) v
Pre-processed
. Sequence . Append to
Autoregressively (.zqded input Single Output previous
add previous length) Prediction predictions
predictions
v !
= s
I !

- '@

l »@—> i 2@

Network

Autoregressive loop
Figure 2. Autoregressive model functioning schema.

2.1.2. Data Preparation for Autoregressive Model

Data relating to cycles with SoH lower than the chosen threshold are removed from the
dataset, with the exclusion of the first step below the threshold, which is maintained. Data
are then normalized to the 0-1 range. Subsequently, from a sequence of 7 steps, n — 1 input
and output pairs are created. The input sequences have progressively greater length as the
number of past steps grows, while the output always has dimension 1 and is constituted
by the observation immediately following the last step of the input. This procedure is
summarized in Figure 3.

Since deep learning libraries require the input to be of constant length, the maximum
length among training input sequences is calculated, and all sequences of shorter length are
pre-padded with the arbitrary value —1. This plays the role of the masking value, and steps
with this number are ignored and skipped by the masking layer. Pre- and post-padding
procedures are represented in Figure 4.
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Figure 3. Data preparation for Autoregressive model. Past steps are represented in blue and form
the input vectors, while the first next future steps are depicted in red and form the unidimensional
output vectors.
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Figure 4. Pre- and post- padding. In our study, the PAD value is set to —1.

2.1.3. Autoregressive Model Implementation

The model is trained using only real sequences as input (teacher forcing). In this
way, the training is more stable and faster. Predictions generated by the model are fed
autoregressively into the model itself only in the test and deployment phases.

Making the model work autoregressively during training, although possible, would
require a complicated low-level implementation of custom loops. Furthermore, the training
would require a much larger number of operations, which, due to their intrinsic sequen-
tiality, could not benefit from GPU parallelization. As a consequence, training would be
extremely slow even with an average/small number of samples.

2.2. One-Time Multi-Step Prediction Model
2.2.1. OTMS Model Description and Architecture

In the OTMS model, to our knowledge never described before, the input is processed
one step at time in a similar way to the previous model, while the output is created with a
single multi-step prediction. The network is composed of the following;:

* A masking layer, to ignore the input padding values.
¢  Two stacked LSTM layers of 512 neurons each.
¢ A final dense layer with linear activation function and output size #.

The dimension n of the last layer is chosen to be large enough to contain all the
steps of any prediction. In the generated outputs, only a subset of steps have meaningful
values, while the others are to be considered as padded values and must be removed
through a post-processing procedure. The identification of the cutting point does not cause
problems because, according to the hypotheses, it can be univocally determined. We remind
that, in the applications studied in this work, the cutting point is the first prediction that
falls below the chosen threshold (0.7 SoH). The OTMS model functioning is summarized
in Figure 5.
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Figure 5. OTMS model functioning schema.

2.2.2. Data Preparation for OTMS Model

Data relating to cycles with SoH lower than the chosen threshold are removed from the
dataset, with the exclusion of the first step below the threshold, which is maintained. Data
are then normalized to 0-1 range. Subsequently, for each cell and for each cycle number k
of the cell, an input/output pair is created, with the input sequence consisting of measured
SoH values for the first k cycles, and the target sequence consisting of SoH values from
the cycle k + 1 until the first cycle where SoH is under the threshold. This procedure is
summarized in Figure 6.

B SoH; SoH, SoH, SoH,, 4 SoH, ] Sequence data
—_ from one cell
’\saw] [[so] [so] [sor ]|
_‘ S ‘ ‘ S°H2:| |:S°H3 """ : (n-1)
_ . Generated
‘ SoH, ‘ SoH, ‘ | SoH |+ - ‘SOHM] | SoH, Input/Output
L Training Pairs

Figure 6. Data preparation for the one-time multi-step prediction model. Past steps are represented
in blue and form the input vectors, while the remaining future steps are depicted in red and form the

output vectors.

In order to have all the inputs (outputs) of the same length, pre-padding (post-padding)
with the value —1 is then applied, as shown in Figure 4.

2.2.3. OTMS Model Implementation

We have designed a custom loss function, reported in Equation (2), that calculates the
error only on predicted steps corresponding to steps not padded in the true sequences,
masking the other steps.

pred\»
yz;k

Z:padded len 1

true

padded len
Z ( ijk

N len(i)

custom_loss = Z
i=1 j=1

) ]].{ytrue>0.7 SOH}

)

{yfj°=07 SoH}

1 is the indicator function, y;j, is the k-th component of the prediction for sequence i made
at cycle j, len(i) is the true length of the sequence i, padded_len is the length of the padded
sequences, and N is the total number of sequences in the training set.
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It is essential that, during training, the masking is based only on the true sequences,
and that is why the indicator function in the custom loss depends only on ylt.]r.ue. Masking
based on the generated output would introduce non-differentiable operations in the loss
function, with consequent interruption of the computational graph for the calculation of
the gradient via automatic differentiation [17] and the impossibility of training the network
correctly via gradient descent.

2.3. Dataset

Due to the time-consuming nature of extracting battery degradation data, only a
limited number of battery datasets are publicly available. Most researchers in this field
rely on online battery datasets, such as those provided by NASA [18] and CALCE [19].
In this paper, we analyze a newly available online battery dataset [20]. This dataset includes
voltage, current, and temperature measurements from six LG 2.5 Ah 18650 NMC batteries,
recorded under various conditions. The discharging profiles followed the UDDS, US06,
and LA92 driving cycle protocols, along with six random combinations of these cycles
(referred to as Mixed 1 through Mixed 6). For recharging, constant-current constant-voltage
profiles were utilized. After initial cycles at different temperatures, the batteries were aged
at a consistent temperature of 35 °C.

Figure 7 shows the SoH trajectories of the NMC cells. We can notice that, at the
beginning, all the battery cells have similar SoH patterns. As we proceed further into
the degradation stage, especially after the “knee-point”, the cells’ behavior becomes more
unpredictable. This phenomenon is based on complicated electrochemical internal reactions,
which lead to capacity and power fade, due to several cell losses such as lithium inventory,
active material, and conductivity [21]. A summary of the main features of the recorded
data is reported in Table 1.

100 — cell 1
80 1
£ 60
T
(=]
("))
401
20 |
0 100 200 300 400 500 600 700

Number of Cycle

Figure 7. SoH trajectories of the NMC cells in the dataset.

Table 1. Main features of the datasets.

Features Dataset
Number of cells 6
Cell type LG 2.5 Ah 18650 NMC
Testing equipment Neware battery tester
Temperatures —20°C, =10°C,0°C,10°C, 25°C, 35 °C
Driving cycles UDDS, US06, LA92, Mixed1:6

Available Information Number of cycles, SoH, RuL, Qmax
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2.4. Training and Evaluation

We used a cross-validation-like approach to evaluate and compare the algorithms’
performance. Specifically, we trained 6 OTMS models and 6 Autoregressive models on
6 different datasets. Each dataset was obtained by reserving the data from one cell as a
test set and keeping the data from the other 5 cells for training and validation, with the
proportions 80% for training and 20% for validation. The training of every model was
performed using the loss function mean squared error (MSE), Adam optimizer with a
0.001 learning rate, a batch size of 32, and an early stopping mechanism with patience 5
on validation error. No optimization was made on these parameters, as it was outside the
scope of this analysis.

After the training, models’ performances were evaluated by comparing the predictions
on the test sets with the true data. The estimated numbers of remaining useful cycles, equal
to the numbers of cycles before reaching 70% SoH in predicted sequences, were compared
with the same numbers calculated on the observed sequences using the absolute error.
The RUL test error for the prediction at cycle j for the sequence i is therefore

padded_len
RUL_teSt_errOr(l, ]) == k_z] ]].{y:]r;{le >0.7 SDH} - 1{y21ed20.7 SOH} (3)
The errors from Equation (3) are then averaged on the 6 models and plotted.
To compare errors in SoH trajectories, the pairs of predicted /true SoH sequences were
cut as soon one of the two reached 70% SoH, and the Root Mean Squared Error (RMSE)
and Mean Absolute Error (MAE) were calculated on these cut sequences.

padded_len  trye  predyo
. Y1 ( ijk Yijk ) 1{y§};€20.7 SoH} l{y}?jfdzoy SoH}
RMSE(Z,]) = Z:laantldec171e11 1 1 @)
k=1 {yfj°=07 SoH} {ygfdzoy SoH}
padded_len | e pred
L1 |yijk Yijk | Liyime>07 som} ﬂ{yl?.redzoy SoH}
MAE(i, ) = : it )
2 Zpadcled_len 1 1
k=1 {yifie207 SoH} % gyPed>07 50k}

The errors from Equations (4) and (5) are then averaged across the cells and plotted.
Finally, we also considered the “overall” error, obtained as the mean of the average
errors at every cycle.

3. Results

In Figure 8, average models’ performances for SoH prediction throughout various
degradation stages are represented. In the early stage, the Autoregressive model achieves
an MAE around 2.5%, but as we move further into the degradation stage, the performance
improves, reaching a final MAE around 0.25%. Conversely, the error of the OTMS model is
approximately stable between 1% and 1.5% throughout all the cycles, except the very last
cycles before 70% SoH. The overall SoH prediction MAE of the Autoregressive model is
1.57%, while for the OTMS model is 1.10%.

Figure 9 reports the RUL estimation error evolution for every cycle until 70% SoH.
The errors of the Autoregressive model are high in the early stages, but then they steadily
decline towards zero. Conversely, the OTMS model achieves low errors in the early cycles,
then they increase, stabilizing around an average error of 60 cycles, and finally they fall
towards 0 at the very end of the useful life. The overall RUL error of the Autoregressive
model is 50.7 cycles, while for the OTMS model, it is 51.6 cycles.

In Table 2 the SoH and RUL errors for specific degradation stages (50, 150, 300, 450)
are reported, while Figure 10 shows the SoH trajectory predictions for one test cell at the
same stages.



Batteries 2024, 10, 292 8of 11

MAE evolution of SoH prediction per cycle
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Figure 8. SoH prediction MAE for predictions at different cycles.

RUL error evolution per cycle
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Figure 9. RUL estimation errors for predictions at different cycles.

Table 2. SoH trajectory prediction errors (MAE, RMSE) and RUL estimation error at different
degradation stages.

Model Cycle MAE (%) RMSE (%) RUL Error
50 2.52 3.13 103
150 2.15 2.75 81
Autoregressive 300 1.81 2.28 47
450 0.85 1.1 21
Overall 1.57 1.99 51
50 0.85 1.26 35
150 0.98 1.46 59
OTMS 300 1.33 1.71 68
450 1.26 1.57 55

Overall 1.1 1.44 52
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Figure 10. SoH trajectory predictions for different degradation stages performed by Autoregressive
and OTMS models on one test cell. (a) SoH values with prediction starting point at 50 cycles. (b) SoH
values with prediction starting point at 150 cycles. (c) SoH values with prediction starting point at
300 cycles. (d) SoH values with prediction starting point at 450 cycles.

4. Discussion

The presented models show similar overall errors both in SoH trajectory predictions
and RUL estimations. Errors of the Autoregressive model are higher in the first cycles both
for the RUL and the SoH trajectory, and then they decrease with the cycles as the available
information increases and the future steps to be predicted are reduced. This behavior is
consistent with what one might expect: for the first cycles, predictions are made based on
little information, and moreover, a greater number of steps for each predicted sequence
are required before reaching 70% SoH. During these steps, the autoregressive nature of the
model inevitably leads to an accumulation of errors. This accumulation is exacerbated by
the fact that the Autoregressive model was trained using teacher forcing, meaning that
during training, predictions were always made by using true steps as input. As a result,
the network has not been trained to manage the uncertainty introduced by autoregressively
generated inputs, and this worsens performance on test sets.

OTMS model errors show a different dynamic: errors in SoH trajectory and RUL are
quite stable across all cycles, except for the very last ones, in which they drop toward
zero. In earlier cycles, OTMS model performs better because it is less susceptible to the
accumulation of errors (unlike the Autoregressive model, the OTMS loss function is already
calculated on multi-step predictions during the training procedure). Curiously, the errors
of the OMTS model do not decrease with the number of cycles, but rather increase slightly.
These considerations suggest that the optimal solution is a hybrid approach in which
predictions are made by the OTMS model at early cycles, and by the Autoregressive model
at later ones.

Concerning computational performance, the OTMS model is much faster in predic-
tions, as a single prediction is needed to forecast the entire future sequence, while the
Autoregressive model requires a number of predictions equal to the length of the final
prediction vector. This represents a further reason to exploit the Autoregressive model for
later cycles, when the steps to be predicted are less.
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5. Conclusions and Future Work

In this article, we have presented the challenges and issues related to deep learning
regression with sequences of variable and unknown lengths. We have introduced and
compared the Autoregressive approach with the innovative OTMS approach, showing
that both models achieve similar overall performance in the case of State of Health (SoH)
trajectory prediction and Remaining Useful Life (RUL) estimation. Finally, since OTMS
performs better in the early cycles, and the Autoregressive model better in the later cycles,
we have suggested a hybrid approach between the two as optimal solution.

As future work, we intend to test these methodologies on different types of batter-
ies using data from different datasets, and to extend our approach to transformer-type
architectures [22], which are currently very popular for large language models.
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Abbreviations

The following abbreviations are used in this manuscript:

BESS  Battery Energy Storage System
BMS Battery Management System
LSTM  Long Short-Term Memory
MAE  Mean Absolute Error

OTMS  One-Time Multi-Step

RMSE  Root Mean Squared Error
RUL Remaining Useful Life

SoH State of Health
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