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We consider the solution to the biharmonic equation in mixed form discretized by the Hybrid High-Order (HHO) 
methods. The two resulting second-order elliptic problems can be decoupled via the introduction of a new 
unknown, corresponding to the boundary value of the solution of the first Laplacian problem. This technique 
yields a global linear problem that can be solved iteratively via a Krylov-type method. More precisely, at each 
iteration of the scheme, two second-order elliptic problems have to be solved, and a normal derivative on the 
boundary has to be computed. In this work, we specialize this scheme for the HHO discretization. To this aim, 
an explicit technique to compute the discrete normal derivative of an HHO solution of a Laplacian problem is 
proposed. Moreover, we show that the resulting discrete scheme is well-posed. Finally, a new preconditioner is 
designed to speed up the convergence of the Krylov method. Numerical experiments assessing the performance 
of the proposed iterative algorithm on both two- and three-dimensional test cases are presented.
1. Introduction

Let Ω ⊂ ℝ𝑑 , 𝑑 ∈ {2, 3}, be an open, bounded, polyhedral domain 
with smooth boundary 𝜕Ω. In this work, we address the numerical ap-

proximation of the solution to the biharmonic equation

Δ2𝜓 = 𝖿 in Ω, (1a)

𝜓 = 𝗀D, 𝜕n𝜓 = 𝗀N on 𝜕Ω, (1b)

where the load function 𝖿 ∈ 𝐿2(Ω), 𝗀D ∈𝐻 1∕2(𝜕Ω) and 𝗀N ∈𝐻−1∕2(𝜕Ω)
are prescribed. As usual, for 𝑋 ⊂Ω and 𝑠 ∈ℝ, we denote by 𝐻𝑠(𝑋) the 
standard Sobolev space of index 𝑠. For all 𝗀∶ 𝜕Ω → ℝ, we define the 
subspace 𝐻𝑠

𝗀 (Ω) ∶= {𝑣 ∈ 𝐻𝑠(Ω) ∣ 𝑣|𝜕Ω = 𝗀}. We denote by (⋅, ⋅) (resp. ⟨⋅, ⋅⟩) the standard 𝐿2-inner product in Ω (resp. on 𝜕Ω). Moreover, 𝜕n⋅
denotes the outer normal derivative on 𝜕Ω.

Equation (1) typically models the bending of a clamped plate sup-

porting a load. By introducing the unknown 𝜔 ∶= −Δ𝜓 , (1a) can be 
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rewritten into two second-order elliptic equations, yielding the mixed 
formulation

−Δ𝜔= 𝖿 in Ω,

−Δ𝜓 = 𝜔 in Ω,

𝜓 = 𝗀D, 𝜕n𝜓 = 𝗀N on 𝜕Ω.

(2)

This mixed form naturally arises in fluid dynamics, where 𝜓 represents 
the stream and 𝜔 the vorticity. In the plate bending model, 𝜓 repre-

sents the deflection and 𝜔 the bending moment or shear resultant force. 
There are several advantages in employing the mixed formulation (2)

over the primal form (1). First, while the weak solution of the primal 
form (1) is to be found in 𝐻2(Ω), that of the mixed one lies in 𝐻1(Ω), for 
which approximation spaces are easier to be constructed. Second, the 
splitting (2) allows, after introducing an additional unknown, the use 
of fast, scalable solvers available for second-order elliptic equations. In 
particular, we will consider here the Hybrid High-Order (HHO) method 
[8–10], a non-conforming polyhedral discretization allowing arbitrary 
polynomial degrees of approximation, and exhibiting optimal conver-
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gence rates. In this context, the mixed form (2) allows to take advantage 
of the recent works on multigrid methods designed for the diffusion 
equation discretized by HHO schemes; see [11–14].

Recently, ad-hoc HHO discretizations of the primal formulation (1)

have been designed in [17], and [16] generalizes the methods to other 
boundary conditions. See also [15] for HHO discretizations of singularly 
perturbed fourth-order problems. Previously, related models have also 
been tackled with HHO methods, such as the Kirchhoff–Love plate bend-

ing model problem in [2], and the Cahn–Hilliard equation in [4]. The 
mixed form (2) leads to a saddle-point algebraic system, for which spe-

cial solvers and preconditioners have been proposed, e.g., in [20,22,26]. 
Nonetheless, in this form, the Laplacian equations are coupled, prevent-

ing the use of fast and scalable solvers specifically designed for symmet-

ric positive-definite (SPD) matrices. To address this issue, techniques 
introducing new variables have been designed in order to transform 
(2) into a series of decoupled problems, whose associated algebraic for-

mulations lead to symmetric and positive-definite algebraic problems. 
Among them, we mention the method proposed by Glowinski, Ciar-

let, Raviart and Pironneau [5,6,19], where the authors introduce the 
unknown 𝜆 ∶= 𝜔|𝜕Ω. In that setting, one solves a sequence of Dirich-

let problems and iteratively improves the solution as to enforce the 
prescribed Neumann condition. In a symmetric fashion, the technique 
proposed by Falk [18] introduces 𝜆 ∶= 𝜕n𝜔, and one solves a sequence 
of Neumann problems while iteratively improving the solution as to 
enforce the prescribed Dirichlet condition. In both schemes, 𝜆 is the 
solution of a linear, symmetric, elliptic equation of the form (𝜆) = 𝑏, 
in which the evaluation of  involves the solution of two Laplacian 
problems. In the discrete setting, solving this equation then corresponds 
to solving an implicit linear system, i.e. whose matrix is not explicitly 
known but one can compute its action on a vector. This specific config-

uration is well suited for the use of iterative methods where the operator 
is applied to a vector at each iteration, without requiring explicit knowl-

edge of the matrix coefficients. Gradient descent algorithms and, more 
specifically, Krylov methods such as conjugate gradients are ideal can-

didates in this setting.

In this work, we focus on the approach of Glowinski et al. [5,6,19], 
that we recall in Section 2. The use of an iterative method for the solu-

tion of the global linear problem yields an iterative scheme where each 
iteration consists of three steps: (i) the solution of a Laplace problem; 
(ii) the solution of a subsequent Laplacian problem, using the solution 
of step (i) as a source term; (iii) the computation of the normal deriva-

tive on the boundary of the solution at step (ii). In Section 3, we recall 
the HHO discretization of the Laplacian problem with Dirichlet bound-

ary conditions. Then, Section 4 proposes a computable algorithm for 
the discrete normal derivative of the HHO solution of a diffusion prob-

lem. This step is indeed the main ingredient to define the global discrete 
scheme.

The work of Glowinski et al. was applied to the standard Finite 
Element Method (FEM). While that setting does not raise any issue re-

garding the well-posedness of the discrete problem, as we will show in 
Section 5, in the context of HHO, the resulting problem requires to be 
stabilized. A stabilization method is proposed and the well-posedness of 
the discrete problem is proved.

In the context of two-dimensional FEMs, a preconditioner ensuring 
a convergence rate independent of the mesh size, was proposed in [23]. 
It is, however, restricted to two-dimensional problems. In Section 6, we 
therefore propose a novel preconditioner, applicable to general poly-

topal meshes. The main idea consists in building an approximate, sparse 
matrix of the problem, where each column 𝑗 is computed by solving the 
two Laplacian problems and evaluating the normal derivative only in 
a restricted neighbourhood of the 𝑗𝑡ℎ degree of freedom (DoF). Finally, 
numerical experiments are reported in Section 7. Various types of two-

and three-dimensional meshes, including polygonal meshes, are used. 
The scheme exhibits a convergence rate scaling as (ℎ𝑘+2) in 𝐿2-norm, 
where 𝑘 denotes the polynomial degree corresponding to the face un-

knowns of the HHO method.
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2. The continuous splitting of the biharmonic problem

Following [5,6,19], we start from equation (2) and we introduce the 
new unknown 𝜆 ∶=𝜔|𝜕Ω ∈𝐻 1∕2(𝜕Ω). Supposing 𝜆 known, 𝜔 and 𝜓 are 
successively recovered by solving the following Dirichlet problems:{

−Δ𝜔 = 𝖿 in Ω,

𝜔 = 𝜆 on 𝜕Ω,
(3a)

{
−Δ𝜓 = 𝜔 in Ω,

𝜓 = 𝗀D on 𝜕Ω.
(3b)

While the Dirichlet datum 𝗀D is explicitly enforced on the solution in 
(3b), the enforcement of the Neumann condition 𝜕n𝜓 = 𝗀N defines a 
problem in the unknown 𝜆, which is derived in the following way. For 
all 𝜇 ∈𝐻 1∕2(𝜕Ω), we denote by (𝜔(𝜇), 𝜓(𝜇)) the solution of{

−Δ𝜔(𝜇) = 𝖿 in Ω,

𝜔(𝜇) = 𝜇 on 𝜕Ω,

{
−Δ𝜓(𝜇) = 𝜔(𝜇) in Ω,

𝜓(𝜇) = 𝗀D on 𝜕Ω.

By construction, the solution (𝜔, 𝜓) of (3) corresponds to (𝜔(𝜆), 𝜓(𝜆)). 
Solving (3) then boils down to finding 𝜆 ∈𝐻 1∕2(𝜕Ω) such that

𝜕n𝜓(𝜆) = 𝗀N. (4)

In order to derive a linear problem from (4), the constraints related 
to 𝖿 and 𝗀D are eliminated through the introduction of (𝜔0, 𝜓0) ∶=
(𝜔(0), 𝜓(0)) (the choice of 𝜇 = 0 is arbitrary). For all 𝜇 ∈𝐻 1∕2(𝜕Ω), we 
then denote by (𝜔̊(𝜇), 𝜓̊(𝜇)) the solution of the following sequence of 
problems, with vanishing load and Dirichlet function:{

−Δ𝜔̊(𝜇) = 0 in Ω,

𝜔̊(𝜇) = 𝜇 on 𝜕Ω,

{
−Δ𝜓̊(𝜇) = 𝜔̊(𝜇) in Ω,

𝜓̊(𝜇) = 0 on 𝜕Ω,

respectively. Equation (4) can now be reformulated as the linear prob-

lem

(𝜆) = 𝑏, 𝑏 ∶= 𝜕n𝜓0 − 𝗀N, (6)

where ∶ 𝐻 1∕2(𝜕Ω) → 𝐻−1∕2(𝜕Ω) is the linear operator defined such 
that for all 𝜇 ∈𝐻 1∕2(𝜕Ω),

(𝜇) ∶= −𝜕n𝜓̊(𝜇). (7)

The operator  is proved to be continuous, symmetric and positive-

definite in [19, Lem. 2.1].

3. HHO discretization of the Laplacian problem

In this section, we briefly recall (see, e.g., [8, Chap. 2] for extended 
details) the discrete HHO formulation of the following problem: find 
𝑢∶ Ω →ℝ such that{

−Δ𝑢 = 𝑓 in Ω,

𝑢 = 𝑔D on 𝜕Ω,
(8)

where 𝑓 ∶ Ω →ℝ and 𝑔D ∈𝐻 1∕2(𝜕Ω). A weak solution of (8) is obtained 
via the variational formulation: find 𝑢 ∈𝐻1

𝑔D
(Ω) such that

𝑎(𝑢, 𝑣) = (𝑓, 𝑣) ∀𝑣 ∈𝐻1
0 (Ω), (9)

where the bilinear form 𝑎 is such that 𝑎(𝑣, 𝑤) = (∇𝑣, ∇𝑤), for all 𝑣, 𝑤 ∈
𝐻1(Ω).

3.1. Mesh definition and notation

Let the couple (ℎ, ℎ) define a mesh of the domain Ω ⊂ ℝ𝑑 , 𝑑 ∈
{1, 2, 3}: ℎ is a set of disjoint, open, polyhedral elements such that ⋃

𝑇∈ 𝑇 = Ω; ℎ is the set of element faces; ℎ ∶= max𝑇∈ ℎ𝑇 with ℎ𝑇
ℎ ℎ
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denoting the diameter of 𝑇 ∈ ℎ. The mesh is assumed to match the geo-

metrical requirements of [8, Def. 1.4] and, when asymptotic behaviours 
are studied, polytopal regular mesh sequences in the sense defined by [8, 
Def. 1.9] are considered. Let  B

ℎ
the subset of ℎ collecting the elements 

located at the boundary of the domain. We also define the following sub-

sets of ℎ:

•  I
ℎ
, collecting the interior faces;

• B
ℎ

, collecting the boundary faces;

• 𝑇 , collecting the faces of 𝑇 , for all 𝑇 ∈ ℎ.

We denote by 𝐧𝜕𝑇 the unit normal vector to 𝜕𝑇 pointing outward of 𝑇 . 
For all 𝑇 ∈ ℎ (resp. 𝐹 ∈ ℎ), we denote by (⋅, ⋅)𝑇 (resp. ⟨⋅, ⋅⟩𝐹 ) the stan-

dard inner product of 𝐿2(𝑇 ) (resp. 𝐿2(𝐹 )) or 𝐿2(𝑇 )𝑑 . We also denote 
by ⟨⋅, ⋅⟩𝑇

∶=
∑

𝐹∈𝑇
⟨⋅, ⋅⟩𝐹

3.2. Local and broken polynomial spaces

The HHO method hinges on discrete unknowns representing poly-

nomial functions local to elements and faces. So, for all 𝑚 ∈ ℕ0 and all 
𝑇 ∈ ℎ (resp. 𝐹 ∈ ℎ), we denote by ℙ𝑚(𝑇 ) (resp. ℙ𝑚(𝐹 )) the space 
spanned by the restriction to 𝑇 (resp. 𝐹 ) of 𝑑-variate polynomials of to-

tal degree ≤ 𝑚. From these local polynomial spaces, we can construct 
the following broken polynomial spaces supported by the mesh and its 
skeleton:

ℙ𝑚(ℎ) ∶=
{
𝑣ℎ ∶= (𝑣𝑇 )𝑇∈ℎ ∣ 𝑣𝑇 ∈ ℙ𝑚(𝑇 ) ∀𝑇 ∈ ℎ

}
,

ℙ𝑚(ℎ) ∶=
{
𝑣ℎ

∶= (𝑣𝐹 )𝐹∈ℎ
∣ 𝑣𝐹 ∈ ℙ𝑚(𝐹 ) ∀𝐹 ∈ ℎ

}
,

respectively. The local space ℙ𝑚(𝑇 ) is defined analogously for all 𝑇 ∈
ℎ. For all cell or face 𝑋, we denote by 𝜋𝑚

𝑋
∶ 𝐿2(𝑋) → ℙ𝑚(𝑋) the local 

𝐿2-orthogonal projector onto the space ℙ𝑚(𝑋). By patching up those 
local projectors, we denote by 𝜋𝑚

ℎ
∶ 𝐿2(Ω) → ℙ𝑚(ℎ) the piecewise 𝐿2-

orthogonal projector onto ℙ𝑚(ℎ), and by 𝜋𝑚

B
ℎ

∶ 𝐿2(𝜕Ω) → ℙ𝑚(B
ℎ
) the 

piecewise 𝐿2-orthogonal projector onto ℙ𝑚(B
ℎ
).

3.3. Discrete hybrid formulation

Given the polynomial degrees 𝑘 ∈ ℕ0 and 𝑙 ∈ {𝑘, 𝑘 + 1}. The global 
and local spaces of hybrid variables are defined as

𝑈
ℎ
∶=

{
𝑣
ℎ
∶=

(
𝑣ℎ , 𝑣ℎ

)
∈ ℙ𝑙(ℎ) ×ℙ𝑘(ℎ)

}
,

𝑈
𝑇
∶=

{
𝑣
𝑇
∶=

(
𝑣𝑇 , 𝑣𝑇

)
∈ ℙ𝑙(𝑇 ) ×ℙ𝑘(𝑇 )

}
∀𝑇 ∈ ℎ,

respectively. For any 𝑣
ℎ
∈ 𝑈

ℎ
, we denote by 𝑣

𝑇
∈ 𝑈

𝑇
its restriction 

to 𝑇 ∈ ℎ. Boundary data are strongly accounted for in the following 
subspaces:

ℙ𝑘,𝑔D(ℎ) ∶=
{
𝑣ℎ

∈ ℙ𝑘(ℎ) ∣ 𝑣𝐹 = 𝜋𝑘
𝐹
𝑔D ∀𝐹 ∈ B

ℎ

}
,

𝑈
ℎ,𝑔D

∶= ℙ𝑙(ℎ) ×ℙ𝑘,𝑔D(ℎ).

In particular, homogeneous Dirichlet conditions are strongly enforced 
in 𝑈

ℎ,0. The global HHO bilinear form associated to the variational 
formulation of problem (8) is defined as 𝑎ℎ ∶ 𝑈

ℎ
× 𝑈

ℎ
→ ℝ such 

that 𝑎ℎ(𝑣ℎ, 𝑤ℎ
) ∶=

∑
𝑇∈ℎ 𝑎𝑇 (𝑣𝑇 , 𝑤𝑇

) where the local bilinear form 
𝑎𝑇 ∶ 𝑈

𝑇
×𝑈

𝑇
→ℝ is defined as

𝑎𝑇 (𝑣𝑇 ,𝑤𝑇
) ∶= (∇𝑝𝑘+1

𝑇
𝑣
𝑇
,∇𝑝𝑘+1

𝑇
𝑤

𝑇
)𝑇 + 𝑠𝑇 (𝑣𝑇 ,𝑤𝑇

) ∀𝑇 ∈ ℎ. (10)

In this expression, the first term is responsible for consistency while the 
second is required to ensure stability of the scheme. The consistency 
term involves the local potential reconstruction operator 𝑝𝑘+1

𝑇
∶ 𝑈

𝑇
→

ℙ𝑘+1(𝑇 ) defined such that, for all 𝑣 ∈𝑈 , it satisfies

𝑇 𝑇
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⎧⎪⎨⎪⎩
(∇𝑝𝑘+1

𝑇
𝑣
𝑇
,∇𝑤)𝑇 = −(𝑣𝑇 ,Δ𝑤)𝑇

+⟨𝑣𝑇
,∇𝑤 ⋅ 𝐧𝜕𝑇 ⟩𝑇

∀𝑤 ∈ ℙ𝑘+1(𝑇 ), (11a)

(𝑝𝑘+1
𝑇

𝑣
𝑇
,1)𝑇 = (𝑣𝑇 ,1)𝑇 . (11b)

Given the local interpolant 𝑣
𝑇
∈ 𝑈

𝑇
of a function 𝑣 ∈ 𝐿2(Ω), 𝑝𝑘+1

𝑇
re-

constructs an approximation of 𝑣 of degree 𝑘 + 1. By patching together 
local contributions, we define the global operator 𝑝𝑘+1

ℎ
∶ 𝑈

ℎ
→ ℙ𝑘+1(ℎ)

such that (𝑝𝑘+1
ℎ

𝑣
ℎ
)|𝑇 ∶= 𝑝𝑘+1

𝑇
𝑣
𝑇

for all 𝑇 ∈ ℎ. The stabilization bilin-

ear form 𝑠𝑇 depends on its arguments through the difference operators

𝛿𝑇 ∶ 𝑈
𝑇
→ ℙ𝑘(𝑇 ) and 𝛿𝑇𝐹 ∶ 𝑈

𝑇
→ ℙ𝑘(𝐹 ) for all 𝐹 ∈ 𝑇 , defined such 

that, for all 𝑣
𝑇
∈𝑈

𝑇
,

𝛿𝑇 𝑣𝑇 ∶= 𝜋𝑙
𝑇
(𝑝𝑘+1

𝑇
𝑣
𝑇
− 𝑣𝑇 ) and

𝛿𝑇𝐹 𝑣𝑇 ∶= 𝜋𝑘
𝐹
(𝑝𝑘+1

𝑇
𝑣
𝑇
− 𝑣𝐹 ) for all 𝐹 ∈ 𝑇 .

(12)

These operators capture the higher-order correction that the reconstruc-

tion 𝑝𝑘+1
𝑇

adds to the element and face unknowns, respectively. A clas-

sical expression for 𝑠𝑇 ∶ 𝑈
𝑇
×𝑈

𝑇
→ℝ is

𝑠𝑇 (𝑣𝑇 ,𝑤𝑇
) ∶=

∑
𝐹∈𝑇

ℎ−1
𝐹

𝔰𝑇𝐹 (𝑣𝑇 ,𝑤𝑇
),

𝔰𝑇𝐹 (𝑣𝑇 ,𝑤𝑇
) ∶= ⟨(𝛿𝑇𝐹 − 𝛿𝑇 )𝑣𝑇 , (𝛿𝑇𝐹 − 𝛿𝑇 )𝑤𝑇

⟩𝐹 . (13)

If 𝑙 = 𝑘 + 1, we can also use the simpler formula (used, e.g., in [4])

𝔰𝑇𝐹 (𝑣𝑇 ,𝑤𝑇
) ∶= ⟨𝜋𝑘

𝐹
(𝑣𝑇 − 𝑣𝐹 ), 𝜋𝑘

𝐹
(𝑤𝑇 −𝑤𝐹 )⟩𝐹 . (14)

The global HHO problem reads: find 𝑢
ℎ
∈𝑈

ℎ,𝑔D
such that

𝑎ℎ(𝑢ℎ, 𝑣ℎ) = (𝑓, 𝑣ℎ ) ∀𝑣
ℎ
∈𝑈

ℎ,0. (15)

The final approximation is obtained through the post-processing step

𝑢ℎ ∶= 𝑝𝑘+1
ℎ

𝑢
ℎ
∈ ℙ𝑘+1(ℎ). (16)

3.4. Local problems and cell unknown recovery operator

It follows from this local construction that the cell unknowns are 
only locally coupled. For all 𝑇 ∈ ℎ, we define the linear operator 
Θ𝑇 ∶ ℙ𝑘(𝑇 ) → ℙ𝑙(𝑇 ) such that for all 𝑣𝑇

∈ ℙ𝑘(𝑇 ), Θ𝑇 𝑣𝑇
is the 

unique solution of the local problem

𝑎𝑇 ((Θ𝑇 𝑣𝑇
,0), (𝑤𝑇 ,0)) = −𝑎𝑇 ((0, 𝑣𝑇

), (𝑤𝑇 ,0)) ∀𝑤𝑇 ∈ ℙ𝑙(𝑇 ). (17)

We denote by Θ𝑇 the cell unknown recovery operator. In order to shorten 
the notation of the hybrid couple 𝑣

𝑇
∶= (Θ𝑇 𝑣𝑇

, 𝑣𝑇
), we define the 

operator Θ
𝑇
∶ ℙ𝑘(𝑇 ) →𝑈

𝑇
such that for all 𝑣𝑇

,

Θ
𝑇
𝑣𝑇

∶= (Θ𝑇 𝑣𝑇
, 𝑣𝑇

). (18)

Finally, the associated global operators Θℎ
∶ ℙ𝑘(ℎ) → ℙ𝑙(ℎ) and 

Θ
ℎ
∶ ℙ𝑘(ℎ) →𝑈

ℎ
are defined locally such that for all 𝑇 ∈ ℎ:

(Θℎ
𝑣ℎ

)|𝑇 ∶= Θ𝑇 𝑣𝑇
∀𝑣ℎ

∈ ℙ𝑘(ℎ), (19)

(Θ
ℎ
𝑣ℎ

)|𝑇×𝜕𝑇 ∶= Θ
𝑇
𝑣𝑇

∀𝑣ℎ
∈ ℙ𝑘(ℎ).

Θ
ℎ

verifies the following useful property:

Lemma 1. For all 𝑣ℎ
∈ ℙ𝑘(ℎ) and 𝑤

ℎ
∈𝑈

ℎ
, it holds that

𝑎ℎ(Θℎ
𝑣ℎ

,𝑤
ℎ
) = 𝑎ℎ(Θℎ

𝑣ℎ
,Θ

ℎ
𝑤ℎ

). (20)

Proof. See Appendix A. □

Remark 1 (Static condensation). In practice, problem (15) is solved 
through the equivalent, condensed formulation: find 𝑢ℎ

∈ ℙ𝑘,𝑔D(ℎ)
such that



P.F. Antonietti, P. Matalon and M. Verani Computers and Mathematics with Applications 171 (2024) 154–163
𝑎ℎ(𝑢ℎ
, 𝑣ℎ

) = (𝑓,Θℎ
𝑣ℎ

) ∀𝑣ℎ
∈ ℙ𝑘,0(ℎ), (21)

where 𝑎ℎ ∶ ℙ𝑘(ℎ) ×ℙ𝑘(ℎ) →ℝ is such that for all 𝑣ℎ
, 𝑤ℎ

∈ ℙ𝑘(ℎ),

𝑎ℎ(𝑣ℎ
,𝑤ℎ

) ∶= 𝑎ℎ(Θℎ
𝑣ℎ

,Θ
ℎ
𝑤ℎ

). (22)

Refer to [7, Prop. 4] for the proof.

4. Discrete normal derivative

In this section, we derive an approximation, in the HHO context, of 
the normal derivative on 𝜕Ω. This formula will play a crucial role in the 
approximation scheme of the biharmonic problem.

Let 𝑢 be the solution of the boundary value problem (8) and let 
 ∶ 𝐻 1∕2(𝜕Ω) → 𝐻1(Ω) be a linear operator such that for all 𝑣 ∈
𝐻 1∕2(𝜕Ω) defined on the boundary, 𝑣 extends 𝑣 in the interior of Ω. 
As the trace operator is surjective, such an operator exists. By Green’s 
formula, it holds that

⟨𝜕n𝑢, 𝑣⟩ = (∇𝑢,∇𝑣) + (Δ𝑢,𝑣) ∀𝑣 ∈𝐻
1∕2(𝜕Ω),

where the 𝐿2(𝜕Ω)-inner product notation ⟨⋅, ⋅⟩ is employed here to de-

note a duality pairing. Using the bilinear form 𝑎(⋅, ⋅), and given that 
−Δ𝑢 = 𝑓 , the above equation becomes

⟨𝜕n𝑢, 𝑣⟩ = 𝑎(𝑢,𝑣) − (𝑓,𝑣) ∀𝑣 ∈𝐻
1∕2(𝜕Ω). (23)

In the literature, the operator 𝑔D ↦ 𝜕n𝑢 is called Poincaré-Steklov op-

erator, or Dirichlet-to-Neumann map; see, e.g. [25]. Equation (23) is 
the well-known variational formula for the computation of the normal 
derivative. Now, given the solution 𝑢

ℎ
of the discrete problem (15), 

we define its normal derivative on the boundary faces, denoted by 
𝜕n,ℎ(𝑢ℎ) ∈ ℙ𝑘(B

ℎ
), through a discrete counterpart of (23) in the HHO 

setting. Namely, 𝜕n,ℎ(𝑢ℎ) verifies

⟨𝜕n,ℎ(𝑢ℎ), 𝑣B
ℎ
⟩ = 𝑎ℎ(𝑢ℎ,ℎ

𝑣B
ℎ
) − (𝑓,ℎ

𝑣B
ℎ
) ∀𝑣B

ℎ
∈ ℙ𝑘(B

ℎ
),

(24)

where 
ℎ

is an extension/lifting operator expressed in the hybrid set-

ting, i.e.


ℎ
∶= (ℎ

,ℎ
), ℎ

∶ ℙ𝑘(B
ℎ
)→ ℙ𝑙(ℎ),

ℎ
∶ ℙ𝑘(B

ℎ
)→ ℙ𝑘(ℎ).

For all 𝑣B
ℎ
∈ ℙ𝑘(B

ℎ
) and 𝐹 ∈ ℎ, we define

(ℎ
𝑣B

ℎ
)|𝐹 ∶=

{
(𝑣B

ℎ
)|𝐹 if 𝐹 ∈ B

ℎ
,

0 otherwise.

Then, we set

ℎ
∶= Θℎ

ℎ
,

where Θℎ
is defined as in (19).

Remark 2 (Condensed formula). In order to facilitate the practical com-

putation of 𝜕n,ℎ(𝑢ℎ), equation (24) can be rewritten in terms of the 
condensed bilinear form 𝑎ℎ (cf. (22)). First of all, it follows from the 
definition of Θ

ℎ
that 

ℎ
= Θ

ℎ
ℎ

. Then, by using the symmetry of 𝑎ℎ
with property (20) and the definition (22) of 𝑎ℎ, we have

𝑎ℎ(𝑢ℎ,ℎ
𝑣B

ℎ
) = 𝑎ℎ(𝑢ℎ,Θℎ

ℎ
𝑣B

ℎ
) = 𝑎ℎ(Θℎ

𝑢ℎ
,Θ

ℎ
ℎ

𝑣B
ℎ
)

= 𝑎ℎ(𝑢ℎ
,ℎ

𝑣B
ℎ
).

Equation (24) then becomes

⟨𝜕n,ℎ(𝑢ℎ), 𝑣B
ℎ
⟩ = 𝑎ℎ(𝑢ℎ

,ℎ
𝑣B

ℎ
) − (𝑓,ℎ

𝑣B
ℎ
) ∀𝑣B

ℎ
∈ ℙ𝑘(B

ℎ
).

(25)
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Notice that compared to (24), which requires the knowledge of 𝑢
ℎ
, for-

mula (25) only involves 𝑢ℎ
. Consequently, the following hold: (i) 𝑢ℎ

does not have to be computed, (ii) the matrix used to compute the first 
term is smaller, as the matrix representation of 𝑎ℎ is a Schur comple-

ment where the cell unknowns have been eliminated.

The computation of the discrete normal derivative as proposed here 
is numerically validated in Section 7.2. The experiments show a conver-

gence in (ℎ𝑘+1) in 𝐿2-norm.

Remark 3 (Choice of discrete normal derivative). In this scheme, the nor-

mal derivative on the boundary is defined by a discrete version of (23), 
i.e. through an integration by parts involving a lifting operator, which 
is the way employed by Glowinski et al. in their original scheme [19]

with standard FEM. However, contrary to FEM, HHO methods natively 
include a flux formulation (cf. [8, Lem. 2.25]), which we could lean on 
instead of (23). However, the structure of formula (23) directly inter-

plays the two Laplacian problems in variational form, allowing a natural 
reformulation of the problem through a symmetric positive-definite bi-

linear form (see Lemma 3).

5. Discrete HHO problem

In this section, the global, discrete realization of problem (6) is for-

mulated.

5.1. Bilinear form

In order to devise a stable problem, we will make use of the following 
bilinear form in the hybrid space 𝑈

ℎ
. For all 𝑣

ℎ
, 𝑤

ℎ
∈𝑈

ℎ
, we introduce

(𝑣
ℎ
,𝑤

ℎ
)⋆ ∶= (𝑣ℎ ,𝑤ℎ

) +
∑

𝑇∈ B
ℎ

∑
𝐹∈𝑇

ℎ𝐹 𝔰⋆
𝑇𝐹

(𝑣
𝑇
,𝑤

𝑇
),

𝔰⋆
𝑇𝐹

(𝑣
𝑇
,𝑤

𝑇
) ∶= ⟨𝜋𝑘

𝐹
(𝑣𝑇 − 𝑣𝐹 ), 𝜋𝑘

𝐹
(𝑤𝑇 −𝑤𝐹 )⟩𝐹 . (26)

Formula (26) defines an inner product-like bilinear form based on the 
𝐿2-inner product of the cell unknowns, to which a stabilizing term has 
been added. The stabilizing term is inspired from [4, Eq. (26)]. Remark 
that 𝔰⋆

𝑇𝐹
is the same as (14), that one can employ to stabilize the Lapla-

cian bilinear form if 𝑙 = 𝑘 +1. The scaling factor ℎ𝐹 is selected to ensure 
dimensional homogeneity with the consistency term it is added to. Note 
that (⋅, ⋅)⋆ does not define an inner product in 𝑈

ℎ
, due to the fact that 

only the boundary cells are involved in the stabilizing term. In spite of 
that, we allow ourselves the use of an inner product notation, since (⋅, ⋅)⋆
shall undertake the role of the 𝐿2-inner product in the discrete problem 
and, thus, carries the same semantics.

(⋅, ⋅)⋆ remains symmetric and positive semi-definite. If definiteness 
is not globally ensured, it is ensured “locally” in the cells where the 
stabilization term is applied. One might say that (⋅, ⋅)⋆ enjoys a property 
of local stability in the boundary cells, which is formalized by

Lemma 2 (Local stability on the boundary).

(𝑣
ℎ
, 𝑣

ℎ
)⋆ = 0 ⟹ 𝑣

𝑇
= 0 ∀𝑇 ∈  B

ℎ
. (27)

Proof. Let 𝑇 ∈  B
ℎ

. Assume 𝑣
ℎ
∈ 𝑈

ℎ
such that (𝑣

ℎ
, 𝑣

ℎ
)⋆ = 0. Then, by 

definition (26),

(𝑣𝑇 , 𝑣𝑇 )𝑇 +
∑

𝐹∈𝑇

ℎ𝐹 𝔰⋆
𝑇𝐹

(𝑣
𝑇
, 𝑣

𝑇
) = 0.

As 𝔰⋆
𝑇𝐹

is positive semi-definite, all terms are non-negative. Conse-

quently, 𝑣𝑇 = 0 and 𝔰⋆
𝑇𝐹

(𝑣
𝑇
, 𝑣

𝑇
) = 0 for all 𝐹 ∈ 𝑇 . We then have

0 = 𝔰⋆ (𝑣 , 𝑣 ) = ‖𝜋𝑘 (𝑣𝑇 − 𝑣𝐹 )‖2 = ‖𝑣𝐹 ‖2 ,
𝑇𝐹 𝑇 𝑇 𝐹 𝐹 𝐹
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where we have used the facts that 𝑣𝑇 = 0 and 𝜋𝑘
𝐹
𝑣𝐹 = 𝑣𝐹 . We conclude 

that 𝑣𝐹 = 0. □

Let us now describe the discrete, variational form of the continuous 
operator (7). For all 𝜇 ∈ ℙ𝑘(B

ℎ
), we denote by (𝜔̊𝜇

ℎ
, 𝜓̊𝜇

ℎ
) ∈ 𝑈

ℎ,𝜇
× 𝑈

ℎ,0
the solution of the discrete problems

𝑎ℎ(𝜔̊
𝜇

ℎ
, 𝑣

ℎ
) = 0 ∀𝑣

ℎ
∈𝑈

ℎ,0, (28a)

𝑎ℎ(𝜓̊𝜇

ℎ
, 𝑣

ℎ
) = (𝜔̊𝜇

ℎ
, 𝑣

ℎ
)⋆ ∀𝑣

ℎ
∈𝑈

ℎ,0. (28b)

For 𝜇, 𝜂 ∈ ℙ𝑘(B
ℎ
), and (𝜔̊𝜇

ℎ
, 𝜓̊𝜇

ℎ
) the solution of (28) associated with 𝜇, 

we define the bilinear form 𝓁ℎ ∶ ℙ𝑘(B
ℎ
) × ℙ𝑘(B

ℎ
) → ℝ as the compu-

tation of −𝜕n,ℎ(𝜓̊𝜇

ℎ
) via formula (24), such that

𝓁ℎ(𝜇, 𝜂) ∶= −𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂) + (𝜔̊𝜇

ℎ
,

ℎ
𝜂)⋆. (29)

Remark that we have used (⋅, ⋅)⋆ in (28b) and (29) instead of (⋅, ⋅) in the 
reference formulas (15) and (24), respectively. Given that formula (29)

does not explicitly exhibit symmetry or positive-definiteness, we prove 
an equivalent reformulation, easier to analyze.

Lemma 3 (Reformulation of 𝓁ℎ). For 𝜇 and 𝜂 ∈ ℙ𝑘(B
ℎ
), denote by 𝜔̊𝜇

ℎ
and 

𝜔̊
𝜂

ℎ
their associated solutions of (28a), respectively. Then

𝓁ℎ(𝜇, 𝜂) = (𝜔̊𝜇

ℎ
, 𝜔̊

𝜂

ℎ
)⋆. (30)

Proof. For 𝜇 and 𝜂 ∈ ℙ𝑘(B
ℎ
), let (𝜔̊𝜇

ℎ
, 𝜓̊𝜇

ℎ
) and (𝜔̊𝜂

ℎ
, 𝜓̊𝜂

ℎ
) be their respec-

tive, associated solutions of (28). Let us start with the definition (29) of 
𝓁ℎ:

𝓁ℎ(𝜇, 𝜂) ∶= −𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂) + (𝜔̊𝜇

ℎ
,

ℎ
𝜂)⋆. (31)

By writing 
ℎ
𝜂 = (

ℎ
𝜂 − 𝜔̊

𝜂

ℎ
) + 𝜔̊

𝜂

ℎ
, the first term becomes

𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂) = 𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂 − 𝜔̊

𝜂

ℎ
) + 𝑎ℎ(𝜓̊𝜇

ℎ
, 𝜔̊

𝜂

ℎ
). (32)

As 
ℎ

does not modify the boundary face unknowns, we have 
ℎ
𝜂 ∈

𝑈
ℎ,𝜂

. Additionally, 𝜔̊𝜂

ℎ
∈ 𝑈

ℎ,𝜂
by definition, so the difference (

ℎ
𝜂 −

𝜔̊
𝜂

ℎ
) ∈𝑈

ℎ,0. Consequently, as 𝜓̊𝜇

ℎ
verifies (28b), it holds that

𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂 − 𝜔̊

𝜂

ℎ
) = (𝜔̊𝜇

ℎ
,

ℎ
𝜂 − 𝜔̊

𝜂

ℎ
)⋆ = (𝜔̊𝜇

ℎ
,

ℎ
𝜂)⋆ − (𝜔̊𝜇

ℎ
, 𝜔̊

𝜂

ℎ
)⋆. (33)

For the second term of (32), given that 𝜔̊𝜂

ℎ
is solution of (28a) and 𝜓̊𝜇

ℎ
∈

𝑈
ℎ,0, we can use 𝜓̊𝜇

ℎ
as a test function in (28a) to show, since 𝑎ℎ is 

symmetric, that

𝑎ℎ(𝜓̊𝜇

ℎ
, 𝜔̊

𝜂

ℎ
) = 0. (34)

Now, plugging (33) and (34) into (32) gives

𝑎ℎ(𝜓̊𝜇

ℎ
,

ℎ
𝜂) = (𝜔̊𝜇

ℎ
,

ℎ
𝜂)⋆ − (𝜔̊𝜇

ℎ
, 𝜔̊

𝜂

ℎ
)⋆. (35)

Finally, plugging (35) into (31) yields (30). □

Using formulation (30), we clearly have

Theorem 1. 𝓁ℎ, defined by (29), is symmetric and positive-definite.

Proof. Formulation (30) clearly shows symmetry. Additionally, for all 
𝜇 ∈ ℙ𝑘(B

ℎ
), we have

𝓁ℎ(𝜇,𝜇) = (𝜔̊𝜇

ℎ
, 𝜔̊

𝜇

ℎ
)⋆. (36)

Since (⋅, ⋅)⋆ is positive semi-definite, so is 𝓁ℎ. Now, assume 𝓁ℎ(𝜇, 𝜇) = 0, 
which, by (36), means (𝜔̊𝜇

ℎ
, 𝜔̊𝜇

ℎ
)⋆ = 0. The property of local stability (27)

implies that, for all 𝑇 ∈  B
ℎ

, we have 𝜔̊𝜇

𝑇
= 0, i.e. 𝜔̊𝜇

𝑇
= 0 and 𝜔̊𝜇

𝑇
= 0. In 

particular, for all 𝐹 ∈ B
ℎ

, 𝜇𝐹 = 𝜔̊
𝜇

𝐹
= 0. This being true for all 𝐹 ∈ B

ℎ
, 

we have 𝜇 = 0, which proves that 𝓁ℎ is positive-definite. □
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5.2. Discrete scheme

Let (𝜔0
ℎ
, 𝜓0

ℎ
) ∈𝑈

ℎ,0 ×𝑈
ℎ,𝗀D

be the solution of

𝑎ℎ(𝜔0
ℎ
, 𝑣

ℎ
) = (𝖿 , 𝑣ℎ ) ∀𝑣

ℎ
∈𝑈

ℎ,0, (37a)

𝑎ℎ(𝜓0
ℎ
, 𝑣

ℎ
) = (𝜔0

ℎ
, 𝑣ℎ ) ∀𝑣

ℎ
∈𝑈

ℎ,0. (37b)

The discrete formulation of problem (6) reads: find 𝜆B
ℎ
∈ ℙ𝑘(B

ℎ
) such 

that

𝓁ℎ(𝜆B
ℎ
, 𝜇) = ⟨𝜕n,ℎ(𝜓0

ℎ
) − 𝗀N, 𝜇⟩ ∀𝜇 ∈ ℙ𝑘(B

ℎ
). (38)

We also define the linear operator ℎ ∶ ℙ𝑘(B
ℎ
) → ℙ𝑘(B

ℎ
) associated to 

the bilinear form 𝓁ℎ such that, for all 𝜇 ∈ ℙ𝑘(B
ℎ
),

⟨ℎ𝜇, 𝜂⟩ ∶= 𝓁ℎ(𝜇, 𝜂) ∀𝜂 ∈ ℙ𝑘(B
ℎ
). (39)

Since 𝓁ℎ is positive-definite, problem (38) is well-posed. Its solution 
exists and is unique. Once it is solved, we compute (𝜔

ℎ
, 𝜓

ℎ
) ∈𝑈

ℎ,𝜆
B
ℎ

×

𝑈
ℎ,𝗀D

, solution of

𝑎ℎ(𝜔ℎ
, 𝑣

ℎ
) = (𝖿 , 𝑣ℎ ) ∀𝑣

ℎ
∈𝑈

ℎ,0, (40a)

𝑎ℎ(𝜓ℎ
, 𝑣

ℎ
) = (𝜔ℎ

, 𝑣ℎ ) ∀𝑣
ℎ
∈𝑈

ℎ,0. (40b)

Finally, the discrete approximation of (𝜔, 𝜓) is given by

(𝜔ℎ,𝜓ℎ) ∶= (𝑝𝑘+1
ℎ

𝜔
ℎ
, 𝑝𝑘+1

ℎ
𝜓

ℎ
).

Note that while (⋅, ⋅)⋆ is required within 𝓁ℎ for problem (38) to be 
well-posed, it has to be used neither for the enforcement of the source 
functions in (37) and (40), nor for the computation of 𝜕n,ℎ(𝜓0

ℎ
) (via for-

mula (24)) in the right-hand side of (38).

6. Preconditioner

In this section, we introduce the preconditioned iterative strategy for 
the solution of the algebraic realization of (38).

6.1. Algebraic setting

For a fixed basis for the discrete HHO spaces, let 𝑁B∶=dim
(
ℙ𝑘(B

ℎ
)
)
. 

Introduce the algebraic counterpart 𝐋ℎ ∶ ℝ𝑁B →ℝ𝑁B of the linear oper-

ator ℎ defined by (39). We recall that 𝐋ℎ can be viewed as a matrix in 
ℝ𝑁B×𝑁B , whose coefficients are not explicitly known, but whose appli-

cation to a vector can be computed. The algebraic realization of problem 
(38) reads: find 𝝀 ∈ℝ𝑁B such that

𝐋ℎ(𝝀) = 𝐛, (41)

where 𝐛 ∈ ℝ𝑁B is an algebraic representation of 𝜕n,ℎ(𝜓0
ℎ
) − 𝗀N in the 

chosen basis.

6.2. An approximate, sparse matrix

The implicit system (41) is solved using a preconditioned, flexible 
conjugate gradient (PFCG) algorithm. This section describes the con-

struction of the preconditioner. The use of a flexible version of the 
Krylov method is justified by the preconditioner being non-symmetric 
[1,3]. Refer to Section 6.4 for a discussion about the symmetric property 
of the preconditioner.

Introducing 
(
𝐞𝑗
)
𝑗=1,…,𝑁B

the canonical basis of ℝ𝑁B , the 𝑗th col-

umn of 𝐋ℎ is given by the evaluation of 𝐋ℎ(𝐞𝑗 ). Note that 𝐋ℎ(𝐞𝑗 ) is a 
dense vector. Consequently, the explicit computation of 𝐋ℎ would re-

sult in a dense matrix. The preconditioner proposed here consists in the 
explicit computation of a sparse matrix ̃𝐋ℎ approximating 𝐋ℎ. In a nut-

shell, while the computation of each column 𝐋ℎ(𝐞𝑗 ) involves solving two 
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Laplacian problems in the whole domain, our approximation ̃𝐋ℎ(𝐞𝑗 ) con-

sists in solving those problems in a restricted neighbourhood of the 𝑗𝑡ℎ
DoF.

Let 𝑗 ∈ {1, … , 𝑁B} a fixed unknown index. Let 𝐹 𝑗 ∈ B
ℎ

the face 
supporting the DoF associated to 𝑗, and 𝑇 𝑗 ∈ ℎ the unique element 
owning 𝐹 𝑗 . Define  𝑗

ℎ
⊂ ℎ a neighbourhood of 𝑇 𝑗 : roughly, a set of el-

ements around 𝑇 𝑗 , including 𝑇 𝑗 . Let Ω𝑗 be the open, connected set such 
that Ω𝑗 ∶= ∪

𝑇∈ 𝑗
ℎ

𝑇 . Fig. 1a illustrates (in grey) such a neighbourhood, 
where 𝐹 𝑗 is represented by a thick line and 𝑇 𝑗 by a darker triangle. 
Relatively to Ω𝑗 , one defines the sets of interior and boundary faces by 
( I

ℎ
)𝑗 ∶= {𝐹 ∈  I

ℎ
∣ 𝐹 ⊂ Ω𝑗} and (B

ℎ
)𝑗 ∶= {𝐹 ∈ ℎ ∣ 𝐹 ⊂ 𝜕Ω𝑗}, respec-

tively.

Consider the operator ̃𝑗

ℎ
, counterpart of ℎ in Ω𝑗 , in which 

(ℎ,  I
ℎ
, B

ℎ
) is replaced with ( 𝑗

ℎ
, ( I

ℎ
)𝑗 , (B

ℎ
)𝑗 ) for the solution of the 

Laplacian subproblems, and B
ℎ

is replaced with B
ℎ
∩ (B

ℎ
)𝑗 for the 

computation of the normal derivative. This latter point indicates that 
the normal derivative is computed on 𝜕Ω𝑗 ∩ 𝜕Ω only. For both subprob-

lems, homogeneous Dirichlet conditions are enforced on the part of 𝜕Ω𝑗

interior to Ω. Define 𝑁𝑗

B ∶= dimℙ𝑘((B
ℎ
)𝑗 ), 

(
𝐞̃𝑗
)
𝑗=1,…,𝑁

𝑗
B

the canonical 

basis of ℝ𝑁
𝑗
B , and ̃𝐋𝑗

ℎ
∶ ℝ𝑁

𝑗
B →ℝ𝑁

𝑗
B the algebraic representation of ̃𝑗

ℎ
.

Supposing that the 𝑗th basis function of ℙ𝑘(B
ℎ
) corresponds to the 

𝑚th basis function of ℙ𝑘((B
ℎ
)𝑗 ), we compute ̃𝐋𝑗

ℎ
(𝐞̃𝑚). As ̃𝐋𝑗

ℎ
(𝐞̃𝑚) yields 

the normal derivative only on 𝜕Ω𝑗 ∩ 𝜕Ω, we build the final, approxi-

mate column ̃𝐋ℎ(𝐞𝑗 ) from ̃𝐋𝑗

ℎ
(𝐞̃𝑚) by setting zero coefficients where the 

domain boundary is not covered by the neighbourhood boundary.

We claim that 𝐋̃ℎ(𝐞𝑗 ) yields a sparse approximation of 𝐋ℎ(𝐞𝑗 ). To 
support our claim, in Figs. 1b and 1c we plot, in iso-value curves, the 
solutions to the first and second Laplacian problems computed in Ω𝑗 . 
Moreover, Figs. 1d and 1e plot the solutions of the Laplacian subprob-

lems computed in the whole domain. We observe that, owing to the 
homogeneity of the first equation and the homogeneous Dirichlet con-

dition everywhere except on one face, the solution culminates on that 
face and decreases towards zero as it goes further away. Roughly speak-

ing, our strategy consists in approximating the solution locally in Ω𝑗

while imposing it to be zero in the rest of the domain. Then, this first 
truncated solution is used as the source function in the second problem, 
also solved in Ω𝑗 . Here, note that the quantity of interest is not the so-

lution itself, but its normal derivative on the boundary. In particular, 
the neighbourhood of the considered face concentrates the most infor-

mation, insofar as the solution flattens as it goes away from it. In that 
sense, ̃𝐋ℎ(𝐞𝑗 ) yields a reasonable approximation of 𝐋ℎ(𝐞𝑗 ).

6.3. Computation in practice

Regarding the actual computation of ̃𝐋ℎ , one can note that the HHO 
matrix blocks used to solve the Laplacian problems in Ω𝑗 and to compute 
the normal derivative can be extracted from the global ones. The sparsity 
of ̃𝐋ℎ is controlled by the number of boundary faces in the chosen neigh-

bourhood, while the accuracy of the approximation depends on the size 
of the neighbourhood. In particular, remark that choosing  𝑗

ℎ
∶= ℎ for 

all 𝑗 yields the actual matrix 𝐋ℎ. In practice, we construct  𝑗

ℎ
by adding 

successive layers of neighbours around 𝑇 𝑗 . The number of layers is de-

fined by the parameter 𝛼 ∈ℕ0.  𝑗

ℎ
is defined as  𝑗

ℎ
(𝛼), where  𝑗

ℎ
(0) ∶=

{𝑇 𝑗} and  𝑗

ℎ
(𝛼) ∶= 

𝑗

ℎ
(𝛼−1) ∪{𝑇 ∈ ℎ ∣ ∃𝑇 ′ ∈ 

𝑗

ℎ
(𝛼−1) s.t. 𝑇 ∩𝑇 ′ ≠ ∅}

for 𝛼 ≥ 1. Note that this definition understands the neighbouring rela-

tionship as having at least one vertex in common. The neighbourhood 
represented in Fig. 1a corresponds to 𝛼 = 3.

6.4. Discussion on symmetry

Choosing a constant 𝛼 for all 𝑗 allows to preserve a symmetric 
sparsity pattern. Indeed, considering (𝑖, 𝑗) ∈ {1, … , 𝑁B}2, (̃𝐋ℎ)𝑖𝑗 ≠ 0 im-

plies that 𝐹 𝑖 ⊂ 𝜕Ω𝑗 . Consequently, (̃𝐋ℎ)𝑗𝑖 ≠ 0 implies that, reciprocally, 
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𝐹 𝑗 ⊂ 𝜕Ω𝑖. However, symmetry itself is not preserved, inasmuch as (̃𝐋ℎ)𝑖𝑗
results from computations in the neighbourhood Ω𝑗 whereas (̃𝐋ℎ)𝑗𝑖 re-

sults from computations in Ω𝑖 ≠Ω𝑗 .

To enforce the symmetry of the matrix 𝐋ℎ, one must ensure that 
for all couple (𝑖, 𝑗) ∈ {1, … , 𝑁B}2, Ω𝑖 =Ω𝑗 . This requirement leads to a 
patch-based method: the set of boundary faces must be split into patches, 
i.e. connected subsets of boundary faces. For each patch, one single 
neighbourhood must be defined to process all DoFs included in that 
patch. This yields a block-diagonal matrix 𝐋̃ℎ, one block correspond-

ing to each patch. Algebraically, such a preconditioner is in fact an 
approximate block Jacobi preconditioner, insofar as each diagonal block 
approximates the corresponding diagonal block of the exact matrix 𝐋ℎ . 
This symmetric preconditioner was numerically tested. Even with the 
facts that a non-flexible Krylov method can be used and that the matrix 
𝐋̃ℎ is easier to factorize, the convergence of the method is significantly 
slower than with the unsymmetric preconditioner defined in Section 6.3. 
Therefore, only the latter has been used in the numerical experiments 
of Section 7.

7. Numerical experiments

7.1. Experimental setup

The implicit system (41) is solved iteratively by the PFCG method, 
using the preconditioning technique described in Section 6. Given the 
iterate 𝝀̃ ∈ ℝ𝑁B , the corresponding residual vector is defined as 𝐫 ∶=
𝐛 −𝐋ℎ(𝝀̃). The PFCG algorithm stops when ||𝐫||2∕||𝐛||2 < 𝜀, where 𝜀 > 0
is a fixed tolerance and || ⋅ ||2 denotes the Euclidean norm on ℝ𝑁B . All 
experiments are conducted choosing 𝑙 = 𝑘, but we stress that the same 
qualitative results are obtained with 𝑙 = 𝑘 + 1. In 2D, the linear systems 
corresponding to the Laplacian subproblems are solved by Cholesky fac-

torization; in 3D, we use a 𝑝-multigrid algorithm on top of the algebraic 
multigrid method designed in [11]. In that latter case, the same tol-

erance 𝜀 must be used to stop the Laplacian solvers and the global 
PFCG algorithm. To apply the preconditioner, we solve 𝐋̃ℎ using the 
BiCGSTAB algorithm with tolerance 𝜀. The computations are run on an 
8-core processor (AMR M1 Pro) clocked at 3228 MHz.

7.2. Preliminary: convergence of the discrete normal derivative

We first assert the validity of the discrete normal derivative pro-

posed in Section 4 by evaluating its order of convergence. Let Ω ∶=
(0, 1)2 and 𝑢∶ (𝑥, 𝑦) ↦ sin(4𝜋𝑥) sin(4𝜋𝑦) the manufactured solution of 
the boundary value problem (8), where 𝑓 and 𝑔D are defined accord-

ingly. The problem is discretized on a sequence of successively re-

fined meshes, and we consider 𝜕n,ℎ(𝑢ℎ) computed by (25). The exact 
normal derivative 𝜕n𝑢 is known, and we assess the relative 𝐿2-error ‖𝜕n𝑢 − 𝜕n,ℎ(𝑢ℎ)‖𝐿2(𝜕Ω)∕‖𝜕n𝑢‖𝐿2(𝜕Ω) for 𝑘 ∈ {0, 1, 2, 3}. Figs. 2a and 2b

present the experimental results on uniform Cartesian meshes and on 
unstructured, triangular Delaunay meshes, respectively. These experi-

ments assess a convergence in (ℎ𝑘+1) (also observed for 𝑙 = 𝑘 + 1), 
which is in line with the literature on finite elements [21, Cor. 6.1]. In-

deed, the convergence order of the normal derivative relies on that of the 
Laplacian scheme: if the discrete solution of the Laplacian scheme con-

verges in (ℎ𝑝), with 𝑝 > 1, then the discrete normal derivative on the 
boundary converges in (ℎ𝑝−1). Transposed to HHO, since 𝑢ℎ ∶= 𝑝𝑘+1

ℎ
𝑢
ℎ

converges in (ℎ𝑘+2), it is then expected that 𝜕n,ℎ(𝑢ℎ) converge in 
(ℎ𝑘+1). Note that in the case of a non-convex domain with re-entrant 
corners, this convergence order is expected to be reduced due to the cor-

ner singularities [24]. One way to mitigate this issue is the use of graded 
meshes (cf. [24]).

7.3. Convergence rate of the scheme

On the unit square, we consider 𝜓(𝑥, 𝑦) = 𝑥 sin(𝜋𝑦)𝑒−𝑥𝑦 and its cor-

responding 𝜔 = −Δ𝜓 , the manufactured solution of (2), with 𝖿 , 𝗀D and 
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Fig. 1. Illustration of the action of the preconditioner.
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Fig. 2. Convergence of the discrete normal derivative 𝜕n,ℎ(𝑢ℎ) for a smooth solution.
𝗀N determined accordingly. The square is decomposed into a sequence 
of successively finer meshes, and the numerical scheme is applied for 
𝑘 ∈ {0, 1, 2, 3}. Fig. 3 presents the evolution of the relative 𝐿2-error 
achieved by the approximation (𝜔ℎ, 𝜓ℎ) with respect to (𝜔, 𝜓), on a 
sequence of Cartesian meshes. Similarly, Fig. 4 shows the analogous re-

sults obtained with a sequence of polygonal meshes, each constructed 
from an initial Cartesian mesh by agglomeration and face collapsing. 
One such mesh is represented in Fig. 6. We empirically interpret these 
results in light of Glowinski et al.’s theoretical findings in [19] for the 
continuous high-order FEM. According to [19, Section 3.3], since 𝜓 is 
regular enough, the FEM solution (𝜔FEM

ℎ
, 𝜓FEM

ℎ
) of order 𝑝 ≥ 3 verifies

‖𝜓FEM
ℎ

−𝜓‖𝐿2(Ω) + ℎ2‖𝜔FEM
ℎ

−𝜔‖𝐿2(Ω) ≤ 𝐶ℎ𝑝+1‖𝜓‖𝐻𝑝+1(Ω), (42)

where 𝐶 is a constant independent of ℎ and 𝜓 . In our HHO setting, the 
above error estimate would translate in the following one: if 𝑘 ≥ 2, then

‖𝜓ℎ −𝜓‖𝐿2(Ω) + ℎ2‖𝜔ℎ −𝜔‖𝐿2(Ω) ≤ 𝐶ℎ𝑘+2‖𝜓‖𝐻𝑘+2(Ω). (43)

The experimental results of Fig. 3 validate the estimate (43), not only for 
𝑘 ≥ 2, but also for 𝑘 ∈ {0, 1}. More precisely, while Fig. 3b shows that 
the estimate is sharp for 𝜓 (i.e. (ℎ𝑘+2)), Fig. 3a shows, for 𝜔, a faster 
convergence than indicated by (43). Namely, the convergence seems to 
160
be (ℎ𝑘+1) for 𝑘 = 0 and (ℎ𝑘+1∕2) for 𝑘 ≥ 1. The experiments of Fig. 5

on polygonal meshes exhibit the same convergence orders, except for 𝜔ℎ

with 𝑘 = 0, where the error estimate reduces to (ℎ𝑘+1∕2), in accordance 
with the other values of 𝑘. Based on these experiments, we conjecture 
that the following error estimate is sharp for all 𝑘 ≥ 0:

‖𝜓ℎ −𝜓‖𝐿2(Ω) + ℎ
3∕2‖𝜔ℎ −𝜔‖𝐿2(Ω) ≤ 𝐶ℎ𝑘+2‖𝜓‖𝐻𝑘+2(Ω). (44)

Nonetheless, we keep in mind that 𝑘 = 0 seems to be a special case 
for 𝜔ℎ, where superconvergence may be observed: besides the order 1 
obtained on Cartesian meshes (Fig. 3a), we observe the order 2 if we 
choose as an exact solution the polynomial function 𝜓(𝑥, 𝑦) = 𝑥4(𝑥 −
1)2𝑦4(𝑦 − 1)2, as illustrated in Fig. 5.

Remark 4. (Comparison with [17]) The HHO discretizations of [17]

rely on the primal formulation (1) of the equation. They hinge on 
the local approximation space ℙ𝑘+2(𝑇 ) × ℙ𝑘+1(𝑇 ) × ℙ𝑘(𝑇 ) in 2D 
(resp. ℙ𝑘+2(𝑇 ) × ℙ𝑘+2(𝑇 ) × ℙ𝑘(𝑇 ) in 3D), where the associated set 
of DoFs aims at approximating (𝜓|𝑇 , 𝜓|𝜕𝑇 , ∇𝜓 ⋅ 𝐧𝜕𝑇 ). With this setting, 
the methods achieve a convergence order of 𝑘 + 3 in 𝐿2-norm. In com-

parison, the present method requires the space ℙ𝑘+1(𝑇 ) × ℙ𝑘+1(𝑇 )
to obtain the same convergence order, i.e. one less polynomial de-
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Fig. 3. Convergence in 𝐿2-norm of the discrete solution (𝜔ℎ, 𝜓ℎ) with respect to the exact solution 𝜓(𝑥, 𝑦) = 𝑥 sin(𝜋𝑦)𝑒−𝑥𝑦. Square domain discretized by Cartesian 
meshes.
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Fig. 4. Convergence in 𝐿2-norm of the discrete solution (𝜔ℎ, 𝜓ℎ) with respect to the exact solution 𝜓(𝑥, 𝑦) = 𝑥 sin(𝜋𝑦)𝑒−𝑥𝑦. Square domain discretized by polygonal 
meshes.
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Fig. 5. Convergence in 𝐿2-norm of the discrete solution (𝜔ℎ, 𝜓ℎ) with respect to the exact solution 𝜓(𝑥, 𝑦) = 𝑥4(𝑥 − 1)2𝑦4(𝑦 − 1)2. Square domain discretized by 
Cartesian meshes.
gree for the cell unknowns and no DoF dedicated to the approxima-

tion of ∇𝜓 ⋅ 𝐧𝜕𝑇 . However, if our method is structurally lighter in 
DoFs than [17], one cannot conclude regarding the computational cost 
and overall efficiency. Attempting a fair comparison necessitates to 
account for the fact that, in spite of the lower number of unknowns 
and the existence of fast solvers for second-order elliptic systems, 
two such systems have to be solved at each iteration of the iterative 
process. In comparison, the monolithic system arising from [17], al-

though larger and exhibiting a more challenging structure, has to be 
solved only once. If an iterative solver is used, notwithstanding the 
preconditioner, no inner system has to be solved at each iteration, 
which suggests a lower cost per iteration than the present method. 
However, for large-scale problems, scalability becomes essential: on 
top of the cost per iteration, convergence speed and massive paral-

lelization become crucial criteria. In this context, the efficiency of a 
method strongly depends on the availability of an efficient precondi-

tioner.
161
Fig. 6. Example of a polygonal mesh of the unit square Ω= (0,1)2.

7.4. Preconditioner

We evaluate in this section the efficiency of the preconditioner de-

signed in Section 6. We recall that the parameter 𝛼 ∈ℕ0 is an indicator 
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Fig. 7. (a) compares the speed of convergence of the (P)FCG w.r.t. the normalized algebraic residual ||𝐫||2∕||𝐛||2. (b) compares the CPU time consumed to reach a 
tolerance of 10−14, in function of 𝛼. The test case is the square domain partitioned into 256 × 256 Cartesian elements, 𝑘 = 1.
of the size of the neighbourhoods used for the approximation of the ma-

trix.

7.4.1. Convergence vs. cost: the parameter 𝛼
The considered test case is the square domain partitioned into 256 ×

256 Cartesian elements, with 𝑘 = 1. The tolerance is set to 𝜀 = 10−14. Let 
us assess how the preconditioner improves the speed of convergence. 
Fig. 7a plots the decay of the algebraic residual ||𝐫||2∕||𝐛||2 without 
preconditioner (in red) and with preconditioner (in blue), considering 
increasing values of 𝛼. One can confirm that, as expected, the higher the 
value of 𝛼, the better the convergence rate. However, increasing 𝛼 in-

creases the setup cost of the preconditioner. Indeed, (i) the Laplacian 
problems are solved in larger subdomains, (ii) the approximate ma-

trix ̃𝐋ℎ is denser, which increases the cost of its factorization. Fig. 7b 
presents the computational cost, measured in CPU time, to reach the 
algebraic solution. One can see that a trade-off between cost and conver-

gence rate must be made to achieve optimal performance. If raising 𝛼 is 
a good strategy up to 𝛼 = 6, above that threshold, the better convergence 
rate does not make up for the cost of the setup phase, hence making the 
overall CPU time slightly increase. We stress that other choices of 𝑘 yield 
the same qualitative results.

7.4.2. PFCG convergence rate: 𝑘-independence and ℎ-dependency 
assessment

Problem (2) on the unit square with exact solution 𝜓(𝑥, 𝑦) =
𝑥 sin(𝜋𝑦)𝑒−𝑥𝑦 is solved on a sequence of 2D grids composed of 𝑁2

Cartesian elements, 𝑁 ∈ {32, 64, 128, 256, 512}. Table 1 presents, for 
𝑘 ∈ {0, 1, 2, 3}, the number of PFCG iterations executed to reach the 
convergence criterion with 𝜀 = 10−8. The parameter of the precondi-

tioner is set to 𝛼 = 8. For comparison, the number of iterations without 
preconditioning is reported in brackets. Firstly, one can remark that the 
use of the preconditioner allows a convergence rate independent of 𝑘, 
while a dependency is observed without preconditioner. Secondly, we 
approximate the asymptotic convergence rate with respect to the prob-

lem size by using the number of iterations measured on the two finer 
meshes. This yields a dependency in (ℎ−0.41). Additionally, Table 2 re-

ports the CPU times of the setup and iteration phases. The setup includes 
the Cholesky factorization of the Laplacian matrix and the assembly of 
the preconditioning matrix. In brackets, the same information without 
preconditioning is displayed. Based on these results, one can see that 
the compensation of setup cost by the gain in iteration time is more and 
more efficient as the problem grows larger.

The equivalent experiment is performed in 3D (exact solution 
𝜓(𝑥, 𝑦) = 𝑥𝑧 sin(𝜋𝑦)𝑒−𝑥𝑦) with unstructured tetrahedral meshes. As the 
preconditioner is costlier in 3D, we choose 𝛼 = 2. The number of PFCG 
iterations (independent of 𝑘) is presented in Table 3, which exhibits a 
dependency in (ℎ−0.45). The CPU times of setup and iteration phases 
are reported for 𝑘 = 0. In brackets, the same information without pre-

conditioning is displayed.
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Table 1

Test case: 𝑁2 Cartesian elements, 𝜀 = 10−8. Number of 
PFCG(𝛼 = 8) iterations. In brackets, number of unprecondi-

tioned FCG iterations.

𝑁 = 32 64 128 256 512

𝑘 = 0 13 (19) 19 (25) 26 (33) 33 (42) 44 (56)

𝑘 = 1 13 (30) 19 (36) 26 (47) 33 (58) 44 (75)

𝑘 = 2 13 (37) 19 (47) 26 (62) 33 (77) 44 (101)

𝑘 = 3 13 (44) 19 (58) 26 (75) 33 (96) 44 (122)

8. Conclusion

In this work, we extended the scheme of Glowinski et al. to HHO dis-

cretizations, yielding an iterative method for the mixed solution of the 
biharmonic equation. Its main advantage lies in the fact that it can be 
implemented from an existing diffusion code with limited development 
costs. Namely, notwithstanding the PFCG solver, one requires only the 
implementation of (29) and the right-hand side of (28b). Additionally, 
for large problems, it allows the use of fast, elliptic solvers for an en-

hanced time to solution. Future work will focus on the a priori error 
analysis of the proposed method and on improving the preconditioner, 
in order to obtain a convergence rate of the PFCG that is independent 
of the mesh size, and achieve a scalable behaviour.

Data availability

The source code is available at https://github .com /pmatalon /
fhhos4.

Appendix A. Proof of Lemma 1

Let 𝑣ℎ
∈ ℙ𝑘(ℎ) and 𝑤

ℎ
∈ 𝑈

ℎ
. For all 𝑇 ∈ ℎ, Θ𝑇 𝑣𝑇

is by defini-

tion solution of (17). By linearity of 𝑎ℎ, combining both terms of (17)

yields

𝑎𝑇 (Θ𝑇
𝑣𝑇

, (𝑤𝑇 ,0)) = 0.

That being true for all 𝑇 ∈ ℎ proves the global counterpart

𝑎ℎ(Θℎ
𝑣ℎ

, (𝑤ℎ
,0)) = 0. (45)

By splitting 𝑤
ℎ

into (𝑤ℎ
, 0) + (0, 𝑤ℎ

) and by linearity of 𝑎ℎ, we have

𝑎ℎ(Θℎ
𝑣ℎ

,𝑤
ℎ
) = 𝑎ℎ(Θℎ

𝑣ℎ
, (𝑤ℎ

,0)) + 𝑎ℎ(Θℎ
𝑣ℎ

, (0,𝑤ℎ
)).

Property (45) allows to cancel the first term of the right-hand side. 
Then, by writing (0, 𝑤ℎ

) = (Θℎ
𝑤ℎ

, 𝑤ℎ
) − (Θℎ

𝑤ℎ
, 0) = Θ

ℎ
𝑤ℎ

−
(Θℎ

𝑤ℎ
, 0) and using the linearity of 𝑎ℎ, the second term rewrites

𝑎ℎ(Θℎ
𝑣ℎ

, (0,𝑤ℎ
)) = 𝑎ℎ(Θℎ

𝑣ℎ
,Θ

ℎ
𝑤ℎ

) − 𝑎ℎ(Θℎ
𝑣ℎ

, (Θℎ
𝑤ℎ

,0)).

(46)

https://github.com/pmatalon/fhhos4
https://github.com/pmatalon/fhhos4
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Table 2

Test case: 𝑁2 Cartesian elements, 𝜀 = 10−8. CPU times (in seconds) of the setup and iteration phases. In 
brackets: analogous quantity without preconditioning.

𝑁 = 32 64 128 256 512

𝑘 = 0 setup 0.4 (0.0) 0.9 (0.0) 1.9 (0.0) 3.9 (0.0) 10.7 (2.0)

iter. 0.1 (0.1) 0.3 (0.4) 1.8 (2.3) 9.4 (11.8) 50.8 (66.7)

𝑘 = 1 setup 1.2 (0.0) 2.8 (0.0) 5.7 (0.2) 13.9 (1.7) 41.0 (17.2)

iter. 0.2 (0.5) 1.1 (2.2) 6.3 (11.5) 34.1 (60.1) 194.9 (336.3)

𝑘 = 2 setup 4.8 (0.0) 10.1 (0.0) 22.0 (0.6) 51.0 (5.6) 147.8 (57.0)

iter. 0.6 (1.7) 3.5 (8.7) 20.1 (48.6) 109.1 (251.9) 646.2 (1450.4)

𝑘 = 3 setup 18.2 (0.0) 40.5 (0.1) 86.8 (1.2) 188.4 (13.4) 508.0 (155.7)

iter. 1.8 (6.3) 10.8 (33.2) 61.4 (177.3) 319.4 (1028.9) 2028.4 (6271.7)
Table 3

Test case: Cubic domain, unstructured tetrahedral mesh, 𝜀 = 10−8. 
Number of PFCG(𝛼 = 2) iterations, along with the setup and itera-

tion CPU times (in seconds) for 𝑘 = 0. In brackets: analogous quantity 
without preconditioning.

ℎ ≈ ℎ0 ℎ0∕2 ℎ0∕4 ℎ0∕8
Elements 3373 22,869 162,167 1,224,468

iter. counts 14 (29) 20 (40) 27 (50) 37 (68)

setup time 5.0 (0.1) 21.8 (1.1) 82.8 (8.6) 581.3 (64.2)

iter. time 5.3 (0.8) 24.4 (7.1) 41.1 (74.9) 759.4 (1362.1)

Using (45) again to cancel the last term of (46) finishes the proof of (20).
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