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Abstract—Businesses are dependent on mining of their Big Data more than ever and configuring clusters and frameworks to reach the
best performance is still one of the challenges. An accurate performance prediction of the Big Data application helps reducing costs
and SLA-violations with better tuning of the configuration parameters. Among the Big Data frameworks, Apache Spark is the widely
used and popular one, with the in-memory processing of graph-based workflows, usually running on top of the YARN cluster. While a
great number of attempts have been made to predict the execution time of Spark jobs, to the best of our knowledge, none of them
considered multiple simultaneous YARN queues and users in the underlying layer which, by the way, play a great role in the cluster’s
performance. We first presented a monolithic analytical model based on Stochastic Activity Networks (SANs) for the performance
evaluation of Spark applications running inside YARN queues submitted by multiple users. Then we improved the scalability of the
proposed model using the fixed-point technique and validated the accuracy of the model through real world experiments on TPC-DS
benchmark. We compared results of the proposed model in predicting the Spark job execution time with that of measurements and
reported a 5.6% average error for all the queues in experiment setups. While the first monolithic proposal was not feasible to study due
to the state-space explosion issue, the fixed-point approach is solvable in reasonable time and thus scalable.

Index Terms—Apache Spark, Big Data Frameworks, Analytical Modeling, Performance Evaluation, Fixed-point Method, Stochastic
Activity Network.
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1 INTRODUCTION

A LMOST every corner of the computer science is touched
by the challenges and opportunities introduced by Big

Data analytics. From Data Mining and Business Intelligence
to Internet of Things (IoT) and Databases are adopting
new technologies that are capable of storing and processing
huge amount of data [1]. Data volumes that are constantly
increasing in a pace not seen until today, bring difficulties
as well as chances. Over 500 centers around the world are
processing COVID-19 test results, looking for patterns and
opportunities to find a treatment [2]. Big Data frameworks
are, bar none, playing a great role in this industry, and
among them Apache Spark [3] is one of the most popular.

Prior to the introduction of Apache Spark, Hadoop
framework [4] was the dominant tool in Big Data era as the
perfect implementation of the MapReduce (MR) paradigm
[5] and still is continuing as the de-facto standard for the
underlying cluster setup. While both Spark and Hadoop
have their own scheduling mechanism, providers usually
use a more sophisticated layer named YARN [6]. Resource
management in the cluster is the specialization of the YARN
layer which is also equipped with two main scheduling
scheme, namely, Capacity and Fair.
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A considerable portion of data intensive businesses,
about 35% of them, are predicted to move to the data
marketplace in 2024, up from 25% in 2020 [2]. Thereby, it is
of paramount importance to improve efficiency and reduce
operating costs in Big Data infrastructure. At the same time,
however, each of above-mentioned layers and frameworks
are adding complexity to the whole system, widening the
state space of different configurations [7], [8]. The surge of
interest in breaking down this complexity, understanding its
behavior, and predicting it has led to a number of researches.
In order to manage a huge process and plan for it we
need to be able to predict its performance [9]. Accurate
prediction is necessary for both providers and end-users
since both are paying for the resources. The former is able
to avoid SLA violations and the latter can make budget-
aware decisions [10]. In the Cloud environment, in order
to avoid over-provisioning, it is sometimes possible to start
with the minimum amount of resources and then scale it up
on-demand, though this scale-up approach do not apply to
MR-based applications [11].

Too many details of the Spark framework along with
other parameters of the cluster makes it hard to have a
straightforward mathematical model for the job completion
time and more professional methods should be employed in
order to tackle the complexity. Simulation [12], [13], machine
learning [14], [15], [16], [17], and analytical modeling [18],
[19], [20] are three main approaches in the literature so
far. Efforts in building a Spark simulator have resulted
in a number of comprehensive ones which are capable of
copying the actual framework’s behavior [12] while their
utilization is time-consuming and needs an extra phase of
mastering the library. Different learning techniques from
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regression to neural networks are effective in estimating the
execution time of Spark applications, albeit tuned only for
a single criterion. Analytical modeling, on the other hand,
gives a greater insight into the system and takes less time to
solve.

Most of the proposals about performance modeling of
Big Data frameworks are either focused on conventional
architectures or have ignored important details of the Spark
nature. Unlike MR, Spark supports workflows in form of a
Directed Acyclic Graph (DAG) making it difficult to adopt
conventional models. Moreover, there are some aspects of
the YARN planning scheme not addressed in previous
works. Resources can be allocated to a hierarchy of queues
running in parallel based on the category or precedence.
The same level of multi-tenancy is also included inside
the queue itself and multiple users are welcome to submit
their jobs to the queues at once. Although considering these
details might increase the accuracy and practicality of the
model, it also introduces serious scalability issues.

To address the challenges above, and in order to in-
clude important details, we proposed an analytical model
based on Stochastic Activity Network (SAN) formalism
[21], [22] for multiple YARN queues running Spark appli-
cations submitted by multiple users. Our proposed model
is numerically solvable, thus enabling faster decisions. The
monolithic form of the model and its scalability problem
is first presented and then fixed-point iteration approach is
employed to make the model feasible. Capacity planning is
our choice of scheduling scheme since its wider adaptation
in industry and clusters are assumed homogeneous. The aim
of this modeling effort is to accurately predict the average
execution time of Spark applications in each YARN queue
and this claim is assessed through a set of TPC-DS bench-
mark [23] executions in a real cluster. Results show that the
proposed model is accurate enough with the average error
of 5.6% and at the same time scalable with few seconds of
solving time.

The rest of the paper is organized as follows. Section
2 illustrates the architecture of the target system. Section
3 gives a brief introduction to the SAN formalism and
section 4 presents the monolithic form of the proposed
prediction model along with its scalability issues. In order
to address these issues, a fixed-point approach is leveraged
in section 5 and its applicability is examined in section 6.
Section 7 discusses related work and section 8 concludes
this paper.

2 TARGET ARCHITECTURE

Before introducing the performance models, it is necessary
to discuss the details in the framework which are going to
be reflected in the proposed models. This section clarifies
the architecture of the target system along with assump-
tions about the Spark cluster, scheduler, and the application
execution model.

2.1 Spark

Spark has emerged as one of the most referred distributed
Big Data processing engines [24] which apart from the not so
novel parallelism, benefits from its high speed in-memory
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Fig. 2. The DAG including stages for a sample Spark application

calculations. Although Spark is available for standalone
usage and is equipped with its own file system, the more
popular scenario is the deployment on top of the Hadoop
cluster [18]. By doing so, developers can not only take
advantage of the mature HDFS, but also the comprehensive
stack of frameworks intertwined with Hadoop and most
notably, the YARN. YARN provides expert means for man-
aging resources, scheduling, and dividing applications into
separate queues of users. It is assumed in this paper that
Spark is running on top of the Hadoop-YARN cluster with
homogeneous resources as depicted in Fig. 1.

The hierarchical execution style of the Spark frame-
work is a key to handle the complexity together with the
parallelism. Applications which are submitted are realized
as one or more jobs which some are responsible for the
data fetching tasks and some others for doing the actual
processing. The data-flow inside each job is represented by
a Directed Acyclic Graph (DAG) including vertex and edge
concepts. The former stands for a Spark stage and the latter
shows the flow of the data from one stage to another. Stages
in Spark are meaningful encapsulation of tasks that can run
in parallel, knowing that each task is the atomic unit of
process. The structure of a sample application is shown in
Fig. 2.

The orchestration of concepts described above, however
is implemented behind the scene. SparkContext is the main
object of the application which holds the code as well as the
processes that user has defined. It is wrapped by the Driver
which is responsible for collaborating to other nodes and
is specific to a single application. The driver needs worker
nodes to do the computations and asks for them via the
cluster manager. Cluster manager here is assumed to be the
YARN but is not limited to. A worker node contains an exe-
cuter which performs individual tasks. The number of tasks
that can run in parallel inside an executer is equivalent to the
number of cores configured for the executer. Configuration
of each executer, namely, its memory and cores are user-
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defined.
Some other details of the application are embedded

inside the SparkContext. It will create a job whenever it
encounters an action inside the user program and forms
the execution DAG afterwards. According to the above-
mentioned, this DAG holds stages as well as the tasks
residing in them. The SparkContex rationale behind the
DAG formation is how the dataset is being transformed
from one state to another and relies on an abstraction named
Resilient Distributed Dataset (RDD) which is one of the
key characteristics of Spark framework. The first RDD is
the initial dataset and lazily transforms to other RDDs on-
demand, in the sense that all the mappings will be applied
at once and right when an action is triggered. Tracking
and saving changes on RDDs have enabled Spark to meet
the fault tolerance through the lineage. If an RDD is lost
eventually, this lineage helps Spark to build that RDD again
from scratch.

2.2 Capacity Scheduler
When multi-tenancy was added to the Hadoop architecture
for the first time FIFO was the scheme for the scheduling
but with the development of YARN, it became the expert
in scheduling with its comprehensive methods, namely,
Capacity and Fair planning. The former option is the more
common scheme [16] and easier to study due to the preemp-
tive nature of the latter one. Thus, here we have assumed
that the scheduling is being done in Capacity.

Instead of one FIFO queue of submitted applications,
Capacity planner allows multiple queues and guaranties
minimum amount of resources for each one. Users can
submit their applications to one of these queues according
to their estimation of resource demand. Hierarchical parent-
child structure is another feature of Capacity queues in
which there is a root queue by default which accesses all
of the resources and distributes them among its sub-queues.
This structure ends in leaves where actual applications are
running according to the configuration defined for their
current queue. This includes minimum and maximum of
resources it can consume as percentages of its parent queue.
Inside each queue scheduling is done in FIFO and user’s
acquired resources is also controlled by upper and lower
bounds as percentage of queue’s minimum capacity.

Free resources can be used by requesting applications in
order to increase utilization while under-provisioned ones
always have higher priorities to capture free resources. In-
side a queue, an application can start just when the previous
application has registered for enough resources to finish its
final stage.

2.3 Execution Model
In order to create a closed performance model, we need
to determine a further assumption that every user’s appli-
cation will be submitted again to the queue after a think
time. This scenario is not far from real world scenarios
where often a single application is executed over and over
possibly after assessing its results in previous run [25].
Finally, toward providing a more clear and understandable
environment to study, we have considered each queue is
dedicated to a specific application. This last assumption

again is not odd since one can simulate running different
applications in a single queue with multiple queues running
each of them.

3 INTRODUCTION TO SAN
Petri Nets (PNs) and their stochastic derivatives are useful
in modeling and evaluating computing systems specially
distributed ones and among them Stochastic Activity Net-
work (SAN) has a good tool support and is flexible enough
to model complex systems compared to other extensions
[26], [27], [28], e.g. Stochastic Petri Nets (SPNs) and Gener-
alized Stochastic Petri Nets (GSPNs). SAN which is actually
a probabilistic generalization of Activity Networks (ANs)
also benefits from novel features like activity time distri-
bution functions, reactivation predicates, and enabling rate
functions. While the formal definition is presented in [22],
an informal description of its basic elements is given below.

• Place: Places are similar to the places in PNs and
graphically are represented by circles.

• Timed activity: Timed activities are used for mod-
eling actions of the system whose duration affects
performance of the system under-study noticeably.
Graphically, timed activities are represented by thick
vertical bars or boxes. Any timed activity can have
several inputs and outputs. An input of a timed
activity can be a place or an input gate, and similarly
an output can be a place or an output gate. An activ-
ity distribution function, an enabling rate function,
and a computable predicate called the reactivation
predicate are associated to each timed activity.

• Instantaneous activity: Instantaneous activities are
used for modeling actions of the system which are
done in a negligible amount of time compared to
the other actions which can be modeled using timed
activities. Graphically, instantaneous activities are
represented by thin vertical bars. An instantaneous
activity can have several inputs and outputs.

• Input gate: Gates provide higher flexibility in defining
enabling and completion rules. An input gate has a
finite set of inputs and one output. A computable
predicate called enabling predicate and a computable
function called input function are associated to each
input gate.

• Output gate: An output gate has a finite set of outputs
and one input. A computable function called the
output function is associated to each output gate.

Applicability and effectiveness of SAN formalism covers a
wide range of expertises including Cloud Computing [27],
Computational Grids [28], and Computer Networks [26]
and is proved to be effective to analyze complex IT systems
performance.

4 MONOLITHIC MODEL

The monolithic form of the proposed model is presented
in this section for the simple scenario of two YARN queues
running Spark applications. The rest of the section addresses
the definition of the performance metric as well as the
scalability issues of the monolithic design.
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TABLE 1
Gate predicates/functions of the SAN model represented in Fig. 3

Name Feature Definition

OGSij
Function #PWij

= #PWij
+Nij

IGDij

Function #PDij
= #PDij

−Nij

Predicate #PDij
≥ Nij

IGNi

Function #PLi
= #PLi

− 1

Predicate (#PLi
> 0) && (#PWik

= 0)

IGRij

Function
#PWij

= #PWij
− 1

#PC = #PC − 1

Predicate

(#PWij
> 0) && (#PC > 0) && (

(
∑Ki

j=1 #PRij
< Si · C) ||

for each queue q, q 6= i :

(
∑Kq

j=1 #PWqj
= 0 ||∑Kq

j=1 #PRqj
≥ Sq · C)

)

4.1 SAN model description
As stated in section 2 we have assumed each queue is
running a specified application from one or more users,
therefore it is possible to reflect the workflow of the ap-
plication in the queue itself. Supposing there are two kinds
of applications with three and two consecutive stages which
are running in two separated queues in parallel by one or
more users, the execution model can be proposed as Fig. 3.
It consists of two main parts for each of the queues and a
place named PC which represents the available resources
as free cores and is initialized to contain C of them shared
among all queues.

Red dashed boxes indicate stages inside a Spark applica-
tion and the SAN sub-model proposed for them is the same
for all. Every stage starts with populating its tasks which
are Nij for the jth stage of the queue i. The instantaneous
activity IASij

and the output gate OGSij
together are

responsible for introducing Nij tokens to the place labeled
PWij

where tasks wait for acquisition of cores. Afterwards,
another instantaneous activity IARij

with the help of an
input gate named IGRij

provides free available cores to the
waiting tasks. It wraps the logic for the Capacity planning
scheme in resource allocation and depends on the share of
each queue which is denoted by Si. The detailed behavior
of all the input and output gates including their predicates
and functions are collected in Table 1. If according to IGRij

a free core matches a waiting task, IARij
then removes one

token from each of PWij
and PC and adds one to place PRij

where tokens simulate running tasks. The execution time of
each task is considered exponentially distributed with rate
µRij

thus the rate of timed activity TARij
which models

completion of tasks is µRij
multiplied by the number of

tokens in PRij
. Upon completion of a task TARij

takes a
token from PRij

and inserts a token to PDij
marking it as

done. When all tasks of the stage j are completed that is
when multiplicity of the place PDij

reaches Nij , the stage is
finished and IGDij

collects all of the tokens in PDij
.

Apart from the elements that are modeling the execu-

tion of stages, some others are necessary to complete the
workflow. Just when the last stage finishes, an instantaneous
activity dubbed IADi

puts a token in PDi
determining that

the application owned by one of the users in queue i is
done and the user can submit it again after some moments
of thinking. This think time is modeled by TATi

, a timed
activity with a marking dependent rate [(#PDi

) ·µTi
] which

is exponentially distributed and moves a token from PDi

to PSi
in every firing. Place PSi

is the starting point for
applications and holds Ni tokens initially equivalent to the
number of active users in the queue i.

Recalling from section 2, Capacity scheduler only lets
an application to start executing in a queue when the last
running one is provided with enough cores to finish its
finalizing stage. That is when PWij

becomes empty while
IASij

had been fired and prompted the starting of the stage
some time earlier. Thus, for the last stage of the ith queue,
Ki, the output gate OGSik

adds a token to a place named
PLi

in addition ot its normal function. A token in PLi
means

that the last stage is already started. Moreover, IANi
fires

when IGNi
has noticed an empty PWik

and a token in PLi
.

This firing introduces a new token to PNi
which in turn

enables the next waiting application to fire its first stage via
IASi1

. As might be expected the marking of the place PNi

is set to one initially.

4.2 Performance metric

One of the key characteristics of every Stochastic model is
the definition of the performance metric for which the model
is solved and represents the main concern of the designer.
Reward functions are the mechanism devised for some of
the formalisms based on Markov Reward Model (MRM)
such as SANs in order to formulate the performance metric
in terms of the state probability distribution. The measure
that we wish to assess for the model proposed in Fig. 3 is
the steady-state application execution time in each of the
queues. This is analogous to the time an application takes
to move from place PSi

to the place PDi
in average and is

modeled via the reward function Eq. 1

ri =
Ni

throughputIADi

− 1

µTi

(1)

where, ri is the reward function for the ith queue and
throughputIADi

is the rate IADi is fired and is computed
as following.

throughputIADi
= P(#PDik

= Nik − 1) · µRik
(2)

where P(#PDik
= Nik − 1) is the probability of being in

a state where all but one task of the last stage of the ith
queue are finished, so there are Nik−1 tokens in place PDik

and one token left to finish the entire job. This probability is
multiplied by µRik

, the rate of execution of a task.

4.3 State-space explosion

The proposed model’s complexity is proportional to the
number of states of the underlying MRM and the larger its
state space become, the more time-consuming it would be
to solve the model. In the case of the Fig. 3 state space size
is reported in Table 3 for different parameter assignments.
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Fig. 3. Monolithic SAN model proposed for a sample scenario of two Capacity queues

TABLE 2
Elements of the SAN model represented in Fig. 3

Name Description Rate/ Initial
marking

Name Description Rate/ Initial
marking

IASij
Start of the jth stage of ith queue PDi

Completed applications 0

PWij
Tasks waiting for resource 0 TATi

Thinking time [(#PDi
) ·µTi

]

IARij
Assignment of free cores to waiting tasks PSi

Users waiting to start their application Ni

PRij
Running tasks 0 PLi

Start of the last stage 0

TARij
Task execution time [(#PRij

)·µRij
] IANi

Enabling the next application to start

PDij
Completed tasks 0 PNi

Enabling the next application to start 1

IADi
Completion of an application

For the simple configuration of only 2 users in each queue,
stages with 32 tasks each, and 20 cores, the state space
grows to more than 2M in size which takes more than 42
minutes to generate. Provided that in real usage scenarios
of Spark applications, stages usually have hundreds of tasks
and plenty of resources, the monolithic model of Fig. 3 is
impractical and its scalability should be reconsidered. In the
next section the fixed-point iterations approach is proposed
in order to break down the complexity of the model and
a composite model is presented instead of the monolithic
style.

5 FIXED-POINT APPROACH

Recalling from the Table 3 state space size of the monolithic
proposal grows easily with the multiplicity of the param-
eters and falls short in meeting scalability requirements
even for simple scenarios. One of the key reasons is the
multiplication of markings in different queue sub-models

TABLE 3
State space size of the Fig. 3 for different parameter assignments

Users
in
each
queue
(Ni)

Tasks
in
each
stage
(Nij )

Cores
(C)

State space
size

State
space
generation
time (m)

2 40 10 1 333 885 17

2 50 10 1 945 905 18

2 32 20 > 2 154 000 > 42

3 20 10 939 085 8

3 30 10 2 153 389 39

3 30 20 > 2 154 000 > 29

in order to devise all possibilities of the whole state space.
Therefore, knowing that a single queue structure is com-
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Fig. 4. SAN model proposed for a decomposed queue

TABLE 4
Gate predicates/functions of the SAN model represented in Fig. 4

Name Feature Definition

IGR

Function #PC = #PC − 1

Predicate

(#PW = 1) && (#PC > 0) && (

(#PR <
∑Q

q=1,q 6=i Sq · C) ||

(
∑Ki

j=1 #PWij
= 0 )

)

IGRij

Function
#PWij

= #PWij
− 1

#PC = #PC − 1

Predicate

(#PWij
> 0) && (#PC > 0) && (

(
∑Ki

j=1 #PRij
< Si · C) ||

(#PW = 0 )

)

pletely tractable, a fragmentation scheme is presented in
this section in which each queue sub model is being solved
individually and fixed-point theorem [29], [30] is used in
order to estimate the final solution. Following describes the
decomposed model as well as the fixed-point approach to
solving proposed models.

5.1 SAN model description
Each queue sub model in the previously proposed mono-
lithic model is decoupled and is presented individually,
thus, instead of a single SAN model for the whole structure,
here a system of multiple SAN models are represented each
dedicated to one of the queues. These newly created models
are similar in general structure, therefore, a representative
example is shown in Fig. 4 which is decomposed equivalent
of the queue i in Fig. 3.

Some details of the queue i sub-model are hidden to
avoid repetition. In the lower sub-model the behavior of
all the other queues that are running in parallel is simpli-
fied and estimated by a SAN mechanism which simulates

TABLE 5
Elements of the SAN model represented in Fig. 4

Name Description Rate/ Initial
marking

PI All the other queues are in idle state 1

PW At least one of the other queues is
waiting for resources

0

PR Running tasks 0

TAW Time from idle to waiting µW

TAI Time from waiting to idle µI

TAR Task execution time µR

IAR Resource allocation

acquiring and returning cores by them as well as their
requests. It is important for the queue i whether there is any
other queue demanding resources. To model such behavior,
two places PI and PW are designed which represent the
idle and waiting state respectively. Initially PI contains one
token which means none of the other queues are requesting
for cores. At least one of the queues other then queue i
is asking for resource if a token is encountered in PW .
Timed activities TAW and TAI are simulating the transition
from idle to waiting state and vice versa respectively with
relevant rate parameters µW and µI . The acquisition of
resources by other queues is modeled by the input gate IGR

and its appointed instantaneous activity IAR. It takes a core
from PC and adds to place PR if there is a token in PW

and if cumulative share of other queues is greater than the
current number of acquired resources in PR. Gate functions
and predicates used in the model of Fig. 4 are collected in
Table 4 and a brief description of newly introduced elements
is given in Table 5. The exponentially distributed timed
activity TAR with rate µR fires upon completion of tasks
and frees resources to PC .

5.2 Parameter assignment
SAN model parameter assignment prior to reward compu-
tation is another important step in performance evaluation
scheme proposed in this paper. Some parameters of the
model are infrastructure related including the number of
users in each queue, think time, each queue’s capacity, and
number of all the available cores which in our proposed
SAN formalism are denoted with Ni, µT , Si, and C respec-
tively. Others are application specific, namely, the DAG of
each queue, number of tasks in each stage, and the average
time of task execution. Assuming that the DAG is specific
to the application and remains constant for different data
sizes it can be obtained once the application is submitted
and prior to the actual execution of the job since Spark
generates the DAG, right after the submission. In order
to estimate the average task execution time in each stage
of the application and therefore µRij

, micro-benchmarking
approaches can be employed, where the application is tested
against a small portion of the actual data and measurements
are then extrapolated to estimate that of actual run. The
same approach can be used to realize number of the tasks
in each stage, Nij . In this regard, learning-based method
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developed in [31] is proved practically accurate and is also
adopted in this paper.

While assignment of the above-mentioned parameters is
feasible, µW , µI , and µR are not known a priori. Rather
they can be computed in term of the results obtained from
solving individual queue sub-models according to Eq. 3 to
Eq. 5.

µW =

Q∑
q=1,q 6=i

µWq (3)

µR =

Q∑
q=1,q 6=i

µRq
(4)

µI = µW ·
PI

1− PI
(5)

where µWq is the rate of the transition from idle to waiting
state and µRq is the rate of task execution, both for the
queue q. Rates µI and µW are proportional to the steady
state probability of being in idle or waiting state, therefore,
PI is introduced in Eq. 5 as the steady state probability of
being in idle state which can be calculated by Eq. 6,

PI =

Q∏
q=1,q 6=i

PIq (6)

where PIq is the probability of queue q in idle state. So
far µW , µR, and µI are related to parameters in individual
queues for which we have designed reward functions.

rWq
=

Kq−1∑
j=1

P(#PDqj
= Nqj − 1 ∧#PRqj

= 1) · µRqj

+ P(#PDq
> 0) · µTq

(7)

The reward function for estimating µWq
is named rWq

. In
Eq. 7 for each stage j except the last one the probability that
one of the tasks is running and all the others are finished
is multiplied by the rate of task execution which indicates
the rate that stage j enables its next stage. The last stage
is not going to enable another stage and the first stage is
only enabled with rate µTq

if there is any token in the place
PDq

. Summing all these terms, the overall rate in which
queue q goes to waiting state can be calculated. In order to
estimate the value of µRq

reward function rRq
is proposed in

Eq. 8 where the marking dependent rate of task execution is
aggregated for all the stages and π(PRqj

) denotes the steady
state marking of place PRqj

.

rRq
=

Kq∑
j=1

π(PRqj
) · µRqj

(8)

Finally, rIq is designed for PIq estimation in Eq. 9 where
the probability that all the tasks of the stage are provisioned
or accomplished and none of them is waiting for resources is
summed for all stages. Also when jobs are waiting in place
PDq

and are not yet started, queue is in idle state.

rIq =

Kq∑
j=1

P(#PRqj +#PDqj = Nqj)

+ P(#PDq
> 0)

(9)
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Fig. 5. Fixed-point iterations depicted for a sample scenario of three
YARN queues

The performance metric designed in Eq. 1 is still applica-
ble in the decomposed model proposed in this section and
a fixed-point scheme is proposed next in order to circulate
parameters µWq

, µRq
, and PIq between sub-models which

facilitates realizing an estimation of this metric.

5.3 Fixed-point iterations
There is a circular dependency between individual queue
sub-models and definite solution of each of them is not
possible but a fixed-point scheme can be devised in which
each round of model solving increases the accuracy of
performance metrics until a threshold is reached. During
each iteration the output of one sub-model is input to others
while in the first round initial values are used for circulating
parameters. The fixed-point scheme is depicted in Fig. 5 for
the sake of clarity and for a sample case of three queues
running in parallel where red dashed line is showing the
order of model solving and central boxes are aggregating
updated single queue results to compute µW , µR, and µI

values. Through successive iterations, performance metric
designed in Eq. 1 for each queue sub-model converges to a
value which its existence is examined next.

5.4 Fixed-point existence
Fixed point variables are depicted in Fig. 5 for a sample case
of three queues but for the general case of Q queues the
fixed point equation can be written as below.

y = F (y) (10)

y = (µW1
, µW2

, ..., µWQ
,

µR1
, µR2

, ..., µRQ
,

PI1 ,PI2 , ...,PIQ)

(11)

In order to demonstrate existence of a solution to Eq. 10
we use Brouwers fixed point theorem [32]:

let F : C ⊂ Rn → Rn be continuous on the compact,
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convex set C and suppose that F (C) ⊆ C. Then, F has a fixed
point in C.

From Eq. 7 we can derive lower and upper bounds
of µWi

values as 0 and (K − 1)µR + µT , respectively,
assuming that K = max(Ki), 1 ≤ i ≤ Q is the
largest number of stages among all queues and
µR = max(µRij

), 1 ≤ i ≤ Q, 1 ≤ j ≤ Ki is the greatest
task execution rate among all stages of all queues. Similarly,
µRi

is bounded between 0 and KNµR according to Eq. 8,
assuming that N = max(Nij), 1 ≤ i ≤ Q, 1 ≤ j ≤ Ki is
the biggest number of tasks among all stages of all queues.
Finally, knowing that PIi is a probability closed in [0, 1],
then we can define the set C as:

C = {y = (µW1 , µW2 , ..., µWQ
,

µR1
, µR2

, ..., µRQ
,

PI1 ,PI2 , ...,PIQ),

µWi
∈[0, (K − 1)µR + µT ],

µRi
∈[0,KNµR],

PIi ∈[0, 1]}

(12)

According to Heine-Borel theorem, if a subset of the
euclidean space Rn is closed and bounded then it is also
compact, therefore, C defined in Eq. 12 is compact knowing
that all of its n-tuples are closed and bounded. Next we
show that C is convex. The set C is convex if, given two
elements x ∈ C and y ∈ C, the element tx + (1 − t)y,
with t ∈ [0, 1] belongs to C. Since members of C are n-
vectors lets consider the ith component of y, and define
zi = txi + (1 − t)yi. maximum value of zi happens when
xi = yi = max(yi), so zi is bounded by max(yi) and
consequently txi + (1− t)yi ∈ [0,max(yi)].

A vector function F is continuous over the set C if its
component functions Fi are continuous over C, for each
y ∈ C. That is, for each ŷ ∈ C, limy→ŷ Fi(y) = Fi(ŷ).
Component functions of F are those declared from Eq. 7
to Eq. 9 for which the limit converges to its (finite) value at
ŷ and therefore they are continuous. Hence, F is continuous
over C and a solution exists for the fixed point equation of
Eq. 10.

6 ANALYTICAL AND EXPERIMENTAL RESULTS

Extensive experiments performed in order to asses the ac-
curacy and feasibility of the model proposed in Fig. 5 with
regards to the performance measure defined in Eq. 1. The
results of measurements from real world experiments are
compared to those of analytically solving the fixed point
model and errors are reported relatively denoted by θ.

θ =

∣∣∣∣τ − TT
∣∣∣∣ (13)

Where τ stands for the execution times obtained analytically
from the proposed SAN model and T denotes those mea-
sured from experiments. Numerical solutions for proposed
SAN models are acquired using the state-of-the-art tool,
Mobius [33], and its iterative steady state solver. In order
to successively solve each sub-model of Fig. 5 and auto-
matically pass parameters among them a script employed
which stops when the difference between τ values of the last

Output: r1, r2, ... , rQ
1: µW1

, µW2
, ... , µWQ

← initial values
2: µR1

, µR2
, ... , µRQ

← initial values
3: PI1 , PI2 , ... , PIQ ← initial values
4: r′1, r

′
2, ... , r

′
Q ← initial values

5: converge← false
6: while converge = false do
7: converge← true
8: for q = 1 to Q do
9: compute µW , µR, PI for qth queue

10: solve the sub-model of qth queue
11: update µWq

, µRq
, PIq , rq

12: if
∣∣rq − r′q∣∣ /r′q ≥ δ then

13: converge← false
14: end if
15: end for
16: r′1, r

′
2, ... , r

′
Q ← r1, r2, ... , rQ

17: end while
18: return r1, r2, ... , rQ

Fig. 6. Fixed point iterations pseudo-code

iteration and the current iteration falls under a threshold,
implying the convergence to the fixed point. The script
is represented as a pseudo-code in Fig. 6 where δ is the
convergence threshold and is assigned to 0.01 throughout
this paper. Tests show that the fixed point is reached in
no more than 4 iterations, thus the convergence is fast.
However, solving time of the model is reported in Table 6
and Table 7. Numerical analysis is performed on a personal
computer with an i5 Intel processor and 6 GB of memory.

The workload of experiments is provided with the well-
known TPC-DS benchmark which is frequently used in
industry and literature for characterizing Big Data systems
and includes data and query generators. TPC-DS Kit 1 is put
into use as an edition of TPC-DS v2.10 with some bug fixes
and improvements. The dataset generated for this setup is
500 GB in size and is tested against queries 20, 40, 52, and
84 of the TPC-DS query table in different configurations.
These queries are of variety of DAGs from two to four stages
each containing hundreds of tasks. The profile of each query,
namely its DAG, number of tasks in each stage (Nij), and
average task execution time in each stage (µRij

) is realized
through 10 time pilot execution of the query. The learning-
based technique presented in [31] made it possible for us to
accurately find out above-mentioned input parameters for
the actual size dataset from micro-executions by dividing
stages into two sets, namely, those which scale with increas-
ing in the data size and those which remain more or less
constant. More information about the selected queries can
be found in the TPC-DS documentation and is omitted here
to conserve space. Also for the sake of reproducibility, traces
of the experiments, SAN model description, and fixed-point
iteration script are distributed online 2.

Spark 2.4.1 release is installed on top of the Hadoop
version 3.1.1 cluster comprising 4 VMs each configured with
10 cores and 25 GB of Memory. Each executor has 2 GB of
memory and a single dedicated core while 10 GB of RAM

1. github.com/gregrahn/tpcds-kit
2. github.com/mohsenasm/Spark-Fixed-Point-SAN-Model-Paper

github.com/gregrahn/tpcds-kit
github.com/mohsenasm/Spark-Fixed-Point-SAN-Model-Paper
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TABLE 6
Real and predicted execution times for 2 queues scenario

# Queue Nq Query Sq T (ms) τ (ms) θ (%) Solving
(%) time (s)

1 1 2 52 50 51 630 51 305 0.63
30

2 1 52 50 52 162 52 105 0.11

2 1 2 52 50 83 046 66 470 19.96
39

2 2 20 50 52 423 53 650 2.34

3 1 2 20 40 55 104 55 060 0.08
155

2 3 40 60 285 880 280 305 1.95

4 1 1 84 30 29 005 32 172 10.92
73

2 2 20 70 32 734 32 655 0.24

5 1 1 52 20 76 281 77 410 1.48
126

2 3 84 80 26 506 26 342 0.62

6 1 2 40 50 252 590 289 847 14.75
181

2 1 40 50 274 719 309 636 12.71

7 1 2 20 40 37 332 39 639 6.18
61

2 3 20 60 32 186 34 030 5.73

8 1 2 84 30 28 055 30 049 7.13
156

2 2 84 70 27 309 26 198 4.07

9 1 1 52 20 92 132 80 901 12.19
75

2 1 40 80 313 521 294 396 6.1

and 5 cores are set aside for the YARN’s nodemanager.
The cluster is able to consume up to 20 executors in all of
the trials. Results are reported in Table 6 and Table 7 for
scenarios of 2 and 3 parallel queues respectively. Each queue
is tested with different values as its share of the resources
and the maximum possible allocation is set to 100% in case
other queues are idle.

According to Table 6 and Table 7 the proposed SAN
model along with the fixed-point scheme is able to predict
the execution time of Spark jobs on YARN queues with the
average error of 5.9% and 5.4% for scenario of 2 and 3 par-
allel queues respectively, which is an acceptable error and
proves that numerical results are accurate enough. While
the reported accuracy is an indicator of the effectiveness of
the proposed prediction tool, capturing the behavior of the
target system is another advantage that arrives thanks to
the power of analytical modeling and is not easily obtained
in learning-based methods. An example is the decrease of
the average execution time observed when increasing the
number of users in a queue. This is due to the overlapping
of two consecutive jobs and is also captured in the numerical
results of the SAN model. Following is another possible
application of the proposed model.

6.1 Minimizing the makespan

In many use cases, particularly, minimizing the makespan,
it is favorable to balance execution times in different YARN
queues. Imposing such equity among queues results in
minimized makespan, which is the completion time of the
queue with the longest job. Analytical prediction models are
useful in finding the most suitable capacity partitioning and
here we tested the practicality of our fixed-point model in
this regard. We conducted experiments on a representative
scenario of two YARN queues running queries 52 and 84
each by a single user and capacity percentages that vary
from 90% to 10%.

90 80 70 60 50 40 30 20 10
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Fig. 7. Makespan analysis for different capacity configurations

Results of experiments are depicted in Fig. 7 with dashed
lines which show that an approximate capacity partition of
75% for the query 52 and 25% for the query 84 leads to
the almost same execution time for both queues and there-
fore optimal makespan. The analytical fixed-point model
proposed in this paper is also solved for similar configu-
rations and numerical results are illustrated in solid lines.
Intersection of numerical lines is just about the one that was
obtained from experiments. This implies that the execution
time prediction proposed in model of Fig. 5 is useful in
finding a proper allocation scheme between YARN queues
in order to minimize the overall makespan.

7 RELATED WORK

Recently, a notable amount of research is conducted in
order to break down the complexity of Big Data processing
frameworks, from early ones such as Hadoop to those more
recent like Spark. Their approach to model the performance
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TABLE 7
Real and predicted execution times for 3 queues scenario

# Queue Nq Query Sq T (ms) τ (ms) θ (%) Solving
(%) time (s)

1
1 1 52 20 81 960 97 483 18.94

842 1 20 30 41 063 49 115 19.61

3 1 40 50 279 585 286 295 2.4

2
1 1 40 20 431 389 353 955 17.95

1822 2 84 30 49 897 48 969 1.86

3 3 52 50 72 317 72 852 0.74

3
1 2 52 30 109 241 119 663 9.54

602 2 20 30 56 702 54 184 4.44

3 2 20 40 49 698 49 445 0.51

4
1 2 52 30 97 671 110 114 12.74

472 2 20 30 54 797 54 813 0.03

3 1 20 40 55 339 52 688 4.79

5
1 1 40 30 306 785 301 109 1.85

1502 1 20 30 58 052 56 496 2.68

3 2 84 40 33 182 33 584 1.21

6
1 1 40 25 321 554 317 181 1.36

1132 1 20 25 54 730 57 330 4.75

3 3 52 50 79 079 78 557 0.66

7
1 3 52 33 102 579 103 543 0.94

762 2 52 33 133 755 125 328 6.3

3 2 52 34 127 184 126 256 0.73

of the framework can be classified mainly as learning-based,
analytical, or simulation and their aim is to better tune the
configuration parameters, improve resource management,
or identify faulty behaviors. Here, we try to introduce differ-
ent viewpoints and discuss their strengths and weaknesses
starting from the most recent ones.

Both simulation and analytical approaches are leveraged
in [18] in order to predict the execution time of Spark
jobs and the error of different methods are compared with
regard to sample benchmarks showing that the simulator
is the most accurate with 5.7% error. Although they have
presented an analytical model based on queuing networks,
simulation is used in order to solve the model instead of
numerical methods. This is also the case in [34] where
authors have proposed a model based on process algebra
for Spark and solved it using simulation tool. The proposed
formalism, however, is limited to a number of tasks running
in parallel and lacks the power to expressive more complex
DAGs. Other examples of simulation efforts are [12], [13]
which have proposed comprehensive simulators to study a
distributed system.

A considerable portion of both analytical and learning-
based approaches have reported the employment of sam-
pling and micro-benchmarking. In several researches [11],
[35], [36], [37], linear regression of selected sample exe-
cutions are considered as the predictor for the actual-size
performance of Hadoop application. Based on a similar
sampling approach, more sophisticated learning techniques
have been adopted such as deep reinforcement learning
[14] or combining multiple regression models each for a
single stage of the whole application, [15]. Regarding the
feature selection challenge, authors in [16] have investigated
a comprehensive list of features from the application to the
underlying infrastructure and then trained multiple models

in order to compare accuracies.

A mathematical formulation has been proposed in [19]
for Spark job completion time based on an assumption
that stages in independent branches of the DAG are all
running in parallel which is not always the case in reality
and also they have ignored the synchronization waiting
time between the end of a stage and starting of the next
stage. From a geometrical viewpoint every configuration of
YARN cluster parameters can be seen as a point in an n-
dimensional coordinate system where interrelation of exe-
cution time with parameters can be expressed as a surface.
This computational geometry idea was seen through by [20]
where authors used sampling in order to construct the mesh.
While accuracy of the prediction is acceptable, choosing
the proper set of dimensions needs trials and might vary
for different applications. A black-box formulation of the
execution time in Spark is presented in [31], dividing pro-
cessing phases into two groups, namely those scaling with
the data size and others which remain constant. The former
group is then predicted from statistics gathered from sample
executions. Authors in [38] targeted the problem of latency
prediction in fork-join environments with analytical models
and more particularly with closed-form solutions realized
for queuing networks. Employment of stochastic formalisms
is still popular and in one of the most recent ones, [39], a
Petri-net model is proposed as a Representative of stream
processing in Spark.
In our previous work [40], in order to alleviate the scalability
issue of predicting multi-queue YARN environment we con-
sidered lumping technique which introduced a significant
error of about 15%. The contribution was built upon the
efforts for developing analytical models for single queue
scenarios in [41], [42]. We closely examined the state-of-the-
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art in this area and more precisely those specific to Spark
which to the best of our knowledge have not considered
multiplicity of nor the users neither the queues. The details
of the YARN scheduling mechanism despite the wide adop-
tion in industry, is also rarely explored in literature.

8 CONCLUSIONS AND FUTURE WORK

In this paper we presented a numeric analytic model based
on SAN formalism for the performance evaluation of Spark
jobs running on a YARN cluster considering the multiplicity
of YARN queues and users. Due to the low scalability
of the monolithic design we then decomposed the model
into sub-models each representing a single YARN queue
negotiating parameters in a fixed-point scheme. We tested
the accuracy and feasibility of numerical results obtained
from solving the model against benchmark experiments
which showed acceptable errors and low running times for
a variety of configurations. Average error of 5.6% proves the
applicability of the model as a prediction tool which can be
useful in resource management decisions and Service Level
Agreements.

Interesting follow-up research can be centered around
utilizing the presented model in optimizing cluster parame-
ters with the aim of decreasing operating costs or frequency
of SLA-violations. More accurate and faster profiling ap-
proaches can also be leveraged in order to further increase
the prediction accuracy or lower the solving time.
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