

View

Online


Export
Citation

CrossMark

RESEARCH ARTICLE |  JULY 05 2023

Versatile and robust reconstruction of extreme-ultraviolet
pulses down to the attosecond regime 
Gian Luca Dolso  ; Giacomo Inzani  ; Nicola Di Palo   ; Bruno Moio  ; Fabio Medeghini;
Rocío Borrego-Varillas  ; Mauro Nisoli  ; Matteo Lucchini 

APL Photonics 8, 076101 (2023)
https://doi.org/10.1063/5.0145325

 06 July 2023 07:08:36

https://pubs.aip.org/aip/app/article/8/7/076101/2900806/Versatile-and-robust-reconstruction-of-extreme
https://pubs.aip.org/aip/app/article/8/7/076101/2900806/Versatile-and-robust-reconstruction-of-extreme?pdfCoverIconEvent=cite
https://pubs.aip.org/aip/app/article/8/7/076101/2900806/Versatile-and-robust-reconstruction-of-extreme?pdfCoverIconEvent=crossmark
javascript:;
https://orcid.org/0000-0002-7441-2660
javascript:;
https://orcid.org/0000-0002-0864-5976
javascript:;
https://orcid.org/0000-0001-8386-6990
javascript:;
https://orcid.org/0000-0001-9649-7362
javascript:;
javascript:;
https://orcid.org/0000-0002-4499-0558
javascript:;
https://orcid.org/0000-0003-2309-732X
javascript:;
https://orcid.org/0000-0001-6476-100X
javascript:;
https://doi.org/10.1063/5.0145325
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2119951&setID=592934&channelID=0&CID=777517&banID=521114002&PID=0&textadID=0&tc=1&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fapp%22%5D&mt=1688627315991646&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fapp%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0145325%2F18024039%2F076101_1_5.0145325.pdf&hc=17a10ef1aa335284489948c41de1b1458c74ca8f&location=


APL Photonics ARTICLE pubs.aip.org/aip/app

Versatile and robust reconstruction
of extreme-ultraviolet pulses down
to the attosecond regime

Cite as: APL Photon. 8, 076101 (2023); doi: 10.1063/5.0145325
Submitted: 5 February 2023 • Accepted: 13 June 2023 •
Published Online: 5 July 2023

Gian Luca Dolso,1 Giacomo Inzani,1 Nicola Di Palo,1,a) Bruno Moio,1 Fabio Medeghini,1

Rocío Borrego-Varillas,2 Mauro Nisoli,1 ,2 and Matteo Lucchini1 ,2

AFFILIATIONS
1 Department of Physics, Politecnico di Milano, 20133 Milano, Italy
2 Institute for Photonics and Nanotechnologies, IFN-CNR, 20133 Milano, Italy

a)Author to whom correspondence should be addressed: nicola.dipalo@polimi.it

ABSTRACT
A reliable and complete temporal characterization of ultrashort pulses is a crucial requisite for the correct interpretation of time-resolved
experiments. This task is particularly challenging in the extreme-ultraviolet (XUV) spectral region, where usually different approaches are
employed depending on the exact temporal structure of the pulses. Here we propose and validate against both simulated and experimen-
tal data a novel approach for the reconstruction of ultrashort XUV pulses produced by high-order harmonic generation in gases for three
different conditions: isolated attosecond pulses, attosecond pulse trains, and few-femtosecond pulses obtained by spectral selection of single
harmonics. The core of the method, named simplified trace reconstruction in the perturbative regime (STRIPE), is a novel mathematical
description providing a simplified picture of the two-color photoionization process. This new approach is capable of accurately retrieving
the temporal characteristics of the XUV pulses with notably reduced computational costs compared to other currently used reconstruction
techniques. Direct comparison to standard approaches proves it to be superior in terms of flexibility, reliability, and robustness against noise
and acquisition artifacts, making STRIPE a promising tool for pulse characterization.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0145325

I. INTRODUCTION

Extreme-ultraviolet (XUV) pulses with ultrashort duration,
down to the attosecond regime, are unique tools capable of accessing
electronic and nuclear dynamics in atoms, molecules, and solids.1,2

A crucial prerequisite for a detailed analysis of time-resolved mea-
surements is a precise knowledge of the temporal characteristics of
the pulses employed in the experiments. As a matter of fact, the
development of complete and robust characterization methods has
been one of the primary objectives of attosecond science. At first, to
prove the generation of attosecond pulses, and later, to allow a cor-
rect interpretation of spectroscopic data and explore the true limits
of attosecond time-resolved techniques in the matter.3–16

Ultrashort XUV pulses are usually produced by means of
high-order harmonic generation (HHG), in which intense infrared
(IR) driving pulses are focused on noble gases. Depending on the

duration of the IR pulses and on the experimental setup, isolated
attosecond pulses (IAPs), attosecond pulse trains (APTs), or few-
femtosecond XUV pulses obtained by spectral selection of single
harmonics (SHs) can be generated.2 Despite their quite different
properties, the temporal characterization of these pulses can be
retrieved by performing two-color (IR/XUV) photoemission experi-
ments on atomic targets, employing the so-called attosecond streak-
camera approach.17 In this method, the spectral amplitude of the
photoemitted electrons is directly measured as a function of the rel-
ative delay between XUV and IR pulses. The spectral phase is then
reconstructed from the measured spectrogram by employing itera-
tive algorithms, using an approach similar to the frequency-resolved
optical gating (FROG) technique18 employed in the case of visi-
ble/infrared femtosecond pulses. The temporal properties of both
XUV and IR pulses can be fully characterized since they determine
the final photoelectron spectrum.
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Over the years, considerable effort has been invested in improv-
ing reconstruction in terms of robustness against experimental
non-idealities,19,20 applicability range,21 and accuracy.22–27 How-
ever, a versatile, reliable, and fast method applicable to ultrashort
XUV pulses irrespective of their temporal structure (i.e., IAPs,
APTs, or few-femtosecond XUV pulses) and robust against typical
experimental difficulties (noise, detection artifacts) is still lacking.
While the characterization of IAPs from a two-color photoelectron
spectrogram is nowadays well established and can also count on
alternative approaches,28–31 the reconstruction in the case of APTs
and SHs is more critical. In this latter case, for example, the narrower
bandwidth of the XUV radiation, the lost sub-cycle resolution, and
the absence of sensitive interference structures challenge standard
reconstruction techniques , which may fail if proper data optimiza-
tion is not performed prior to reconstruction.32 As a result, a proper
characterization of the most advanced light sources, such as x-ray
free-electron lasers, is not always possible.33 Bucking the present
trend , which increases the reconstruction complexity by includ-
ing additional effects like angular averaging,34 partial coherence,35

and the target dipole,36 in this work we introduce a conceptually
novel approach that simplifies the treatment. Due to the less complex
mathematical form, the spectrogram can be reconstructed through
a non-linear fitting procedure based on a semi-analytical expres-
sion for the involved IR and XUV electric fields, allowing for the
use of a significantly reduced set of fit parameters. This increases
the versatility, allowing for the inclusion of additional information
on the experimental parameters in the retrieval, ultimately enhanc-
ing the accuracy of the reconstruction and the robustness against
experimental imperfections.

The method, named simplified trace reconstruction in the
perturbative regime (STRIPE), is first validated against simula-
tions, proving its applicability to extreme cases that cannot be
treated with standard approaches. STRIPE is then applied to experi-
mental photoelectron spectrograms generated by IAPs, APTs, and
few-fs SHs. Thanks to the possibility of considering independent
measurements of the radiation photon spectra and the acquisition
system instrumental response function (IRF), a detailed compari-
son with standard ptychographic reconstruction37 proves STRIPE
to be superior in terms of computational costs and consistency of
the results. Additionally, STRIPE can be naturally applied to differ-
ential spectrograms obtained by subtracting from the pump-probe
trace the XUV-only photoelectron spectrum measured at each delay
to achieve higher robustness against noise. We note that while this
solution might be adopted with other existing methods, it is not
for granted that blind-FROG approaches will converge when con-
strained to work on differential spectrograms with fixed spectral
amplitudes. Our results, thus, prove STRIPE to be particularly pow-
erful when dealing with non-ideal traces, realizing a key prerequisite
for the correct development of extreme time-resolved spectroscopy.

II. MATHEMATICAL MODEL
The most commonly used techniques for the reconstruction

of attosecond pulses are based on the attosecond streak camera
principle,17 for which a schematic is reported in Fig. 1(a). The
attosecond radiation, typically in the XUV, ionizes an atomic target
away from resonances so that the photoemitted electron wavepacket
can be considered a temporal copy of the ionizing pulses.38 An

intense IR pulse (IIR ∼ 1010–1012 W/cm2) acts as a phase modulator
changing the photoelectron spectrum , which is collected by a spec-
trometer [typically a time-of-flight (TOF) spectrometer]. Within the
strong field approximation, the photoelectron spectrum is given by
the Fourier transform of the scattering amplitude between the initial
atomic bound state and the final state of the electron, approximated
with a Volkov wave.39,40

The resulting collection of photoelectron spectra as a function
of the electron final energy hω and the relative delay τ between the
pulses (hereafter spectrogram) can be written as (atomic units are
used),41

S(ω, τ) = ∣∫
∞

−∞

Ex(t − τ)e−iφ(t,p)ei(Ip+ω)tdt∣
2
, (1)

where the atomic dipole that describes XUV photoionization is
assumed to be constant within the energy region of interest. Ex(t)
is the XUV electric field, Ip is the target ionization potential, and
ω is the electron kinetic energy, connected to the particle’s final
momentum p by the relation ω = p2

/2. The phase term

φ(t, p) = ∫
∞

t
[pA(t′) +

1
2

A2
(t′)]dt′, (2)

often called the quantum phase, describes the interaction between
the IR vector potential, A(t), and the photoelectron in the contin-
uum. The above-mentioned equations hold within the framework
of the Strong Field Approximation (SFA) and, therefore, neglect
Coulomb effects, which may, however, become relevant at photon
energies close to the ionization potential of the target. A spectro-
gram simulated with Eq. (1) for chirped XUV and IR pulses with
transform-limited full-width at half-maximum (FWHM) durations
of 350 as and 5 fs, respectively, is presented in Fig. 1(b). As a result
of the interaction, S(ω, τ) depends on both the temporal proper-
ties of the IR and XUV, allowing for their reconstruction through
iterative algorithms, usually based on an approximated version
of Eq. (1). The most commonly used approximation is the so-
called central momentum approximation (CMA), for which the final
electron momentum p in Eq. (2) is substituted with its central value
pc. This allows S(ω, τ) to be written as the Fourier transform of the
product between two functions of time, one depending solely on the
XUV field and the other on the IR,

S(ω, τ) ≃ ∣∫
∞

−∞

Ex(t − τ)e−iφ(t,pc)ei(Ip+ω)tdt∣
2
, (3)

which can be treated in a FROG-like approach18 using standard iter-
ative algorithms.37,42,43 If φ does not vary significantly within the
energy region of interest, which is usually true when the photo-
electron central kinetic energy is much larger than its bandwidth,
the CMA does not introduce a large error [Fig. 1(c)]. It is worth
noticing that this is the assumption upon which the large majority
of the known reconstruction algorithms are based, and it does not
represent a limitation specific to STRIPE. Keathley and co-workers
have shown that the CMA can be relaxed in blind FROG meth-
ods at considerable additional computational costs.23 We foresee
that STRIPE could be extended in a similar fashion to avoid CMA,
but its investigation goes beyond the scope of this work. Here, we
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FIG. 1. (a) Schematic of the two-color ionization process where the emitted electron acquires a phase φ = ∫
∞

t [pA + A2

2
]dt′. (b) and (e) Streaking spectrogram computed

with the strong-field-approximation (SFA) formula, Eq. (1), or the STRIPE model, Eq. (4), respectively. (c), (d), and (f) Difference between the SFA calculations , which
consider the full quantum phase φ, and computations with an increasing number of approximations: introducing the CMA, (c), neglecting A2, (d), and the SVEA (STRIPE
model), (f). Relevant parameters used in the simulations: XUV and IR transform limited time durations: 350 as and 5 fs. GDD on the XUV: 0.02 fs2, on the IR: 1 fs2. IR intensity:
5 × 1011 W/cm2. IR central wavelength 810 nm, XUV central energy ∼35 eV. Photoelectrons are produced by the ionization of Neon atoms.

follow the opposite approach and simplify the mathematical treat-
ment of S(ω, τ) to obtain a versatile, quick, and yet reliable recon-
struction. Starting from Eq. (3), we follow a perturbative approach44

and neglect the A2 term in Eq. (2). If the field is not too strong
(around 1011 W/cm2), the error introduced is smaller than the one
coming from the CMA [Fig. 1(d)]. Finally, if the IR envelope varies
slowly in time (slowly-varying envelope approximation, SVEA),44

the spectrogram can be rewritten in the form

S(ω, τ) ≃ ∣∫
∞

−∞

Ex(t − τ)e
i Pc

ω2
0

E(t)
ei(Ip+ω)tdt∣

2

, (4)

where E(t) = − dA(t)
dt is the IR electric field and ω0 is its central

frequency.
The streaking trace simulated with Eq. (4) and for the same

parameters as in Fig. 1(b) is displayed in Fig. 1(e). Despite being an
extreme case, which uses a relatively strong (IIR = 5 × 1011 W/cm2)
and short (roughly 5 fs) IR pulse and an XUV pulse with low
central energy, certainly challenging CMA, SVEA, and the pertur-
bative approximation, all the relevant features of the spectrogram
are reproduced, and the error with respect to Eq. (1) stays below
14% [Fig. 1(f)]. To provide a more precise estimate of the error
produced at each step of approximation, we computed the differ-
ence between the spectrogram produced with the SFA model and
the trace obtained with an increasing number of approximations for
the considered choice of XUV and IR pulses [see Figs. 1(c), 1(d),

and 1(f)]. In particular, we calculated the root mean square (rms)
error associated with Fig. 1(c) (CMA), Fig. 1(d) (CMA+perturbative
regime), and Fig. 1(f) (CMA+perturbative regime+SVEA), which
amounts to 5.7 × 10−6, 6.1 × 10−6, and 1.1 × 10−4, respectively.
For the chosen set of parameters, while removing the A2 term pro-
duces a negligible effect (rms error ∼10−7), the largest error comes
from the use of the SVEA approximation for a two-optical-cycle IR
pulse. Noteworthy, the calculated rms errors are orders of magnitude
lower than typical errors obtained for the reconstruction of noisy
experimental data, usually in the 10−2–10−3 range.

The error introduced because of the above-mentioned approx-
imations strongly depends on the IR pulse duration and peak
intensity. Figure 2 shows the evolution of the rms error for the
simulation parameters of Fig. 1(b) when the IR duration or peak
intensity is changed. We observe that the rms error increases by
less than a factor two also for sub-2-cycle pulse durations (<5.32 fs)
and that an intensity increment of an order of magnitude is needed
to obtain a comparable error increment for 6.7 fs pulses. This
shows that with longer and weaker IR pulses, the additional error
introduced by the approximations becomes negligible, and Eq. (4)
provides a simple description of the photoelectron spectrogram that
can be used to develop a versatile non-linear fitting procedure capa-
ble of reconstructing the temporal properties of the IR and XUV
pulses. This is the core idea at the basis of STRIPE, which we will
show to offer significant advantages in terms of computational speed
and convergence, especially with a noisy and imperfect acquisition
scheme.
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FIG. 2. Quantitative analysis of the error introduced by STRIPE as a function of IR pulse duration (a) and intensity (b). The red dots correspond to the values used for the
simulation presented in Fig. 1(b) of the manuscript. In (a), the IR intensity is fixed and equal to 5 × 1011 W/cm2, while the duration in (b) is set to 6.7 fs.

III. ALGORITHM DESCRIPTION
The simplified theoretical model described by Eq. (4) lies at

the heart of the STRIPE algorithm. In particular, the entire STRIPE
reconstruction is performed in MATLAB on a standard personal
computer and uses a 2D non-linear least squares optimization pro-
cedure based on the trust region reflective algorithm as implemented
in the standard MATLAB curve fitting toolbox. The fit procedure
minimizes the difference between the experimental spectrogram and
the one produced with Eq. (4) as a function of the IR and XUV
complex electric fields, where the initial guesses for the pulses are
defined in the spectral domain. The IR pulse is written in the form
of a product between the modulus of the pulse spectrum, E0(ω), and
a polynomial phase,

Ê(ω) = E0(ω) exp [i
N

∑

n=2

D(n)

n!
(ω − ω0)

n
]. (5)

In its more general implementation, both the parameters that
describe the analytical form of E0(ω) and the coefficients D(n) are fit-
ting parameters in the retrieval. Since Eq. (5) is not suited to describe
the spectral behavior of an APT , which is not an even function of
time, the XUV spectrum is instead written as the sum of two delayed
contributions,

Êx(ω) = A(ω)eiϕ(ω)
+ αA(ω)eiϕ′(ω)+iωτ , (6)

where the scalar α is a free parameter of the fit, ϕ(ω) and ϕ′(ω) are
two energy dependent phases of the form in Eq. (5), and the real
amplitude A(ω) is related to the XUV spectrum Êx(ω) by

A(ω) =
∣Êx(ω)∣

√

1 + α2
+ 2α cos (ϕ′ − ϕ + ωτ)

. (7)

This allows fitting complex phase profiles, which can be present, for
example, in the case of a main XUV pulse followed by a delayed
satellite, without adding too many terms in the Fourier or Taylor
expansion of the phase. Please note that the term A(ω) does not
necessarily represent an individual pulse; in the case of APT, for
example, it describes a train of pulses in time.

For all the reconstructions presented in this work, the set of
functions used to describe both pulses is the following: the IR pulse

is described by a Gaussian envelope , which multiplies a fourth-order
polynomial phase term. The XUV pulse is described by two delayed
contributions, as indicated in Eq. (6), where the amplitude spectrum
is always kept fixed as a constraint while the fit routine reconstructs
the two phase terms, each one described by a third-order expansion.
This specific choice turned out to successfully model all the pairs of
XUV and IR pulses investigated in our study. We note that since
both the IR and XUV spectral intensities can be set to the experi-
mental ones, the choice of the fitting function used to describe the
radiation becomes less critical as it is limited to a correct descrip-
tion of the pulse spectral phases, often achieved with a polynomial.
While independent knowledge of the radiation spectra surely assures
faster and more accurate reconstruction, STRIPE can also run with-
out this information. In such a case, the spectral amplitudes need to
be properly modeled with a sum of analytical functions, increasing
the number of fit parameters to be retrieved. We found this proce-
dure to give comparable results, provided that an educated guess of
the spectral shape of the pulses can be performed.

It is worth noting that there exists another reconstruction
algorithm, called Phase Retrieval by Omega Oscillation Filter-
ing (PROOF),45 which assumes the XUV spectral amplitude to
be known and retrieves only its spectral phase in the pertur-
bative regime. While PROOF does not need to assume any
specific functional form for the XUV phase, it is normally employed
for the reconstruction of IAPs and does not allow retrieving the
IR temporal profile. Although this technique has been recently
improved to include processes described in second-order pertur-
bation theory,46,47 the perturbative approximation performed in
PROOF is more severe than the one at the core of STRIPE, possibly
limiting its applicability.

The simplified theoretical description of the physics under-
lying two-color photoionization allows for a versatile and fast
retrieval of the involved IR and XUV pulses due to the small set of
parameters that can be employed to describe the physical process
within the discussed approximations. The achieved theoretical com-
pactness translates into the possibility of including within the fitting
procedure any additional information that may be known experi-
mentally, with the goal of enhancing the robustness and accuracy of
the retrieval. Such information, as discussed in the following, may
include the measured spectra of the IR and XUV pulses, the IR-off
photoelectron spectrum, and the instrumental response function of
the electron detection system.
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IV. ALGORITHM VALIDATION
In order to validate STRIPE, we first tested the algorithm on

simulated traces and compared its results with the output of a stan-
dard algorithm like the extended ptychographic iterative engine
(ePIE).37 At first, we applied our method to ideal traces, and later
we investigated its performance with noisy traces and in the case of
distorted traces, e.g., due to a finite instrumental response function
(IRF) of the acquisition system.

A. Reconstruction of simulated traces
The left side of the first column in Figs. 3(a), 3(d), and 3(g) (left

side) shows the spectrograms simulated in neon with the strong field
approximation (SFA) formula of Eq. (1) for an SH (top row), an APT
(middle row), and an IAP (bottom row). The initial XUV [Figs. 3(b),
3(e), and 3(h)] and IR [Figs. 3(c), 3(f), and 3(i)] pulses used to
simulate the spectrograms are reported in the last two columns on
the right with solid gray curves. For the SH and APT, the IR has
an intensity FWHM duration of 16 fs and a peak intensity IIR = 1
× 1011 W/cm2. In the IAP case, the IR lasts for ∼6.7 fs, and IIR
= 5 × 1011 W/cm2. The STRIPE reconstructed spectrograms are dis-
played in the right panels of the first column of Figs. 3(a), 3(d), and
3(g) (right side), while the retrieved pulses are marked in the last two
columns by the red dashed curves. In the same panels, the blue dot-
ted curves are the result of an ePIE reconstruction. To estimate the

consistency of the obtained results, we run several STRIPE retrievals
for each spectrogram with 100 different initial guesses, reporting
error bars corresponding to twice the standard deviation over the
whole set of reconstructions.

We found STRIPE to correctly reconstruct both the IR and
the XUV radiation in all the cases, with accuracy comparable to
the one given by ePIE (compare the blue and red error bars),
but with considerably increased reconstruction speed. While ePIE
requires about 10 min to converge on a personal computer for a
1500 (energy) ×250 (delay) point dataset, STRIPE reconstructions
of equivalent resolution are obtained in ≤1 min. The time needed to
reach fit convergence with STRIPE is mainly dependent on the size
of the data matrix to reconstruct. We found no significant change in
reconstruction speed for the reported datasets of similar size.

Interestingly, the results are accurate also for the spectrogram
generated by an IAP (bottom row in Fig. 3), where the CMA is
stressed by the broad XUV bandwidth, while the perturbative regime
and the SVEA are challenged by the intense and short IR pulse.
However, it is worth noticing that the STRIPE reconstruction error
appears to increase by a factor of 10 between the IAP and the APT
[compare the red error bars in Figs. 3(h) and 3(e)]. This is due to the
increased complexity of the spectrogram and the increasing number
of non-trivial features that must be fitted. The same trend (increasing
error) is observed for ePIE [compare the blue error bars in Figs. 3(h)
and 3(e)].

FIG. 3. The left panels of the first column display the spectrograms simulated with the SFA model of Eq. (1) for the case of a single harmonic [SH, (a)], an attosecond pulse
train [APT, (d)], and an isolated attosecond pulse [IAP, (g)]. The STRIPE reconstructed spectrograms for each case are reported on the right side of the same figures. The
second column [panels (b), (e), and (h)] shows the simulated (solid gray), the ePIE (blue dotted), and the STRIPE (red dashed) retrieved XUV pulses in spectral amplitude
and phase. With the same color coding, the IR pulses, simulated or reconstructed with ePIE and STRIPE, are reported in the last column on the right [panels (c), (f), and
(i)]. Due to the loss of temporal resolution, only the IR envelope is shown in the SH case. In all panels, the insets display a representative error bar calculated as twice the
standard deviation over several reconstructions performed by varying the initial guess both for STRIPE (red) and ePIE (blue). Only the spectral phase of the XUV radiation is
reconstructed with STRIPE. In the related panels, the presented error bars thus refer to the spectral phase both for STRIPE and ePIE in order to allow a direct comparison.
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B. Noisy and imperfect traces
The simplicity and flexibility of STRIPE allow for its appli-

cation to cases that cannot be treated with standard algorithms,
e.g., extremely noisy traces. Figure 4(a) shows the spectrogram,
S(ω, τ), generated by a double attosecond pulse with non-trivial
spectral phase [gray curves in Fig. 4(e)] and an ∼8 fs IR pulse [gray
curve in Fig. 4(f)]. To simulate a realistic experiment, we added
noise with a white component, a component proportional to the
signal strength, and a 1/f component in lab time. Experimentally,
this latter phenomenon originates mainly from the instabilities of
the laser parameters. The rather low resulting signal-to-noise ratio
(SNR = 1.5 where the signal is higher than 1%) prevents the cor-
rect reconstruction through standard algorithms. Even in the case of
ePIE, characterized by relatively high robustness against noise,37,48

the retrieved IR and XUV pulses [blue-dotted curves in Figs. 3(e)
and 3(f)], significantly deviate from the exact solution.

Figure 4(b) reports the related IR-off spectrogram, S0(ω, τ),
obtained by simulating an XUV-only photoelectron spectrum at
each delay immediately after the acquisition of a two-color spectrum
as it would be done in a real pump-on/pump-off acquisition scheme.
As the low-frequency component of the noise is almost identical in
the two spectrograms, the differential trace ΔS = S(ω, τ) − S0(ω, τ)

[Fig. 4(c)] inherently exhibits a lower noise content. Due to its ver-
satility, STRIPE can be modified to run on the differential trace,
in contrast to standard algorithms, greatly increasing the overall
robustness against noise. In this case, the moduli of the IR and
XUV spectra, ∣Ê(ω)∣ and ∣Êx(ω)∣, are fixed to the experimental ones,
e.g., measured independently with a spectrometer. The algorithm
updates only the spectral phases, fitting directly ΔS(ω, τ). We found
this approach particularly useful with non-ideal traces for two main
reasons: (i) as the measurement of the photon spectrum is usually
way more accurate than the detection of the photoelectron spec-
trum, this procedure delivers self-consistent reconstructions and
allows us to account for acquisition artifacts; (ii) in this imple-
mentation, the algorithm updates only the spectral phases, fitting
directly ΔS(ω, τ) , which is inherently more robust against noise.
The result is shown in Fig. 4(d), and the reconstructed XUV and IR
pulses are reported in Figs. 4(e) and 4(f) by the red-dashed curves.
Both quantities are retrieved with high accuracy despite the extreme
noise level, whereas the ePIE reconstruction cannot properly retrieve
the spectro-temporal characteristics of the pulses. Despite being
relatively robust against noise [proven to perform better than the
principal components generalized projections algorithm (PCGPA)
and the least squares generalized projections algorithm (LSGPA)37],

FIG. 4. Simulated pump-on (a) and pump-off (b) acquisition of a noisy photoelectron trace. (c) Resulting differential photoelectron trace obtained by performing the difference
between the data in (a) and (b). (d) STRIPE reconstruction of the differential trace. (e) Simulated (gray), ePIE (dotted blue), and STRIPE (dashed red) reconstructed XUV
spectral amplitude and phase. (f) Simulated, ePIE and STRIPE reconstructions of the IR pulse [same color coding as in (e)]. In panels (e) and (f), the insets display the
maximum error bar calculated as twice the standard deviation over several STRIPE reconstructions with different initial guesses.
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ePIE interprets any feature in the spectrogram as real, seriously chal-
lenging the code convergence49 and leading to a spectrally broader
and noisy reconstructed XUV pulse [Fig. 4(e)]. STRIPE, instead,
exhibits a stronger rejection of noise, achieved by performing the
retrieval on the differential spectrogram. Indeed, the simple opera-
tion of collecting IR-off spectra and computing the differential trace
already has the effect of reducing the noise level significantly, as
seen from Figs. 4(a)–4(c). Finally, STRIPE is based on a nonlinear
fitting procedure that uses semi-analytical functions, and this nat-
urally leads to high robustness with respect to residual noise, as
any unphysical feature in the differential spectrogram that cannot
be described by the underlying mathematical model is intrinsically
rejected.

The capability to account for additional physical constraints
enhances the convergence speed and allows treating other experi-
mental non-idealities directly during reconstruction. A remarkable
example is the finite IRF of the electron acquisition system. While
the energy resolution of a typical TOF spectrometer in the XUV
spectral region is on the order of tens of meVs,50 the overall response
of the electronic acquisition system and spatial average in the

interaction geometry51 can reduce the effective resolution to hun-
dreds of meVs.40 Even if this is normally sufficient to properly collect
broad spectra such as the ones generated by IAPs, it can prevent the
correct acquisition of narrow spectra (i.e., SH ionization) or in the
presence of sharp spectral features (e.g., ionization by APTs).

Figure 5(a) shows the simulated photoelectron spectrum
obtained by ionizing Ne with harmonic 39 (intensity FWHM dura-
tion of 4 fs and central energy of about 60.5 eV) and acquired with
a Gaussian IRF having an FWHM of 250 meV (orange curve in the
inset). Due to the IRF, the electron spectrum (green curve) is signif-
icantly broader than the photon spectrum (black curve). As a result,
standard reconstruction algorithms, which assume the two spectra
to be identical, will predict a significantly shorter XUV pulse of
about 3 fs duration [compare the ePIE reconstruction, blue-dotted
curve, with the exact solution, gray solid curve, in Fig. 5(d)]. It is
worth noticing that the deconvolution problem is ill-posed.52 There-
fore, it is not always possible to remove the effect of the IRF by
deconvoluting the reconstruction results. If the IRF can be reason-
ably modeled, STRIPE allows for solving this issue by running the
algorithm over the raw differential trace [Fig. 4(b)] while fixing the

FIG. 5. (a) Comparison between the photon spectrum of a single harmonic (black curve) and the associated photoelectron spectrum shifted by the Ne ionization potential
(green curve), obtained in the case of a non-instantaneous IRF (orange curve in the inset). (b) and (c) Simulated and STRIPE reconstructed differential trace. (d) Simulated
(gray), ePIE (dotted blue), and STRIPE (dashed red) reconstructed XUV spectral amplitude and phase. The inset shows the associated XUV temporal profile. (e) Simulated,
ePIE and STRIPE reconstructions of the IR pulse [same color coding as in (d)]. In panels (d) and (e), the insets display the maximum error bar calculated as twice the
standard deviation over several STRIPE (red) and ePIE (blue) reconstructions with different initial guesses.
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actual XUV photon spectrum. At each iteration, the calculated ΔS
is convoluted by the IRF before being compared with the input so
that its effect is directly included in the reconstruction. The result
is shown in Fig. 5(c), and the associated XUV and IR pulses are
reported in Figs. 5(d) and 5(e) (red-dashed curves). STRIPE per-
fectly retrieves the actual pulses, despite the significant distortion
introduced by the IRF. It is worth noticing that, in principle, one
could apply a similar scheme and include the IRF in standard recon-
struction algorithms. However, the additional convolution opera-
tion repeated at each iteration may significantly alter the functioning
of a traditional ePIE implementation, where the way IR and XUV
are updated makes them strongly interlaced. An abrupt change in
the retrieved XUV spectrum during the iterations, as induced by the
required convolution step, would need careful implementation and
could seriously hinder convergence. This problem is circumvented
in STRIPE due to the higher flexibility of its mathematical model,
which allows one to directly implement an additional constraint as
the IRF for the XUV spectrum.

V. APPLICATION TO EXPERIMENTAL TRACES

The results presented in the previous sections prove STRIPE to
be a valuable tool for pulse characterization, with accuracy at least
comparable to that of other available reconstruction algorithms yet
with increased versatility and robustness. However, a good recon-
struction method is of broad interest if it is proven to be applicable
to both simulated and experimental data.

The first column on the left in Figs. 6(a), 6(e), and 6(i) (left side)
shows the experimental ΔS(ω, τ) obtained by ionizing Ne with an
SH (top row, 23rd harmonic selected by a time-delay compensated
monochromator53), and APT (middle row), and an IAP (bottom
row). The IR intensity used with the SH is 2.5 × 1011 W/cm2,
while with the APT and IAP, the intensity was set to 1.1 and
3 × 1012 W/cm2, respectively. The differential spectrograms recon-
structed with STRIPE are reported on the right side of the same
column [Figs. 6(a), 6(e), and 6(i), right side]. In all cases, the XUV
spectra are fixed to the ones independently obtained with photon

FIG. 6. The left panels in the first column [panels (a), (e), and (i), left side] display the experimental differential spectrograms obtained in Ne with a SH (a), an APT (e), and
an IAP (i). The STRIPE reconstructions for each case are reported on the right side of the same figures. The second [panels (b), (f), and (j)] and third [panels (c), (g), and (k)]
columns show the ePIE (blue dotted) and STRIPE (red solid) retrieved IR and XUV temporal profiles, respectively. With the same color coding, the XUV spectral amplitude
and phase are reported in the last column on the right [panels (d), (h), and (l)]. Due to the loss of temporal resolution, only the IR envelope is shown in the SH case. In all
panels, the shaded area represents twice the standard deviation over several STRIPE (red) and ePIE (blue) reconstructions with different initial guesses. If the error was too
small or impossible to read on the plot, the maximum standard deviation is reported in a separate inset (red for STRIPE, blue for ePIE).
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spectrometers, and the experimental IRF is accounted for. The
retrieved temporal profiles of the IR and XUV pulses are shown in
the second [Figs. 6(b), 6(f), and 6(j)] and third [Figs. 6(c), 6(g), and
6(k)] columns, respectively. The last column on the right displays
the XUV spectral amplitude and phase [Figs. 6(d), 6(h), and 6(l)]. In
all these panels, the STRIPE outcome (red solid curves) is compared
to the ePIE reconstruction (blue dotted curves).

While STRIPE and ePIE results qualitatively agree in all cases,
the advantages of our method become evident in the cases of SH and
APT, where ePIE fails to perfectly reproduce the photon spectrum
(identical to the red curve in the last column on the right), thus pre-
dicting a shorter harmonic pulse [Fig. 6(c)] and underestimating the
relative strength of the pulses in the APT [Fig. 6(g)]. Indeed, the tem-
poral profile of the APT reconstructed by ePIE shows a nonphysical
modulation of the pulse amplitudes, where one pulse every two in
the train is amplified. This effect originates from finite IRF and the
non-zero photoelectron counts between two consecutive harmonic
peaks , which are interpreted as real by ePIE. Moreover, this also
deeply affects the IR pulse reconstruction, shortening its duration
[Fig. 6(g)]. Finally, for the case of the IAP, ePIE and STRIPE recon-
structions largely agree despite the use of a short and intense IR
pulse, which seriously challenges the applicability of our algorithm.

The results of Figs. 6(d) and 6(l) seem to suggest that STRIPE
retrieves a stronger TOD if compared to ePIE. We note that this is
accidental and not linked to an inherent difference in the sensitivity
of STRIPE to higher spectral dispersion orders. Indeed, the simu-
lations reported in Fig. 3 show that both methods are capable of
reconstructing non-flat spectral phases. The qualitatively different
phases retrieved with the experimental data can be explained by con-
sidering that the two algorithms also retrieve appreciably different
spectral amplitudes.

It is important to stress that the experimental data in Fig. 6 has
not been manipulated before reconstruction. While it is true that
post-processing data optimization may improve the ePIE results,
one needs to be aware that any manipulation of experimental data
inevitably includes a certain degree of arbitrariness, for instance, the
operations of background removal or noise filtering. In this regard,
the goal of our investigation is to introduce a new reconstruction
algorithm that can run over raw experimental data, substantially
reducing this degree of arbitrariness to a minimum, if not to zero.

VI. CONCLUSIONS
In this work, we have introduced a new approach called STRIPE

for the reconstruction of attosecond and femtosecond pulses from
two-color photoelectron spectrograms. At first, the method was
tested against simulated data and compared to standard FROG-
like algorithms, revealing comparable accuracy with significantly
reduced computational costs. Moreover, the higher flexibility of
STRIPE allows it to be run on differential traces, imposing the
radiation spectra to match the experimental ones and including
a finite IRF of the detection system. This strongly enhances the
code’s convergence and robustness against noise, allowing for the
reconstruction of extremely noisy or distorted traces where stan-
dard approaches fail. Finally, we applied STRIPE to experimental
traces, proving it to be capable of successfully reconstructing XUV
pulses ranging from a few-fs pulse to an attosecond pulse train

or an isolated attosecond pulse. The availability of a fast, versa-
tile, and reliable method for ultrashort pulse characterization opens
the way to the characterization of novel advanced light sources and
low signal-to-noise traces, which are of key importance for a wide
class of time-resolved experiments that strongly depend on the accu-
racy of the determination of the temporal properties of the light
pulses.
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