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Abstract: In this research, we focused on armed conflicts and related violence. The study reviewed
the use of machine learning to predict the likelihood of conflict escalation and the role of conditioning
factors. The results showed that machine learning and predictive models could help identify conflict-
prone locations and geospatial factors contributing to conflict escalation. The study found 46 relevant
papers and emphasized the importance of considering unique predictors and conditioning factors for
each conflict. It was found that the conflict susceptibility of a region is influenced principally by its
socioeconomic conditions and its political/governance factors. We concluded that machine learning
has the potential to be a valuable tool in conflict analysis and, therefore, it can be an asset in conflict
mitigation and prevention, but the accuracy of the models depends on data quality and the careful
selection of conditioning factors. Future research should aim to refine the methodology for more
accurate prediction of the models.
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1. Introduction

According to the data collected by Uppsala University [1], 294 distinct armed conflicts
have occurred in various places around the world since 1946. Considering that there are
various types of conflict definitions, including intrastate and internal conflicts, we used the
definition described in the United Nations terminology database, UNTERM (https://unterm.
un.org/unterm2/en/ (accessed on 30 July 2023)): armed conflict is a situation in which
there is resort to the use of armed forces between States or a protracted resort to the use of
armed forces between governmental authorities and organized armed groups or between
such groups within a State or the use of armed forces between governmental authorities
and organized armed groups or between such groups within a State [2].

Sustainable Development Goal 16 calls upon all United Nations Member States to
“promote peaceful and inclusive societies for sustainable development” [3]. It has been
argued that SDG 16 is the most important goal, without which, none of the other goals
can be sustained [4]. The effect of armed conflicts is enormous, for example, there were
over 1,590,374 battle-related deaths only for the post-Cold War period from 1989 to 2021 [5]
(Figure 1). War is a development issue. War kills, but the consequences extend far beyond
these direct deaths. In addition to battlefield casualties, armed conflicts often lead to forced
migration, refugee flows, capital flight, and the destruction of societies’ infrastructure.
Social, political, and economic institutions are indelibly harmed. The consequences of war,
and especially civil war, on development are profound [6].

Many complex factors lead to conflicts. Some conditions that increase the likelihood of
armed conflicts include the inability of governments to provide good basic governance and
the protection of their own populations [7]. Various publications referring to the factors
that lead to the conflicts use different terms for such phenomena. Some literature refer to
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them as drivers of conflicts, others as conditioning factors, and factors that conditioned the
evolution of a conflict. Today, armed conflicts are still among the biggest threats to human
societies, and identifying the potential drivers is an area of intense scientific research [8].
The potential factors that influence the conflict have been identified in the scientific research
literature, including poverty [9], income inequality [10], economic struggle [11], weak
governance [12], a preexisting history of conflicts [13], financial assets from natural resource
exploitation [14], ethnic fractionalization [15–17], vulnerability to natural disasters [18],
and climate change [19]. Referring to the last point, however, after years of research, there
has been no consensus among scholars regarding whether or how climate influences the
risk of armed conflict [19]. Various organizations have recognized the significance of using
conditioning factors in conflict research and analysis. The Joint Research Centre (JRC) of
the European Commission launched the Index for Risk Management (INFORM) project
in 2012 [20], a significant milestone in the field for assessing risks. INFORM is a global,
open-source risk assessment tool for humanitarian crises and disasters on a national level.
This project leverages conditioning factors to assess and predict crisis risks. Another project
launched in 2017 by Uppsala University—the ViEWS (Violence Early Warning System)
project—provides predictions for where armed conflicts are likely to occur on a national
level [21]. While organizations like the JRC and Uppsala University focus on applying
conditioning factors and machine learning techniques to identify risks at a global or regional
level, other scholars emphasize the importance of identifying local dynamics in conflict
analysis and predictions [15,22] including personal grudges and local power struggles,
which often play a significant role in the onset of a conflict, thereby emphasizing the need
for a case-by-case study of conflicts.
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Over the past decade, machine learning techniques and predictive models have
evolved as powerful instruments for predicting conflicts due to their ability to handle
vast amounts of data, recognize complex patterns, and generate reliable predictions. Ma-
chine learning techniques allow us to capitalize on the increasing availability of data
relevant to conflict studies. This includes standard socioeconomic indicators and data on
climate change, population movements, social media trends, etc. The capacity of machine
learning to integrate and depict insights from this vast and diverse data landscape is an-
other factor propelling its increased use in the field. The aspects of using machine learning
and predictive models for identifying the likelihood of conflicts have been introduced
previously. However, the specific application of machine learning technology to delineate
conditioning factors and predict the onset of new conflicts has gained momentum only
in the past few years. This emerging focus reflects the growing recognition of the mul-
tifaceted nature of conflicts and the need to approach prediction from a comprehensive,
multidimensional perspective.



ISPRS Int. J. Geo-Inf. 2023, 12, 322 3 of 22

For this study, the research on the state-of-the-art methodology is crucial to identify
the list of conditioning factors that may lead to the escalation of conflicts. Thus, this study
evaluated the available literature on the application of machine learning to identify the
likelihood of conflict escalation and conditioning factors and their role in conflict escalation.
The conditioning factors identified in this study support the application of machine learning
technology to conflict susceptibility research for conflict-prone locations worldwide. The
conditioning factors identified in this study provide a ground basis for applying machine
learning technology in conflict susceptibility research. By leveraging these cutting-edge
techniques, we can uncover deeper insights into conflict triggers and offer more nuanced
predictions about conflict escalation.

2. Methodology

This research focused on identifying a combination of conditioning factors that can be
used to determine the likelihood of the eruption of new conflicts and the use in machine
learning for susceptibility research. The list of conditioning factors is subject to several
preconceived factors, for example, data availability, geographic conditions, and type of con-
flicts. Considering the above, the list of conditioning factors should be applied specifically
to an individual case study.

This paper argues that conditioning factors play a specific role in conflict escalation.
The conflict conditioning factors list includes various social-economic aspects, agricultural
practices, availability of natural resources, governance practices, climate change, pollution,
and different types of terrain and elevation levels.

The methodology for detecting conflicts in the area of interest incorporated data science
and machine learning processes. Data science methods have been remarkably effective
in flexibly accommodating conditional relationships to uncover differential effects across
locations [23]. This requires training and validation datasets and conditioning factors. Then,
the machine learning algorithms were applied to produce conflict susceptibility to identify
the locations with a high likelihood of conflict eruption. Historical armed conflict datasets
were used for the training and validation datasets. The factors that play an essential role
in the outbreak of conflicts were used as conditioning factors. The process of employing
training and validation datasets, and conditioning factors is described in Figure 2.
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The principle focus of this research was to identify the conditioning factors and locating
suitable publicly available data sources to develop a model for predicting the likelihood of
conflicts. Figure 2 provides the basic principles and methodology of the concept. Following
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the identification of training, validation, and conditioning factor datasets, we employed
various machine learning techniques to build the models. These techniques included data
pre-processing, splitting the conflict data into training and validation datasets using the
principle of an 80/20 split, developing models with various machine learning algorithms,
validating the models’ accuracy, and finally producing conflict susceptibility products
depicting the likelihood of conflict eruption.

Data preprocessing is a critical step in applying machine learning applications [24]
to conflict susceptibility and developing models for conflict prediction. These models
rely on a broad spectrum of publicly available, unstructured data sources that provide
data in different models and formats, using different spatial and temporal resolutions
and scales. Often, these sources contain inconsistencies, missing values, and noise. The
goal of data preprocessing is to transform this raw data into a clean, standardized format
that machine learning algorithms can efficiently process. To split the conflict data into
training and validation datasets, we used the standard principle of an 80/20 split [25].
This principle provides a balance between training the model to recognize patterns from
the conflict datasets (ACLED and UCDP) and evaluating its performance on unseen data.
The following step involved the deployment of suitable machine learning algorithms. For
example, widely used machine learning algorithms with robust capabilities like Random
Forests (RFs), Neural Networks (NNs), and Support Vector Machines (SVMs), were utilized
to construct the conflict prediction models. Each algorithm has its strengths and weaknesses.
The final stage of applying the machine learning techniques included the validation of
the models. Model validation is an important step in our methodology to ensure the
models’ accuracy, reliability, and generalizability. Several key metrics and techniques can
be applied to assess different aspects of model performance. Among these, the Area Under
the Receiver Operating Characteristic curve (AUC-ROC) is a crucial metric used in binary
classification tasks [26]. Based on the identified accuracy of the models, the appropriate
products for the prediction of conflict onset can be selected.

Figure 3 presents the workflow procedure for the literature review of predicting conflict
susceptibility using machine learning technologies, which includes indexing databases for the
retrieval of articles, screening based on inclusion or exclusion criteria, sorting the articles based
on the number of citations, and extraction of the relevant information from each article. The
search was conducted using two search engines: Web of Science (https://www.webofscince.
com (accessed on 30 July 2023)) and Scopus (https://scopus.com (accessed on 30 July 2023)).
The literature search in both search engines was conducted using keywords to optimize the
review process. The following queries were prepared for the search criteria in both Web of
Science and Scopus.

The initial (“Armed conflicts”) AND (“Machine Learning”) search provided 80 results
from Web of Science and 72 papers from Scopus. Further searches in the returned re-
sult using the search words “predictors” or “conditioning factors” provided an even
more limited number of publications—46 papers (the list of publications is given in the
Supplementary Materials).

The 46 publications were thoroughly reviewed and considered for selection or exclu-
sion based on the following criteria:

1. Articles were selected if:

(a) Publication was peer-reviewed.
(b) Publication reported on the use of conditioning factors and/or predictors in

machine learning model development for conflict forecasting.
(c) Publication included a list of factors affecting the onset of wars or conflicts.

2. Articles were excluded if:

(a) Publication was not related to conflicts and machine learning.
(b) Full text was not available.
(c) Publication was not available in English.
(d) Publication did not have a DOI.

https://www.webofscince.com
https://www.webofscince.com
https://scopus.com
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After filtering the articles, 18 publications were identified that provide specific condi-
tioning factors or predictors and provide examples of applying them in a machine learning
process for conflict onset prediction research.

Figure 4 presents a diagram of the publication categories, such as “Machine Learning
and Computer Science”, “Political Science”, “Environmental Science”, “Multidisciplinary
Science”, etc. and the year when the article was published. The diagram shows that the
large majority of selected articles were related to “Machine Learning and Computer Science”
and “Political Science” and a large number of articles was published after 2019.

ISPRS Int. J. Geo-Inf. 2023, 12, x FOR PEER REVIEW 6 of 23 
 

 

utilized in two articles each. Other methods, such as Support Vector Machine (SVM), Dy-
namic Elastic Net, and Naive Bayesian, were only used once. 

 
Figure 4. Diagram representing publication categories and the year of publication (Web of Science 
2023). 

The most challenging aspect of the process is identifying the list of conditioning fac-
tors to be used. While criteria such as population and GDP are frequently employed, oth-
ers, such as pollution and poverty, are less commonly used. To address this, we developed 
a comprehensive list of the conditioning factors cited in the literature and assigned a pri-
ority to each. 

The significance of a conditioning factor was determined by the number of publica-
tions and the frequency of citations in the articles where it is mentioned. This ranking 
system determined the priority of applying these factors in the machine learning process. 
However, compared to the number of times a factor was mentioned in an article, the num-
ber of publications was substantially lower. Therefore, to normalize both variables, we 
used the Min-Max method. 

Min-Max normalization is a technique that linearly transforms the original data, 
number of publications, and the times cited into a range from 0 to 1. The Min-Max nor-
malization formula is given by x − min(x)/(max(x) − min(x)), where x is the value that 
needs to be normalized, min(x) is the minimum value in the dataset, and max(x) is the 
maximum value in the dataset. We conduct the Min-Max normalization process separately 
for the number of publications (PubN’) and the number of citations (TCit’). To determine 
the normalized importance of the conditioning factors, which are based on both PubN’ 
and TCit’, we calculated the mean between both variables. The normalized importance of 
conditioning factors (NImportanceCF) is equal to the mean of the normalized publication 
number (PubN’) and the normalized number of citations (TCit’) on the Web of Science 
platform. To identify the priorities of the conditioning factors, we rescaled the normalized 
importance of the conditioning factors from a range of [0, 1] to [0, 10] by multiplying the 
importance of the conditioning factor by 10. 

Figure 4. Diagram representing publication categories and the year of publication (Web of Science 2023).



ISPRS Int. J. Geo-Inf. 2023, 12, 322 6 of 22

It is noteworthy that 15 out of the 18 papers were published after 2017. The majority
of the topics and locations covered by these publications focused on global or regional
analyses. Specifically, seven papers concentrated on the global scale, four on the African
continent, and three on subcontinental African regions. Additionally, four studies focus
on country-specific topics of interest, namely India [19], Liberia [27], Kenya [28], and
Colombia and Indonesia [19,29]. The Random Forest technique was employed in eight
research articles for machine learning processes. In contrast, Boosted Regression Trees (BRT),
Logistic Regression, Gradient Boosting, and Neural Network algorithms were utilized in
two articles each. Other methods, such as Support Vector Machine (SVM), Dynamic Elastic
Net, and Naive Bayesian, were only used once.

The most challenging aspect of the process is identifying the list of conditioning factors
to be used. While criteria such as population and GDP are frequently employed, others,
such as pollution and poverty, are less commonly used. To address this, we developed a
comprehensive list of the conditioning factors cited in the literature and assigned a priority
to each.

The significance of a conditioning factor was determined by the number of publications
and the frequency of citations in the articles where it is mentioned. This ranking system
determined the priority of applying these factors in the machine learning process. However,
compared to the number of times a factor was mentioned in an article, the number of
publications was substantially lower. Therefore, to normalize both variables, we used the
Min-Max method.

Min-Max normalization is a technique that linearly transforms the original data,
number of publications, and the times cited into a range from 0 to 1. The Min-Max
normalization formula is given by x − min(x)/(max(x) − min(x)), where x is the value that
needs to be normalized, min(x) is the minimum value in the dataset, and max(x) is the
maximum value in the dataset. We conduct the Min-Max normalization process separately
for the number of publications (PubN’) and the number of citations (TCit’). To determine
the normalized importance of the conditioning factors, which are based on both PubN’
and TCit’, we calculated the mean between both variables. The normalized importance of
conditioning factors (NImportanceCF) is equal to the mean of the normalized publication
number (PubN’) and the normalized number of citations (TCit’) on the Web of Science
platform. To identify the priorities of the conditioning factors, we rescaled the normalized
importance of the conditioning factors from a range of [0, 1] to [0, 10] by multiplying the
importance of the conditioning factor by 10.

The result of the literature review was a list of conditioning factors or, as they are also
called in the literature, “predictors” [27]. In addition, as described above, we assigned
priorities for each conditioning factor based on the number of citations and number of
times the condition factor was mentioned in the publications. The conditioning factors
data were sourced either from international, national, or local open and public sources.
The data related to conflicts were sourced from two significant data science projects: The
Armed Conflict Location & Event Data Project (ACLED) [29] and Uppsala Conflict Data
Program (UCDP) [30]. These projects provide conflict data from around the world. Both
datasets provide researchers and policymakers with a vast amount of data on various
types of conflicts for analysis and research. Both use a range of data sources, including
media reports and other public sources, to create comprehensive data sets of conflict events.
Despite their common goal, these two projects have different methodologies and focus on
different data granularities.

ACLED is known for its near-real-time reporting of conflict data with high granularity,
including a specified taxonomy of event types and event subtypes (see Table 1), including
the groups involved, changes in territorial control, and reported fatalities. This classification
provides a comprehensive view of conflicts in terms of forms and conflict manifestations.
For example, the classifications provide a distinction between events like battles and
explosions, which can help understand whether the violence is direct or indirect towards a
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group of people. Such distinctions can play a critical role while studying the dynamics and
impacts of conflicts.

Table 1. Taxonomy of event types and subtypes in ACLED [20].

Event Type Even Subtype

Battles Armed clash
Government regains territory
Non-state actor overtakes territory

Explosions/Remote violence Air/drone strike
Grenade
Remote explosive/landmine/IED
Shelling/artillery/missile attack
Suicide bomb

Protests Excessive force against protesters
Peaceful protest
Protest with intervention

Riots Mob violence
Violent demonstration

Strategic developments Abduction/forced disappearance
Agreement
Arrests
Change to group/activity
Disrupted weapons use
Headquarters or base established
Looting/property destruction
Non-violent transfer of territory
Other

Violence against civilians Abduction/forced disappearance
Attack
Sexual violence

On the other hand, UCDP provides two critical datasets: a disaggregated UCDP
georeferenced event dataset (GED) covering the period from 1989 to 2021; and a yearly
UCDP/PRIO armed conflict dataset, covering the period from 1946 to 2021. While both
UCDP datasets share common bases in conflict research, they significantly vary in the
level of detail spatial and temporal resolution of the data conflicts. UCDP/PRIO data sets
are produced in collaboration with the Pierce Research Institute Oslo (PRIO) and provide
annual datasets covering global conflicts from 1946 to the present. This dataset includes
information on the identity of parties of the conflicts, estimation of the number of battle-
related deaths in each year, and the type of conflicts, including interstate and other types
of conflicts. The UCDP/PRIO data set is useful for research questions concerning trends
and conflicts over time. The GED dataset provides disaggregated and granular records of
conflict events. It contains information on individual events of organized violence and the
number of fatalities.

Both ACLED and UCDP datasets are used for conflict analysis. While they share the
same aim of documenting violent conflicts, they use different methodologies and levels of
granularity. ACLED covers political violence and protest events and UCDP GED covers
individual incidents of organized violence, both fatal and non-fatal. ACLED and UCDP
GED provide highly granular event-based data, and UCDP/PRIO provides aggregate data.
In terms of timeline and update aspects, ALCED is near-real time, and UCDP datasets
are updated yearly. Overall, all datasets, ACLED, UCDP GED, and UCDP/PRIO, provide
invaluable insight into conflict dynamics. The choice between the datasets depends on the
specific research question, granularity, and temporal or geographical aspects. However,
both ACLED and UCDP datasets are often used complementarily to gain a comprehensive
understanding of violent conflicts.
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It is understood that the frequency of citations and the number of times a certain
conditioning factor has been used in previous research does not automatically reflect the
importance of a conditioning factor. This importance is often tied to specific local conditions,
with varying factors and combinations differing significantly across geographical regions.
First, the impact of these factors largely depends on local circumstances. For example,
while access to grazing land may onset a conflict in Darfur, Sudan, in other geographic
regions, grazing land might not be a commodity of significant conflict potential.

Second, we broadened our analysis to incorporate the insights of various scholars
to provide a more nuanced understanding of feature importance. Different researchers
describe varying levels of significance to these factors in contributing to conflicts. Several
studies have emphasized the role of political instability, low income, difficult terrain, large
populations, and political inequality among ethnic groups as significant predictors of civil
conflict [14,31]. These studies have emphasized the role of political inequality among ethnic
groups as a significant predictor of civil conflict. Other research has shown how qualitative
data on social factors, although challenging to obtain, can offer valuable insights [32].
Some scholars argue for the role of economic shocks, especially those related to weather,
in civil conflict, underscoring the predictive potential of environmental data [33]. As
suggested by Colin Flint in “The Geography of War and Peace”, understanding a conflict
requires considering its inherent complexities and unique geographical, social, political,
and economic contexts [24]. As these studies reveal, the relative importance of various
features remains a contested issue in the field. The conditioning factors should be selected
based on such criteria as the context of the study, the availability and quality of data, and
the specific theoretical framework adopted. And, as it was already mentioned, the available
data can dictate the selection of certain features and conditioning factors.

We encourage researchers to conduct a thorough review of the local conditions specific
to their research area, consider the quality and availability of data, and make thoughtful
theoretical and methodological decisions on the selection of appropriate conditioning
factors for their study. It is important to note that a general ranking of variables might
not always offer an applicable solution for predicting conflicts, as the importance and
composition of these features depend on the conflict type, location, and specific local
circumstances.

We used the list of citations, and the frequency of each conditioning factors as a
foundation. This method helps identify which factors have generally been applied in
machine learning and conflict prediction research. This approach provides a broader
understanding of the features that have drawn attention from the scientific community and
the scope of factors considered when applying machine learning for conflict forecasting. The
accessibility and relevance of these factors will inevitably vary across different contexts and
regions, reflecting the multifaceted and intricate dynamics globally. Therefore, researchers
should carefully consider the context, local dynamics, relevance, and applicability of these
factors in their individual studies.

3. Results

Table 2 provides the result of the analysis of the 18 articles related to the prediction of con-
flicts with the application of machine learning in combination with the conditioning factors.

Table 2. Conditioning factors, number of publications, citations, and priorities [34].

Conditioning Factor
or Variable

Number of
Publications

Number of Publications
2017–2022

Times Cited (WOS
Count)

Conditioning
Factor Priority

Conflict data variables
ACLED 11 8 316 9
UCDP 12 11 70 5
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Table 2. Cont.

Conditioning Factor
or Variable

Number of
Publications

Number of Publications
2017–2022

Times Cited (WOS
Count)

Conditioning
Factor Priority

Conditioning factor classification:
Socioeconomic
GDP 9 8 59 4
GINI 1 1 3 0
HDI 1 1 3 0
Population 14 12 309 10
Ethnic 10 9 38 4
Age 2 2 2 0
Religious 3 3 1 1
Urban Accessibility 4 2 193 4
Nightlight Index 3 3 3 1
Inflation 1 1 0 0
Social Services 5 5 34 2
Unemployment 6 5 42 3
Access to Land 2 2 29 1
Economic Level 6 6 7 2
Security 2 2 4 0
Health 6 4 231 6
Education 2 2 3 0
Infrastructure 3 2 188 4
Poverty 2 1 2 0
Corruption 2 2 6 1
Income Inequality 3 2 12 1
Homicide 2 2 6 1
Food Security 1 1 6 0
Conditioning factor classification:
Agriculture
Crop 5 4 10 2
Harvest 2 2 1 0
Irrigation 1 1 1 0
Vegetation Index 2 1 187 3
Conditioning factor classification:
Natural Resources
Diamonds 5 3 8 2
Oil 7 5 13 3
Metals 5 3 7 2
Wood 3 1 6 1
Renewable Energy 1 1 0 0
Conditioning factor classification:
Political and Governance
Allies of Countries 1 1 0 0
Elections 3 2 189 4
Democracy 11 9 274 8
Human Rights 5 4 194 5
Gov. Effectiveness 2 1 0 0
Political Type 2 1 6 1
Conditioning factor classification:
Climate Change
Weather Shock 10 9 53 4
Temperature 9 8 232 7
Flood 1 0 0 0
Draught 1 0 0 0
Precipitation 8 7 194 6
Conditioning factor classification:
Pollution
Air Pollution 1 1 0 0
Soil Degradation 1 1 0 0
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As mentioned earlier, most of the papers were published during the last five years.
That proves our observation that applying machine learning, susceptibility, and condi-
tioning factors to analyze and predict the likelihood of eruption of new conflicts is a new
subject. We observed little interest in the subject before 2017. However, interest was raised
concerning this issue in 2020 when the number of articles increased over time fold. The
number of citations for each publication was considered academic value over the paper.
The base for citation analysis was selected from the academic publication platform Web
of Science.

While conducting the literature review on conflict conditioning factors, we noticed
that the conditioning factors could be grouped or classified based on their characteristics
and context. These factors were classified into distinct categories such as socioeconomic,
agricultural, natural resources, political and governance aspects, and climate change classi-
fications. Analyzing these conditional factors provides a multidimensional aspect through
which we can obtain an in-depth insight into potential sources of conflicts and understand
which factor plays a more significant role in the onset of a conflict. By examining these fac-
tors and their classifications, we can gain a comprehensive understanding of the potential
root causes of the conflicts and work towards developing various strategies for conflict
prevention and resolution.

One paper, “Climate variability and conflict risk in East Africa, 1990–2009” [35], was
published in 2012 and has been cited 185 times, receiving much attention from the academic
world. This explains why some conditioning factors have been cited five times more than
others. For example, papers using ACLED as a conflict dataset were cited almost five times
more (316 citations) than papers using the UCDP dataset.

The results presented in Table 2 include the list of conditioning factors and their group-
ing, number of publications, number of recent publications (in this case, from 2017 to 2022),
number of times that the publication was cited in the Web of Science, and the conditioning
factor’s priority.

3.1. Training and Validation Datasets

The two datasets, ACLED and UCDP, are widely used in various papers analyzing
conflict data. These datasets are used for training and validating machine learning models.

The Armed Conflict Location & Event Data Project (ACLED) is a disaggregated data
collection, analysis, and crisis mapping project. ACLED collects the dates, actors, locations,
fatalities, and types of all reported political violence and protest events around the world.
The ACLED team conducts analysis to describe, explore, and test conflict scenarios, and
makes both the data and analysis open for free use by the public [29].

The temporal resolution of the dataset is varied between continents. For Africa, the
data start from January 1997 [36]. Each data record is referred to as an individual event of a
conflict, classified as event type and subtype as presented in Table 1. For example, a type of
event is “Battles” with three subtypes: “Armed clash”, “Government regain territory”, and
“Non-state actor overtake territory”. ACLED data contain geographical information in the
form of the location represented in longitude and latitude and the administrative location.
ACLED uses latitude and longitude geo-coordinates based on EPSG:4326 [29].

The data are collected from various sources: traditional media (national and inter-
national media outlets), reports from national and international non-government organi-
zations, local partner data (collected by local social organizations through primary and
secondary means), and new media such as social media platforms. Conflict data researchers
consider an individual process of sourcing data for each conflict as the most reliable [37].
Therefore, ACLED applies data quality verification processes individually to each conflict,
location, or country.

Various scholars and academic institutions use the ACLED database, International
Organizations such as the United Nations and its Agencies, Funds, and Programmes, ICRC,
European Union Agencies, and other government and inter-government institutions, think
tanks, as well as media news agencies [36]. In the academic publications, the ACLED dataset
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was mentioned in 42 publications, mainly related to international relations and political
science. The ACLED data are publicly available at the ACLED website www.acleddata.org.
ACLED makes its data available to the public under a Non-Commercial Licenses, i.e.,
ACLED’s full dataset is available for use free of charge by noncommercial entities and
organizations (e.g., non-profit organizations, government agencies, academic institutions)
for non-commercial purposes, subject to the Terms of Use [38].

The UCDP (Uppsala Conflict Data Program) is a project based at Uppsala University
in Sweden that provides data and analyses on armed conflicts around the world. It collects
new global data on non-state conflicts, or armed conflicts between two groups, neither of
which is the state. The dataset includes conflicts between rebel groups and other organized
militias, and thus serves as a complement to existing datasets on armed conflicts which
have either ignored this kind of violence or aggregated it into civil war. The dataset also
includes cases of fighting between supporters of different political parties as well as cases
of communal conflict, that is, a conflict between two social groups, usually identified along
ethnic or religious lines [39].

The UCDP data includes two main datasets: i. the UCDP/PRIO Armed Conflict
Dataset, which provides information about armed conflicts and their characteristics, such
as the number of deaths, the type of actors involved, and the location of the conflict covering
conflicts in the period from 1946 to 2021 [2]; ii. the Disaggregated UCDP Georeferenced
Event Dataset (GED), which provides detailed information about specific events within
armed conflicts, such as battles, riots, and protests covering events from 1989 to 2021 [5].

The project’s data are used by researchers, policymakers, and journalists to better
understand trends in armed conflicts, as well as their causes and consequences. In the aca-
demic publications, the UCDP dataset was mentioned in 79 publications, mainly related to
international relations, political science, and some public environmental occupational health
fields [34]. The UCDP datasets are publicly available at https://ucdp.uu.se/ (accessed on
30 July 2023). Uppsala University provides the UCDP data for free with no restrictions.

Table 2 contains 18 reviewed papers, with 11 referring to the ACLED dataset, and
12 referring to the UCDP dataset. Seven papers referred to both ACLE and UCDP datasets.
Most of these articles related to ACLED and UCDP conflict data were published in the last
five years, from 2017 to 2022.

It was observed that the article “Climate variability and conflict risk in East Africa,
1990–2009” [35] was cited 185 times. Thus, this article contributed the most to the number
of cited articles. In addition, the ACLED database was referred to in this paper as a conflict
dataset. Therefore, the number of cited papers for ACLED increased fivefold, with an
overall higher priority for ACLED and UCDP. Both datasets were used in the process of
training and validating the models.

3.2. Conditioning Factors
3.2.1. Socioeconomic Conditioning Factors

Scholars across the social and political disciplines agree that socioeconomic factors
play a significant role susceptibility of a region or community to conflict [33]. These factors
include poverty, low per capita income, slow economic growth, high natural resource
dependence, low levels of education, and high population [40]. A population may be more
prone to engage in or support violent or disruptive behavior to survive or to bring about
change when they are struggling to satisfy their fundamental requirements. High levels
of inequality may also make a region more prone to war since disenfranchised groups
may believe they have no other options for achieving their objectives. An analysis of the
socioeconomic situation offers insightful information on the likelihood of conflict and can
informs tactics for averting or reducing it.

There are 14 socioeconomic factors identified in Table 2 with priorities from 1 to
10. Priority 10 was given to population; priority 6 was given to health; priority 4 was
given to ethnic, GDP, urban accessibility, and infrastructure factors; priority 3 was given
to unemployment; priority 2 was given to social services factors; priority 1 was given

www.acleddata.org
https://ucdp.uu.se/
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to religious factors, nighttime light, access to land, corruption, income inequality, and
homicide factors.

Population size and growth can be a significant factor in the likelihood of conflict [40–42].
For instance, fast population growth may put a strain on the resources available and
heighten the struggle for food, water, and land. This might make conflict more likely,
especially in regions where resource-based conflicts have a history or where resources are
already scarce. The likelihood of violence can also be influenced by the youth bulge, a
demographic phenomenon characterized by an unacceptably high proportion of youth
in a population [43,44]. Young people may be more likely to engage in or support vio-
lent or disruptive conduct if they perceive that they have little possibility for education
and employment.

Table 2 contains 18 reviewed papers with 14 referring to a population dataset. Most
of these articles related to population data were published in the last five years, from
2017 to 2022. We identified the Global Human Settlement Layer (GHSL) as the population
source. GHSL is a georeferenced layer that provides global coverage information on human
settlements and populations. It is produced by elaborating on historical satellite images
and data from open sources. The primary datasets consist of gridded layers of built-up
areas and the number of inhabitants at a high resolution for four dates: 1975, 1990, 2000,
and 2015. In addition, the GHSL allows us to measure the growth of cities and towns over
time, including information on population, urbanization rate, and land consumption [36].
The GHS population grid (GHS-POP) is derived from GPW4.1 (multi-temporal: 1975-1990-
2000-2015) and R2019A [GHS_POP_MT_GLOBE_R2019A]. This product was distributed as
part of the Community pre-release of the GHSL Data Package 2018 (GHS CR2018) [45]; an
updated version of the datasets is now available (v2.0).

Health and infant mortality was included in the research on the effects of access to
health facilities and infant mortality on the likelihood of violence and conflicts [35,46–48].

Health may be a risk factor for conflicts since it may lead to social and economic
instability, resulting in conflicts as during the Ebola outbreak in West Africa in 2014.
Conflicts may also result from the spread of infectious diseases since it strains healthcare
systems and causes anxiety. Infant mortality can affect conflict in several different ways.
High infant mortality rates may indicate a population’s poor overall health and well-being,
which can feed the dissatisfaction and discontent. High infant mortality rates may also
suggest that people lack access to essential resources like healthcare, which increases
dissatisfaction and discontent. Finally, high infant mortality rates can impact population
growth and demographic change. Although access to health services and infant mortality
can contribute to conflict, it is crucial to remember that it is not the only or primary cause
of conflict. The risk of conflict in a particular situation is frequently influenced by a variety
of factors that interact in an intricate manner.

Table 2 contains 18 reviewed papers. Six referred to health and infant mortality
rate data. Most of these articles were published in the last five years, from 2017 to 2022.
There were 185 citations for the paper “Climate variability and conflict risk in East Africa,
1990–2009” [35]. The number of cited articles was, therefore, mainly influenced by this
article. The priority of this conditioning factor was 6 and was largely influenced by the
O’Loughlin’s article. Health access data and infant mortality data are available at a country-
level resolution and specific cases on a sub-national level. However, the sub-national level
data are inconsistent, creating difficulties for analyses on the sub-national and local lev-
els. The World Bank data portal (https://data.worldbank.org/indicator/SH.DYN.MORT
(accessed on 30 July 2023)) [49] provides data on child mortality. The World Health Orga-
nization [50] provides health-related data at https://www.who.int/data/global-health-
estimates (accessed on 30 July 2023). The Demographic and Health Survey portal provides
country-specific health-related datasets (https://dhsprogram.com/ (accessed on 30 July
2023)) [51]. The UN Inter-agency Group for Child Mortality Estimates also provides child
mortality data (https://childmortality.org/ (accessed on 30 July 2023)) [52].

https://data.worldbank.org/indicator/SH.DYN.MORT
https://www.who.int/data/global-health-estimates
https://www.who.int/data/global-health-estimates
https://dhsprogram.com/
https://childmortality.org/
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Gross Domestic Product (GDP) is a measurement of a country’s economic output.
Conflicts may arise because of economic instability brought on by a low or decreasing
GDP value. For instance, societal instability and sometimes even violence might result
from poverty and high unemployment rates. Income inequality may rise when GDP is
concentrated in the hands of a tiny segment of the population, which can result in social
dissatisfaction and perhaps violent outbursts. Low or declining GDP can also contribute
to political instability. Political unrest can occasionally result from a drop in GDP because
governments may find it difficult to provide the fundamental necessities for their populace.
Thus, violence or conflicts may be influenced by GDP, which can be selected as a variable,
i.e., predictor for conflict susceptibility [41,42]. Some studies suggest that GDP per capita
(PPP) has less importance than other socioeconomic indicators. This may be surprising
since low economic development is often mentioned as a major risk factor for conflicts [53].
Thus, the effect of declining GDP will have to be further investigated. Nine papers out of
the eighteen have referred to declining or low GDP as a contributing factor to conflicts.
The GDP data are presented on a country-level resolution in The World Bank data portal
(https://data.worldbank.org/indicator/NY.GDP.MKTP.CD accessed on 30 July 2023) [49].
However, analyses of GDP on the sub-national or local level presents difficulties.

Ethnicity and religious aspects may be one of the factors in violence and conflicts
because of their tendency to unite diverse groups of people and give them a sense of
common identity and purpose. Ethnicity-related conflicts often happen when two or more
groups contest for control of resources or other factors. Such conflicts may also be a result
of long-held grudges, bias, or perceived injustices. Grave repercussions, including displace-
ment, violence, and death, may result from these confrontations for the persons involved.
Many scholars have used ethnicity factors in their attempt to predict the likelihood of con-
flicts [8,41,53,54]. Ten papers out of the eighteen have referred to ethnicity factors playing a
contributing role in conflicts. The ETH Zurich provides the Ethnic Power Relations (EPR)
Dataset Family 2021 at https://icr.ethz.ch/data/epr/ (accessed on 30 July 2023) [55].

Urban accessibility, infrastructure, and transportation hubs can easily become the
outbreak site of conflicts since they play a key role for controlling territories and conflict
logistics [56]. Road distance has been selected as one of the risk factors by scholars as routes
for transporting people and supplies. Roads are often key targets for military activity,
although they may also serve as a tool for a central government to secure control over a
country’s territory [35]. Four papers out of the eighteen have referred to urban accessibility
as a risk factor in conflicts. Available road network datasets for the areas of interest can be
used in research.

Unemployment. High unemployment rates can result in insecurity and financial
instability, which may increase the chance of violence. Six papers out of the eighteen
included unemployment as a covariance in their model for the prediction of the likelihood
of conflicts and violence. The International Labor Organization provides statistical data on
unemployment (ILO statistical data) at https://ilostat.ilo.org/data/ (accessed on 30 July
2023) [57].

Accessibility and social services include an indicator for cell phone coverage, an index
of facilities available in each town (e.g., wells, latrines, schools, and clinics), and an estimate
of the distance from each town to the nearest usable road. Accessibility increases the
likelihood of public goods provision and of third-party intervention to prevent or mitigate
violence [27]. Various available accessibility and social services datasets for the areas of
interest can be used in research.

Other socioeconomic factors, such as access to land, the nighttime light index, access
to land, corruption, income disparity, and homicide, have received less attention.

Land access has a significant role in wars, especially in developing nations. Land grab-
bing and scarcity can both result in forceful eviction and violence, as can competitiveness
and disputes between various groups. Land is a very important resource that frequently
causes disputes over ownership since it is necessary for cultivation, habitation, and eco-

https://data.worldbank.org/indicator/NY.GDP.MKTP.CD
https://icr.ethz.ch/data/epr/
https://ilostat.ilo.org/data/
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nomic growth. Access to land was used as a factor of conflicts in the paper “Predicting
local violence: Evidence from a panel survey in Liberia” [27].

Corruption can contribute to violence by increasing protests and mistrust between
different groups and governments and disbelieving in the ability of institutions to provide
security and justice. It can lead to a lack of access to resources and increase social and
economic inequality following unrest and violence. Corruption can also weaken the ability
of the international community to intervene and assist in resolving conflicts. Corruption as
a factor leading to a conflict was mentioned in the article “Revisiting the Contested Role of
Natural Resources in Violent Conflict Risk through Machine Learning” [58] and The Global
Conflict Risk Index (GCRI) by the JRC [47].

Income inequality can contribute to conflicts by creating poverty, marginalizing a
population or group, and exacerbating existing divisions. It can leave people feeling
unfairness, frustration, anger, and hopelessness, leading to social unrest and violence.
Extremist groups can also use income inequality to mobilize support and recruit new
members. The same is true for the corruption factor; income inequality was mentioned
in “Revisiting the Contested Role of Natural Resources in Violent Conflict Risk through
Machine Learning” [58] and “The Global Conflict Risk Index” (GCRI) by the JRC [47].

Homicide may exacerbate conflicts by instilling a sense of dread and distrust between
opposing groups. This can result in fights over revenge and a general increase in violence.
Homicide rates are another tool for measuring the amount of violence in society, and high
rates may indicate a higher likelihood of major conflicts. The homicide index was used as a
conflict factor in “The Global Conflict Risk Index” (GCRI) by the JRC [47].

The nighttime light index, which measures the intensity of light emitted from human
settlements, collected by satellite imagery, can be used as a covariate to predict potential
conflicts. For example, a high level of light emission can indicate high economic activity,
population density, and urbanization, which can be associated with high socioeconomic
standards. The use of this index as a covariate in conflict prediction models can enhance
the accuracy of predictions by adding a spatial and temporal dimension to the conflict
susceptibility analysis. The nighttime light index was used in three scientific papers [19,56].

3.2.2. Agriculture

Agricultural resources may be one of the factors that causes conflicts and violence.
The scarcity of farming resources, such as land, water, and crops, is mentioned as one of
the causes of violence, for instance, in the complex war in Darfur, Sudan [59,60]. Thus,
the unequal distribution of resources in agricultural systems can exacerbate social and
political unrest and lead to violence. Conflicts can also result from the exploitation of
farmers and the deterioration of the land, which can also result in policies that serve the
interests of various businesses. Therefore, addressing the agriculture-related issues and
promoting sustainable practices is critical to promoting peace and stability and reducing
the risk of conflicts.

The agriculture conditioning groupings include four conditioning factors: crops, har-
vests, irrigation, and vegetation index. Most papers mentioned crops as conditioning
factors related to vegetation index and harvests, while irrigation was mentioned in one arti-
cle. The majority of these publications were released in the last five years, from 2017 to 2022.
“Climate variability and conflict risk in East Africa, 1990–2009” received 185 citations [35].
Therefore, this article had the greatest impact on the number of referenced articles and the
priority of factors such as “Vegetation Index”.

Crops and harvests may become contributing factors in violence and conflicts in
developing countries where agriculture is a main source of livelihood. Food security can
be used as a tool to manipulate shortages, starvation, and poverty. On the other hand, food
security issues, such as harvest failures brought on by pests, drought, or other factors can
also spark societal unrest and escalate into violent confrontations. Having control over
lucrative crops and rich land may also be a source of strength and influence, making it
a target in disputes. Crop and agricultural infrastructure loss can also have long-term
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economic and social repercussions, resulting in food shortages and impeding post-conflict
reconstruction challenges. Crops and harvest were used in several scientific papers using
machine learning to predict the likelihood of conflicts [40,58]. Data related to harvest
and agriculture can be found on the Statistical data website of the Food and Agriculture
Organization of the United Nations [61].

Vegetation Index or Normalized Difference Vegetation Index (NDVI) is a remote sens-
ing indicator that measures the health of vegetation. It has been used in conflict prediction
through the indication of changes in vegetation patterns and health. The NDVI offers data
on the condition and density of the vegetation, which might serve as evidence of human
activity, including conflicts. NDVI values can be used to identify significant changes in
vegetation, proving food insecurity and increased likelihood of conflict. For example, the
NDVI index has been used to monitor land degradation caused by overgrazing, deforesta-
tion, and other human activities. NDVI has also been used to monitor the effects of climate
change on agriculture, such as changes in rainfall patterns, temperature, and other environ-
mental factors playing an important role in the decrease in land productivity. Thus, NDVI
is a valuable tool in predicting the likelihood of conflicts as it can indicate potential food
insecurity and possible competition for resources. Scholars such as O’Loughlin [35,56] have
used vegetation index data to identify the areas that are most vulnerable to conflict through
machine learning algorithms. Data related to the vegetation index can be produced from
Landsat satellite images. Landsat data and NDVI data are publicly available on the United
States Geological Survey (USGS) website (https://www.usgs.gov/landsat-missions/data
(accessed 30 July 2023)) [62] and https://modis.gsfc.nasa.gov/data/dataprod/mod13.php
(accessed on 30 July 2023) [63].

3.2.3. Natural Resources

Natural resources, including minerals, oil, and gas, have long been identified as
contributing factors to conflict. Competition over access to these resources can create
tensions between communities and or conflict parties. For example, the exploitation of
minerals, such as diamonds, gold, and coltan, have been linked to conflicts in several
countries, including Sierra Leone, the Democratic Republic of Congo, and Angola [64]. In
this article, “Natural Resources, Conflict and Security Challenges in Africa”, the authors
posed the question if natural resources are a curse or blessing and also addressed the
complex and multidimensional relationship between natural resources and conflict. Natural
resources play a significant part in initiating and sustaining conflicts [65].

Diamonds, a precious mineral sought after for their beauty and rarity, have contributed
to conflicts in several countries. This is because diamonds are often found in regions that
are home to ethnic or religious groups with long-standing tensions, and the profits from
the exploitation of these resources are often used to finance armed groups and perpetuate
conflict. The diamond trade in Sierra Leone, which financed the conflict in the 1990s and
early 2000s, is one of the examples of the connection between diamonds and conflicts [66].
Armed groups in Sierra Leone exploited the mining of diamonds to fund their operations
and keep the conflict going. Several scholars used data on the presence of diamonds as a
conditioning factor for conflict prediction using machine learning techniques [19,40,46,67].
Publicly available data related to diamond deposits can be found at the website of the
Peace Research Institute Oslo (PRIO; https://www.prio.org/data/10 (accessed on 30 July
2023)) [68].

Oil exploration has played a role in the eruption of conflicts around the world. It is a
commodity that is essential for the functioning of modern economies. It is often located
in regions with political and social instability. Oil-rich regions often experience internal
conflict between local communities and the central government or oil companies [69,70]. In
this study, seven articles used oil datasets in predictive models for the likelihood of conflicts.
Fuel export data can be found on the World Bank data portal (https://data.worldbank.org/
indicator/TX.VAL.FUEL.ZS.UN (accessed on 30 July 2023)) [49].

https://www.usgs.gov/landsat-missions/data
https://modis.gsfc.nasa.gov/data/dataprod/mod13.php
https://www.prio.org/data/10
https://data.worldbank.org/indicator/TX.VAL.FUEL.ZS.UN
https://data.worldbank.org/indicator/TX.VAL.FUEL.ZS.UN
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Precious metal exploration, like oil exploration and other minerals, has contributed
to the eruption of conflict. The regions with political and social instability often contain
valuable mineral resources, such as gold, diamonds, and cobalt. The extraction and trade of
these resources can also add to existing conflicts and provide funding for non-state actors. In
regions with weak government structures and limited access to services, exploiting mineral
resources can lead to tensions between various powers and local communities. For instance,
in the Democratic Republic of Congo, the exploitation of mineral resources, including cobalt
and tin, has contributed to the ongoing conflict in this region. Local communities often face
exploitation, human rights abuses, and environmental degradation [71–73]. Five papers
related to the use of precious metals as a conditioning factor in the prediction models for
the likelihood of conflicts. Global mining data are available at the FINEPRINT Project
website, funded by European Research Council (ERC) (https://www.fineprint.global/
visualisations/viewer/ (accessed on 30 July 2023)) [74].

3.2.4. Political and Governance Aspects

Political and governance aspects in societies play an important role in conflict because
they shape the distribution of power and resources. In countries prone to violence, political
institutions frequently lack legitimacy, transparency, accountability, and the rule of law.
This inadequate governance can contribute to conflict by creating an environment where
people and groups feel marginalized and alienated and can create resource disputes. In
some cases, local communities or tribe leaders perform the role of the government [75].
Additionally, political and governance systems can lead to conflict by exploiting ethnic,
religious, and other identity-based distinctions [76]. For instance, the political elite may
utilize these distinctions in other countries as a threat to state stability to preserve their
power. Finally, political and governance systems can contribute to conflicts through corrup-
tion since the theft of resources and abuse of authority can result in social and economic
inequality, generating anger and conflict [77,78]. In this research, we identified four priority
contributors to conflicts; they are democracy, human rights, elections, and ethnic leadership.

The political and governance groupings include three conditioning factors: democracy,
human rights, and elections. Most of these publications were released in the last five years,
from 2017 to 2022. The overall priority of these conditioning factors was eight points for
democracy, five points for human rights, and four points for elections.

The lack of democracy can be a prominent contributor to conflicts. When the right
to participate in the political process is disrespected and the people’s opinions are un-
heard, frustration and resentment can arise, contributing to social unrest and violent
conflict. In non-democratic societies, power is frequently held by an elite group, which
can lead to corruption, economic inequality, and human rights violations. The lack of
democracy can create a situation when conflicts are more likely to occur, and they will
be challenging to resolve. Without democratic institutions ensuring free and fair elec-
tions, independent judiciary institutions and free media can also prevent conflicts from
being resolved peacefully. Thus, the lack of democracy can be a significant factor in the
eruption and persistence of conflicts [79,80]. The expression of various and opposing
viewpoints may result from the freedom of speech and expression that is guaranteed in
democratic countries [81]. There were 11 publications related to the application of the
democracy index in the process of predicting the likelihood of conflicts. Data on democracy
can be found on the Center for Systemic Peace POLITY 5 Annual Time-Series 1946–2018
(https://www.systemicpeace.org/inscrdata.html (accessed on 30 July 2023)).

Human rights are a key component of the peaceful resolution of conflicts and main-
taining peace and stability in society. The beginning of conflicts can start because of rights
violations. Denial of fundamental liberties such as freedom of expression, assembly, and
religion can frustrate individuals and lead to violence. The dispute may be addressed
by protecting and advancing human rights. When individuals see that their rights are
being safeguarded, it can facilitate the development of trust between warring parties or
between governments. Thus, protecting human rights or their lack thereof can signifi-

https://www.fineprint.global/visualisations/viewer/
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cantly contribute to prediction models for the likelihood of conflicts [82]. A number of
research papers used human-rights-related datasets as a covariant for the prediction of the
likelihood of conflicts [34,39]. The CIRI Human Rights Dataset contains standards-based
quantitative information on government respect for 15 internationally recognized human
rights for 202 countries annually, from 1981 to 2011 [83]. The dataset can be downloaded at
https://dataverse.harvard.edu/dataverse/cirihumanrightsdata (accessed 1 August 2023).

Elections. Voting and electing representatives is a basic right in any democratic society.
Elections play a crucial role in resolving conflicts and promoting peace. Often, fair and
peaceful elections are considered a sign of recovery of a country after protracted conflicts, as
it was in 2012 in Timor-Leste [84]. On the other hand, an election that is perceived as unfair
can lead to conflicts and undermine peace and stability in society. Thus, following “unfair
elections”, tensions can arise between different groups and the government. This can erode
public trust in the political system. “Unfair elections” can also undermine the legitimacy of
elected officials and also the institutions they represent [85,86]. A number of scholars used
electoral processes as a conditioning factor in their research [35,87]. The Rulers, Elections,
and Irregular Governance (REIGN) dataset describes political conditions [88]. The data are
available and can be downloaded at https://oefdatascience.github.io/REIGN.github.io/
(accessed on 30 July 2023).

3.2.5. Climate Change

In the recent publications related to conflicts and the main drivers of conflicts, climate
change was recognized as one of the significant elements leading to conflicts [8,9,19,23,56,59].
The livelihood of the people and the accessibility of natural resources like water, food, and
land are substantially impacted by changes in precipitation patterns, temperature, and
sea levels. Conflict and rivalry over these resources may result from such effects. Climate
change may also make natural disasters like floods, droughts, and heat waves more frequent
and severe, causing more hardship for populations who are already at risk. Climate change-
related population movement can also result in resource rivalry and elevated social tensions
in receiving communities. Thus, by escalating already-existing conflicts and igniting new
ones, climate change can cause political instability. It is a significant cause of conflict and
instability and a thorough response to address its effects and avert other conflicts is needed.

Climate change includes five factors: weather shock, mentioned in ten publications;
extreme temperatures, mentioned in nine publications; precipitation, in eight publications;
and flood and drought, mentioned in one publication. Most of the reviewed papers were
published in the last five years, from 2017 to 2022. For example, “Climate variability
and conflict risk in East Africa, 1990–2009” received 185 citations [35]. Therefore, this
publication had the greatest impact on the priority of factors such as “Temperature” and
“Precipitation”. The priorities of the conditioning factors related to climate change are as
follows: temperature has seven points, precipitation has six points, and weather shock and
natural disasters each have 4 points. There are many data sources available on climate
change where specific datasets can be found: the International Monetary Fund (IMF)
Climate Change Dashboard (https://climatedata.imf.org/ (accessed on 30 July 2023)) [89];
the National Oceanic and Atmospheric Administration (NOAA) Climate data (https://
www.climate.gov/maps-data (accessed on 30 July 2023)) [90]; the Data Distribution Center
of the International Panel on Climate Change at https://www.ipcc-data.org/ (accessed on
30 July 2023) [91]; and as part of the United States’ Climate Data Initiative (climate.data.gov)
which provides access to Federal resources to help America’s communities, businesses, and
citizens plan and prepare for climate change [92].

4. Conclusions and Discussion

Armed conflicts continue to pose a threat to human societies worldwide, and the
identification of the underlying causes and drivers is crucial. Various conditioning factors
have contributed to conflicts, including poverty, income inequality, weak governance,

https://dataverse.harvard.edu/dataverse/cirihumanrightsdata
https://oefdatascience.github.io/REIGN.github.io/
https://climatedata.imf.org/
https://www.climate.gov/maps-data
https://www.climate.gov/maps-data
https://www.ipcc-data.org/
climate.data.gov
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and ethnic fractionalization. However, there is still no consensus among scholars on the
predictors and conditioning factors that influence the exacerbation of conflicts.

This study evaluated the literature on the application of machine learning to predict the
likelihood of conflict escalation and the role of conditioning factors. The results showed that
machine learning and predictive models could help identify conflict-prone locations and
understand the factors that contribute to conflict escalation. We found 46 relevant papers,
but the amount of literature on machine learning susceptibility mapping and conditioning
factors was limited. Moreover, the application of machine learning technology to predict
the likelihood of conflicts gained attention from academics only within the last five years.
This study provides research and data sources for each proposed conditioning factor.

We defined a methodology for conflict susceptibility and machine learning, which
involves the use of training and validation datasets and conditioning factors. The applica-
tion of conditioning factors is crucial for accurate predictions. However, it must be noted
that no conditioning factor can be applied to any or all environments due to socio-cultural
differences. Each geographical location, each country, and each conflict should be studied
through the prism of a unique set of conditioning factors. Therefore, to accurately predict
the likelihood of conflict escalation, we must identify a unique list of conditioning factors
that can be applied to that specific geographic, political, or social scenario.

Academic research, especially in international relations and political science, uses
conflict data. The Armed Conflict Location & Event Data Project (ACLED) and Uppsala
Conflict Data Program (UCDP) are the most utilized datasets. ACLED tracks political
violence and protests around the world, whereas UCDP tracks non-state armed conflicts.
Scholars, international organizations, government agencies, and media news outlets freely
utilize both databases. “Climate variability and conflict risk in East Africa, 1990–2009”,
citing the ACLED dataset, is the most referenced conflict study. The training and validating
models used both ACLED and UCDP, with ACLED being given preference.

Socioeconomic variables strongly influence conflict susceptibility and strongly link so-
cioeconomic factors and conflict. However, socioeconomic data may be unreliable, making
sub-national analysis difficult. In developing countries, agricultural factors are a significant
cause of conflicts. Unrest and violent conflicts can result from resource scarcity, unequal
distribution, farmer exploitation, and land degradation. Access to natural resources might
cause conflicts between communities and parties. Diamonds and valuable metals like
gold and cobalt cause rivalries among parties. Mineral resource extraction, especially in
unstable regions, can fuel non-state groups and contribute to human rights abuses, envi-
ronmental damage, and exploitation. Another agriculture-related factor, climate change,
also contributes to conflict and instability. It affects the livelihoods and food security of
vulnerable communities. In addition, climate change causes natural disasters, migration,
and political instability. Political and governance factors can determine the likelihood of
conflicts. Democracy, human rights, and elections were the key conditioning elements. The
democracy index, CIRI human rights dataset, and REIGN dataset are useful for investi-
gating these conditioning elements in predicting the likelihood of conflicts. Political and
governance factors must be considered to understand and prevent conflicts.

It should be noted that conflict dynamics are constantly evolving, and new types and
elements may emerge in yet-to-be-studied scenarios. Additionally, certain conditioning
factors may have been overlooked due to limitations in data availability during research
studies. Therefore, we perceive this research as a living process, adaptable and open to
future enrichment with additional conditioning factors as the field of conflict prediction
studies continues. As the application of machine learning to conflict prediction gains
momentum, we anticipate an increase in the identification and understanding of critical
conflict conditioning factors, further enhancing the accuracy and precision of conflict
prediction models.

Machine learning can potentially become an indispensable tool for conflict reduction
and prevention. Understanding the elements that contribute to conflict escalation and their
links to a particular location’s society, politics, and geography enables the development
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of more effective conflict prevention and resolution techniques. However, the availabil-
ity and quality of data pose obstacles to using machine learning for conflict prediction.
In addition, the list of objective conditioning elements must be carefully selected. It is
believed that this study presents a viable framework for using machine learning in con-
flict susceptibility research. Future studies should be focused on refining and enhancing
predictive approaches.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/ijgi12080322/s1, File S1: List of publications used for the extraction
of conditioning factors and predictors.
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