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A B S T R A C T

Classical Finite-Element and Discrete-Element strategies are expensive to carry when analysing masonry
structures in the inelastic range, under a seismic excitation, and considering uncertainty. Their application to
the seismic fragility assessment of masonry structures through non-linear time-history analysis becomes thus
a challenge. The paper addresses such difficulty by presenting an alternative probabilistic-based numerical
strategy. The strategy couples a discrete macro-element model at a structural-scale with a homogenization
model at a meso-scale. A probabilistic nature is guaranteed through a forward propagation of uncertainty
through loading, material, mechanical, and geometrical parameters. An incremental dynamic analysis is
adopted, in which several assumptions decrease the required computational time-costs. A random mechanical
response of masonry is provided by numerical homogenization, using Latin hypercube sampling with a non-
identity correlation matrix, and only a reduced number of representative random samples are transferred to the
macro-scale. The approach was applied to the seismic fragility assessment of an English-bond masonry mock-
up. Its effectiveness was demonstrated, and its computational attractiveness highlighted. Results may foster
its use within the seismic fragility assessment of larger structures, and the opportunity to better analyze the
effect of material and geometric-based uncertainties in the stochastic dynamic response of masonry structures.
1. Introduction

Natural disasters that occurred between 2000–2019 affected four
billion people and led to 3 trillion U.S. dollars in economic losses [1].
Unpredictable recurrence times of such extreme events urge actions and
the United Nations [2] has, through the Sendai Framework 2015–2030,
highlighted the importance of scientific research and technology in de-
cision making for disaster risk reduction. This paper aims to contribute
to such challenge and addresses both the seismic scenario and masonry
structures. Reasons supporting the scope of the work are threefold: (1)
earthquakes represent ≈10% of the costs of natural disasters, but are
responsible for ≈60% of total fatalities [1]; (2) masonry structures are
rather vulnerable to out-of-plane loads [3–11]; and (3) seismic fragility
curves are critical for decision-making [12]. Moreover, we intend to
contribute with a probabilistic-based model for the seismic assessment
of existing masonry structures.

From a deterministic standpoint, several strategies can be found
for the structural analysis of masonry structures. At a territorial scale,
empirical strategies are generally employed since require limited in-
formation [13–16], being also coupled with equivalent-frame methods
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or other fast and mechanistic-based model to form the so-called hy-
brid approaches [17–19]. Nevertheless, at a building scale it seems
clear that research leans towards the (i) analytical and (ii) numerical
approaches [20–23]. Analytical approaches are often based on the
theorems of limit analysis and through a force- or displacement-based
formulation [24–26]. These are suitable for a rapid seismic fragility
assessment [27], but are unable to track the displacements history
and damage evolution. To what concerns numerical approaches, the
Finite Element Method (FEM) [23,28,29] and the Discrete Element
Method (DEM) [30–34] are largely used. DEM is now well suited
for masonries with both dry- and mortared joints, but still requires
a full representation of the blocks (masonry units) arrangement [31].
FEM allows instead a more versatile application since masonry can be
represented either through a continuous equivalent media (designated
macro-modelling) or by a discrete representation of units and joints
(designated micro-modelling). Linear and non-linear static and dynamic
analyses are eligible, but the analysis can be both time-consuming and
computationally expensive when estimating the ultimate ductility level
of the structure.

To cope with the prohibitive computational cost, multi-scale FE
methods seem a promising alternative and are in between the micro-
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Fig. 1. General framework and steps processed with the probabilistic two-scale numerical strategy.
and macro- FE schemes. Classical FE2 approaches, based on a full
continuum description of the media, seem to have only advantages
if a linear elastic behaviour is assumed [35–37] and are thus seldom
used for dynamic purposes and complex structural analysis [36]. The
development of techniques that keep accuracy to acceptable levels
and speed up the processing running times is critical. For instance,
the use of discrete FE-based methods is being adopted at a macro-
level [5,37]. Two-step approaches with a discrete representation of the
media are very practical due to the decrease of the number of degrees
of freedom (comparing to a continuous approach) and are useful for
dynamic analysis. Several studies have shown the clear advantages of
this process since it allows a good trade-off between consumed time
and results’ accuracy and enables the study of real scale buildings.
The latter is even more clear if simplifications are further assumed
at both macro- or micro-scales, as observed in [38–44]. Nonetheless,
existing masonry structures gather significant uncertainties [45] and
the such strategies must be coupled with a probabilistic-based assess-
ment that may offer more confidence to practitioners. Site inspection
and experimentation are paramount in lessening such uncertainty,
as they provide valuable insight into structure’s geometry, boundary
conditions, and materials [46,47]. Current standards [48,49] allow
evaluating structures according to desired seismic performance levels.
Practicability is ensured by adopting a semi probabilistic approach
through safety factors calibrated to meet reliability requirements. Final
safety verification is yet deterministic – ratio between capacity and
demand –, hence may be inadequate when loading uncertainty is high,
as witnessed in Japan [50].

Code-alternatives are being recommended and especially within a
performance-based methodology (PEER), which seems widely accepted
as the state-of-art risk assessment approach [12,51,52]. The PEER
methodology tried to introduce uncertainty within all the four stages
of a seismic loss assessment study, i.e.: (i) hazard analysis (seismic
action); (ii) structural analysis; (iii) damage analysis; and (iv) decision
analysis (consequences). Such a framework can be applied for both
new and existing structures and at a structural or territorial level.
In any case, this appears to be a key tool in the decision process,
as it can indicate the best design or retrofit solutions – for new or
existing structures, respectively –, to face a future seismic event con-
sidering both economic and downtime costs established by the owner
and designer [12]. The failure probability of random systems can be
found by solving the limit state function integral. Asymptotic methods
(FORM/SORM/FOROS/SOROS) [53] are popular due to their simplicity
and computational efficiency, but are still hardly used within non-
linear problems. Approximate strategies, such as the response surface
method [53,54], surrogate models [53], and sampling methods as
the Monte Carlo (MC) or the Latin Hypercube (LH) [45,55] are the
most used under multivariate random systems. Sampling methods are
generally adopted for both nonlinear and large-scale problems but
are rarely combined with nonlinear time-history analysis (NLTHA).
From literature, one concludes that performing nonlinear dynamic
analysis within full-probabilistic domain is still challenging for masonry
structures. Nonlinear dynamics is restricted to simplified modelling
strategies, such as SDOF systems [56], frame-based models [45], simpli-
fied macro-element and Discrete-Element modelling (DEM) [55,57–60],
but a sound work on continuous Finite-Element (FE) strategies is still
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lacking. Instead, quasi-static analysis is widely assumed [61] regardless
of the modelling assumption, with the setback of neglecting impor-
tant dynamic effects. It appears that further studies on probabilistic
assessment of masonry structures are needed. The limited knowledge
provided by the JCSS [62] somehow indicates this need.

Under this scope, the study aims filling the existing gap between
practical applicability of classical FE/DEM strategies and the need of
modelling masonry with accurate approaches in the inelastic range, un-
der dynamic loads, and considering uncertainty. The latter is achieved
by presenting a probabilistic numerical strategy based on a two-scale
(FE2) approach, in which a discrete FE-based macro-element model
at a structural level is coupled with a homogenization FE model at a
meso-scale. A LH sampling technique, for which all system variables
can be random, allows propagating uncertainty between scales. To
optimize running times, a representative sampling of the homogenized
quantities is adopted for the structural analysis. The paper is organized
as follows: Section 2 addresses the proposed probabilistic two-scale
numerical strategy; Section 3 describes the framework that extends the
latter probabilistic numerical model for seismic fragility assessment of
structures; Section 4 reports the application of the framework for struc-
tural and damage analysis of a case study, in which seismic fragility
functions are found; and Section 5 reports the main findings and final
remarks.

2. Probabilistic two-scale numerical strategy

A two-step numerical procedure able to consider geometrical, me-
chanical, and loading uncertainties is presented. The numerical strategy
makes use of a classical first-order homogenization scheme: (i) the so-
lution of the meso-scale problem; (ii) the meso-to-macro transition; and
(iii) the solution of the macro-scale problem. The numerical framework
relies on a direct homogenization approach, which involves solving a
meso-mechanical problem at a meso-scale and deriving average field
variables. This information is then carried out to the macro-scale to
constitutively describe the behaviour of the structure. The two-step pro-
cedure has a stochastic nature and is incorporated into a comprehensive
framework to produce seismic fragility curves, as illustrated in Fig. 1.
This section is towards such steps that are part of the numerical model
used in the structural analysis.

2.1. First step at a meso-scale level

The first step is performed at a meso-scale. A meso-mechanical
problem is solved at an unit-cell level and average field variables
are computed for the in- and out-of-plane responses. The problem is
developed for the case of regular masonries in which periodicity is
observed at both scales. In such cases, a single Representative Volume
Element (RVE) can be defined, herein denoted as 𝛺𝑚. The kinematic
description of the in-plane case assumes that the macroscopic strain
tensor 𝐄 is obtained as the volume average of the mesoscopic strain
field 𝜺𝑚 at each point over the associated RVE:

𝐄 = 1
𝑉𝑚 ∫𝛺𝑚

𝜺𝐦 𝑑𝑉 (1)

in which 𝑉𝑚 is the volume of the RVE. The mesoscopic strain field
can be decomposed into a macro-scale and meso-scale contribution
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Fig. 2. Representative Volume Element (RVE) assumed at a unit-cell level, plasticity model and constitutive response adopted for mortar joints (ND, Normal distribution; LND,
Log-normal distribution).
through an additive decomposition of the mesoscopic strain tensor
𝛿𝜺𝑚 = 𝛿𝐄 + ∇𝑠𝑢𝑚, in which 𝛿𝐄 is the applied constant strain tensor
over the RVE and ∇𝑠𝑢𝑚 is the gradient of the fluctuation displacement
field. The homogenized generalized stress is computed considering the
mesoscopic stress field 𝝈𝑚 upon RVE equilibrium following the Hill–
Mandel principle – energetic equivalence between macroscopic and
mesoscopic works –, as follows:

Σ ∶ 𝛿𝐄 = 1
𝑉𝑚 ∫𝛺𝑚

𝝈𝑚𝛿𝜺𝑚 𝑑𝛺 (2)

in which Σ is the macroscopic stress tensor. Following the assumed
additive decomposition of the mesoscopic strain tensor, the macro-
homogeneity principle can be written for any kinematic admissible 𝜹𝑢𝑚:

Σ ∶ 𝛿𝐄 = 1
𝑉𝑚 ∫𝛺𝑚

𝝈𝑚𝛿𝐄 𝑑𝛺 + 1
𝑉𝑚 ∫𝛺𝑚

𝝈𝑚∇𝑠𝛿𝑢𝑚 𝑑𝛺 (3)

Periodic boundary conditions are assumed to solve the Boundary Value
Problem (BVP). Such consideration is extensively found in homogeniza-
tion procedures for the study of masonry structures [63–67]. Due to
the periodicity of the displacement fluctuations on the boundaries, the
second term of Eq. (3) vanishes since the minimal kinematic constraint
required to obtain an admissible mesoscopic generalized displacement
fluctuation is null. Thence, the corollary of the Hill–Mandell principle
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is that the homogeneous macroscopic stress tensor Σ can be written as
the volume average of the mesoscopic stress field 𝝈𝑚 over the RVE:

Σ = 1
𝑉𝑚 ∫𝛺𝑚

𝝈𝑚 𝑑𝛺 (4)

The variational principle and the use of periodic boundary conditions
allow concluding that the external surface traction and body force field
in the RVE are reactive terms over the imposed kinematic conditions.
The macro-stress couples are obtained per unit of length and found
through-the-thickness integration of the in-plane homogeneous macro-
stresses. To solve the meso-mechanical problem, a two-dimensional
unit-cell Finite Element (FE) model based on a Kirchhoff-plate theory
method is adopted. It was presented in [40,68] using a deterministic
approach and is herein extended for a probabilistic-based analysis.

The approach relies on a direct homogenization scheme, in which
the BVP is solved upon a proper RVE that statistically embodies the
masonry under study. Brick units are considered elastic and modelled
through quadrilateral FEs. Mortar joints are considered inelastic and
modelled through interface FEs. Material non-linearity is assumed to be
lumped on mortar joints, see Fig. 2a. Such assumption is particularly
adequate for strong unit masonry structures but, in the case of a weak
unit–strong joint masonry type, units crushing can be represented by
introducing an additional interface in the mid-span of each unit, as
demonstrated in [40]. The linear elastic relation between the interface
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Fig. 3. Discrete macro-element model and corresponding Cauchy deformation modes.
generalized stresses and strains is given by 𝝈 = 𝐃𝜺, in which the
stiffness matrix 𝐃 = 𝑑𝑖𝑎𝑔{𝑘𝑛, 𝑘𝑠, 𝑘𝑡} (the subscript n refers to the
normal and the subscripts s and t to the in-plane and out-of-plane shear
components, respectively). These parameters are given by:

𝑘𝑛 = 𝑘𝑡 =
𝐸𝑏𝑟𝑖𝑐𝑘𝐸𝑚𝑜𝑟𝑡𝑎𝑟

𝑡𝑗𝑜𝑖𝑛𝑡(𝐸𝑏𝑟𝑖𝑐𝑘 − 𝐸𝑚𝑜𝑟𝑡𝑎𝑟)
; 𝑘𝑠 =

𝐺𝑏𝑟𝑖𝑐𝑘𝐺𝑚𝑜𝑟𝑡𝑎𝑟
𝑡𝑗𝑜𝑖𝑛𝑡(𝐺𝑏𝑟𝑖𝑐𝑘 − 𝐺𝑚𝑜𝑟𝑡𝑎𝑟)

(5)

in which 𝐸𝑏𝑟𝑖𝑐𝑘 and 𝐸𝑚𝑜𝑟𝑡𝑎𝑟 are the Young’s modulus of the brick unit
and mortar, respectively; 𝐺𝑏𝑟𝑖𝑐𝑘 and 𝐺𝑚𝑜𝑟𝑡𝑎𝑟 are the shear modulus of the
unit and mortar, respectively; and 𝑡𝑗𝑜𝑖𝑛𝑡 is the thickness of the mortar
joints. The so-called composite interface model [69,70] is adopted,
which is able to reproduce fracture, frictional slip and crushing along
the interface elements of the joints. It is defined by a convex composite
yield criterion with three individual functions (see Fig. 2b) able to
represent softening behaviour, i.e. a (i) a tension cut-off criterion
designated as 𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,1 and defined in Eq. (6); (ii) a Mohr–Coulomb
shear criterion designated as 𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,2 and defined in Eq. (7); and (iii)
a cap in compression designated as 𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,3 and defined in Eq. (8).

𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,1(𝝈, 𝜅1) = 𝜎 −
−
𝜎1(𝜅1) ,

−
𝜎1 = 𝑓𝑡 exp

(

−
𝑓𝑡
𝐺𝐼
𝑓𝑡

𝜅1

)

(6)

The shear criterion (Fig. 2b, d) is given as:

𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,2(𝝈, 𝜅2) = |𝜏| + 𝜎 tan𝜙(𝜅2) −
−
𝜎𝑠(𝜅2) ,

−
𝜎2 = 𝑐 exp

(

− 𝑐
𝐺𝐼𝐼
𝑓

𝜅2

)

(7)

For the compression yield function (Fig. 2e) and using a matrix form:

𝑓𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,3(𝝈, 𝜅3) =
1
2
(𝝈𝑇𝐏𝝈) + 𝐩𝑇 𝝈 −

−
𝜎
2
3(𝜅3) (8)

Here, 𝝈 is the generalized stresses, 𝑓𝑡 is the interface bond strength, 𝑐 is
the interface cohesion, 𝜙 is the friction angle; 𝐏 is a projection diagonal
matrix and 𝐩 a projection vector based on material parameters [69];
𝐺𝐼
𝑓𝑡

, 𝐺𝐼𝐼
𝑓 are the mode-I and mode-II fracture energy terms, respectively;

−
𝜎1,

−
𝜎2 and

−
𝜎3 are the effective stresses of each the adopted yield

functions governed by the internal scalar variables 𝜅 , 𝜅 and 𝜅 ,
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1 2 3
respectively. The typical compression hardening/softening law
−
𝜎3(𝜅3) is

composed of three branches (Fig. 2e), which are in agreement with the
−
𝜎𝑐1,

−
𝜎𝑐2 and

−
𝜎𝑐3 laws defined in [69]. Note that the subscripts 𝑖, 𝑚 and 𝑟

for both the yield stress value and scalar 𝜅 indicates the initial, medium
and residual values, respectively. The compression fracture energy 𝐺𝐼

𝑓𝑐
corresponds to a material input parameter of the model and allows
computing the residual strength value

−
𝜎𝑟 (from the peak

−
𝜎𝑝 one).

Probability distribution functions are assigned to each input param-
eter, in specific to both geometric and material properties. If 𝐗 defines
the discrete set of input random system variables 𝑋𝑖, then one can write
the following:

𝐗 = {𝐸𝑏𝑟𝑖𝑐𝑘 , 𝐸𝑚𝑜𝑟𝑡𝑎𝑟 , 𝑓𝑡 , 𝐺
𝐼
𝑓𝑡
, 𝑓𝑐 , 𝐺

𝐼
𝑓𝑐
, 𝑐 , 𝐺𝐼𝐼

𝑓 , 𝜙 , 𝑡𝑗𝑜𝑖𝑛𝑡 , 𝑡} (9)

in which ∀𝑋𝑖 ∈ 𝐗 ∶ 𝑋𝑖 = 𝑓 (𝑥). Note that, although upper letters are
typically used to represent random variables, the corresponding low-
ercase letters for geometrical and strength related material parameters
were adopted to follow the classical structural mechanics notation. The
sampling of random variables (RVs) is achieved by the LH method.
It allows a more rational selection of the RVs sample than the MC
technique [71,72], as a stratified technique allows avoiding overlapped
simulations [73]. To this aim, it is necessary to define: (i) a probabilistic
distribution function (PDFs) for each RV and the correlation matrix; and
(ii) the dimension of the probabilistic sample, i.e. the desired number
of simulations 𝑁𝑠𝑖𝑚𝑢𝑙. Once these two steps are performed, the solution
of the mesoscopic BVP is found for each input sample. The process is
repeated 𝑁𝑠𝑖𝑚𝑢𝑙 times, hence finding 𝑁𝑠𝑖𝑚𝑢𝑙 homogenized 𝛴 − 𝐸 and
𝑀 − 𝜒 quantities.

2.2. Second step at a macro-scale level

A discrete-based numerical model is adopted at a macro-scale. Ma-
sonry is modelled as a discrete media. The basic macro-element is com-
posed by a quadrilateral rigid plate with deformable FE-trusses at its
interfaces. Those trusses govern both in- and out-of-plane deformation
and damage (Cauchy deformation modes of Fig. 3) within a decoupled
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characterization. Therefore, the orthotropy and full-softening response
of masonry can be represented and the significant computational costs
of continuous FE-models for non-linear dynamic problems circum-
vented. The mass of the system is embodied by the quadrilateral rigid
plates through an equivalent material density and within a consistent
mass matrix approach.

The discrete macro-element was implemented in software ABAQUS
[74]. As demonstrated in [75], the homogenized constitutive relation-
ships can be reproduced with good accuracy through the concrete
damage plasticity (CDP) model. Such plasticity model is applied to
the macro-interfaces only (trusses) and requires stress–strain curves as
input. Meso-to-macro steps are performed to guarantee the correct up-
scaling of the homogenized 𝛴−𝐸 and 𝑀−𝜒 curves: (1) the scaling, and
2) the fracture energy regularization. Both are dependent on geometric
arameters, i.e. H, e, L, t, (Fig. 3).

The in-plane response is directly obtained from the 𝛴 − 𝐸 curves.
or the out-of-plane trusses, i.e. bending (BTruss) and torsion (TTruss),
he macroscopic 𝑀 quantities are converted in stress values according
o Eq. (10):

𝐵𝑇 𝑟𝑢𝑠𝑠 =
𝑀

𝑒𝐴𝐵𝑇 𝑟𝑢𝑠𝑠
; 𝜎𝑇𝑇 𝑟𝑢𝑠𝑠 =

𝑀
𝐻𝐴𝑇𝑇 𝑟𝑢𝑠𝑠

(10)

Here, 𝑀 is the bending moment per unit of interface length, 𝐻 the
length of each quadrilateral panel, and 𝑡 is the thickness of the wall.

he bending truss area is given by 𝐴𝐵𝑇 𝑟𝑢𝑠𝑠 = 𝐻(𝐿+ 𝑒
2 ) and the torsional

truss area given by 𝐴𝑇𝑇 𝑟𝑢𝑠𝑠 =
𝑒𝐻
2 , in which 𝑒 is the gap between macro-

lements (assumed as 20 mm) and 𝐿 = 𝐻
2 is the influence length of each

russ.
The stress–strain curves for trusses are regularized by affecting the

lastic stiffness and fracture energy terms. Regularization is necessary
o correctly identify the elastic stiffness of trusses and to guarantee
he solution objectivity in non-linear problems. The elastic stiffness of
ach truss is found by assuring the elastic energy equivalence between
he discrete model and an equivalent Cauchy homogeneous plate. The
oung’s moduli of the in-plane trusses are given as:

𝐼𝑃 𝑎𝑥𝑖𝑎𝑙 𝑡𝑟𝑢𝑠𝑠
𝑖𝑖 =

−
𝐸𝑖𝑖𝑒

2(2𝐿 + 𝑒)
; 𝐸𝐼𝑃 𝑠ℎ𝑒𝑎𝑟 𝑡𝑟𝑢𝑠𝑠

𝑖𝑗 =

−
𝐺𝑖𝑗𝐻2

4𝑒(2𝐿 + 𝑒)
𝑖, 𝑗 = {𝑥, 𝑦}

(11)

For the out-of-plane bending and torsional responses, the Young’s
moduli are calculated as:

𝐸𝐵𝑇 𝑟𝑢𝑠𝑠
𝑖𝑖 =

−
𝐸𝑖𝑖𝑡4𝐻

24𝑒(1 − 𝜈2)(𝐻 + 𝑒)𝑒𝐴𝑡
; 𝐸𝑇𝑇 𝑟𝑢𝑠𝑠 = 2

−
𝐺𝑡4

3𝐻2𝑒(2𝐿 + 𝑒)
𝑖, 𝑗 = {𝑥, 𝑦}

(12)

In which
−
𝐺 =

−
𝐸𝑖𝑖

2(1+𝜈) is the homogenized shear modulus. By correcting
he strain axis to calibrate the elastic stiffness value, the post-peak curve
trains are also affected and regularize the fracture energy. A concise
escription was given herein, being the reader referred to [75,76] for
urther insights on the deterministic-based formulation.

. Proposed framework for seismic fragility assessment

The two-step numerical procedure is able to account with differ-
nt sources of uncertainty and can, moreover, be integrated within a
ramework for fragility or reliability analysis. Herein, and observing
he model as a structural analysis tool, further details are given on how
he uncertainties are propagated. Then, the possibility of applying the
umerical model within a damage analysis is also provided, in specific
ithin the so-called PBEE methodology for the seismic vulnerability
ssessment of masonry structures.
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3.1. Meso-to-macro scale: propagation of uncertainty

System uncertainty is represented by considering variables to be
random (RVs) [77,78]. Defining simple and non-stationary statisti-
cal distribution functions to RVs seem appropriate in the majority
of structural problems [79,80]. The probabilistic model code JCSS
(2011) [62] addresses the latter by offering recommendations on sta-
tistical distributions and parameters for several construction materials
(as concrete, timber, and masonry). Variables concerning the loading,
masonry material properties, and the structure’s geometry can then
carry uncertainty. In particular, as referred in Section 2.1, the following
mesoscopic variables are eligible to carry uncertainty:

𝐗 = {𝐸𝑏𝑟𝑖𝑐𝑘 , 𝐸𝑚𝑜𝑟𝑡𝑎𝑟 , 𝑓𝑡 , 𝐺
𝐼
𝑓𝑡
, 𝑓𝑐 , 𝐺

𝐼
𝑓𝑐
, 𝑐 , 𝐺𝐼𝐼

𝑓 , 𝜙 , 𝑡𝑗𝑜𝑖𝑛𝑡 , 𝑡} (13)

n which ∀𝑋𝑖 ∈ 𝐗 ∶ 𝑋𝑖 = 𝑓 (𝑥), being, so far, assumed that 𝑓 (𝑥) follows
ither a normal (ND) or log-normal distribution (LND). Nonetheless,
ince the dimension of {𝑋} = {𝑋1, 𝑋2, 𝑋3,… , 𝑋𝑖+1} has a direct effect
n the computational processing time, a sensitivity analysis may be
erformed beforehand to reduce the random space dimension.

In presence of uncertainty, sampling methods are generally used
o establish the set of RVs and to compute the failure probability of
system. Methods such as the Monte-Carlo (MC) or Latin-Hypercube

LH) [45,55,81] are generally adopted for both non-linear and large-
cale problems. MC [82] follows a random sampling approach and it is
onceptually more straightforward, but demands higher computational
osts if acceptable confidence limits are desirable. LH adopts a rational
election of the RVs set through a stratified sampling technique that
voids overlapped simulations [73], hence lessening the computational
ffort in respect to crude MC [72].

A LH sampling method within an inverse transform method is
dopted here (based on [73]). The sampling allows deriving a set of
𝑠𝑖𝑚𝑢𝑙 grouped RVs values of the array 𝐗, being 𝑁𝑠𝑖𝑚𝑢𝑙 provided by

he analyst. Since input variables can be correlated, the use of a non-
dentity covariance matrix is suggested and convenient. Note that using
epresentative correlations allows guaranteeing that the simulated re-
ponses are physically plausible. A correlation measure based on the
earson product-moment coefficient 𝜌𝑖,𝑗 (subscripts 𝑖 and 𝑗 denote two
iven variables) was assumed.

The propagation of uncertainty from the meso- to the macro-scale
s conducted by upscaling 𝑁𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑒𝑑 homogenized 𝛴 − 𝐸 and 𝑀 − 𝜒
urves. The number of propagated curves (𝑁𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑒𝑑) is lower than
he total number of the random homogenized quantities computed
𝑠𝑖𝑚𝑢𝑙, i.e. 𝑁𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑒𝑑 ⊂ 𝑁𝑠𝑖𝑚𝑢𝑙. This is a paramount advantage of

he proposed structural analysis model, as it allows to significantly
educe the number of analyses performed at a macro-scale. Towards
he latter, homogenized curves that represent the full stochastic meso-
cale content are properly found. To this aim, curves that statistically
epresent the random response using five percentile are found: the 5%,
5%, 50% (median), 75%, and 95% percentiles. Furthermore, one may
lso ensure that such representative homogenized curves are correlated.
he application of this step is demonstrated in Section 4.2.3.

.2. Structural non-linear analysis

The proposed numerical model can be used at a macro-scale for
he structural seismic assessment of masonry structures, either through
on-linear quasi-static (Pushover) or non-linear dynamic analysis. Here,
e address the particular case of non-linear incremental dynamic
nalysis (IDA). IDA allows a better estimation of dissipated energy,
esulting forces and overturning moments than static approaches [83],
lbeit requiring significantly higher computation costs. The seismic
apacity evaluation through IDA curves requires: (i) an appropriate
trong motion intensity measure (IM) [84]; and (ii) an appropri-
te engineering demand parameter (EDP) [85,86]. Dynamic analyses

re then conducted considering the propagated homogenized data
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(𝑁𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑒𝑑). Loading uncertainty is also acknowledged by providing
different ground motions scaled for each IM level.

Peak-ground acceleration (PGA), velocity (PGV), and displacement
(PGD), the Arias intensity, and the Housner Intensity are examples
of IMs. The selection of the most adequate IM is still debatable,
but it should include concerns related to the adopted hazard model,
the system (structural or not-structural) under analysis and the avail-
able data [87]. Several studies report different optimal IMs for a
performance-based analysis, either for new and existing structures
[88,89]. The decision of the IM is paramount, as the series of non-linear
dynamic analyses are carried for different IM levels. Furthermore, the
so-called Engineering Demand Parameter (EDP) needs to be established
to assess the response of the system. As referred in [83], the EDP
selection depends on the performance target and on the type of system
under investigation. Possible EDPs include story drifts; rotation values;
total or inelastic deformations; floor accelerations or velocities; internal
forces of elements; strength degradation or energy dissipation values,
among others. Lastly, IDA curves can be computed to describe the
structural response in terms of EDP and IM levels for the ground
motions. Note that IDA analysis offers a comprehensive insight into
the seismic response of structural system, but allows also constructing
important decision-tools, such as fragility or vulnerability (if losses are
estimated) curves.

3.3. Damage analysis

The possibility of adopting the proposed probabilistic-based model
within a damage analysis is provided. The strategy is applied to obtain
seismic fragility curves through IDA analysis, for which damage regions
and corresponding limit state (LS) levels may be defined. Fragility
curves are here obtained by fitting the discrete data using a cumula-
tive log-normal probabilistic distribution, as it was demonstrated to
be an appropriate choice [83,90,91]. Such curves relate the POE a
given damage threshold as a function of the strong ground motion IM.
Mathematically, the formal definition is gen as:

𝐹𝐿𝑆 (𝐼𝑀) = 𝑃 [𝐸𝐷𝑃 ≥ 𝐸𝐷𝑃𝐶 | 𝐼𝑀] (14)

in which 𝐹𝐿𝑆 (𝐼𝑀) is the fragility at a given 𝐼𝑀 and for a limit state
(LS) with an associated capacity limit for the engineering demand
parameter 𝐸𝐷𝑃𝐶 . Note that according to Eq. (14) it is assumed that
if the 𝐸𝐷𝑃𝐶 is reached then the LM is violated, but other formal
definition that considers it as the ultimate safe limit are also found
in literature [92]. A log-normal fragility curve is determined for a
generic 𝐿𝑆 and the estimation of the log-normal parameters is herein
achieved using the maximum-likelihood method, as it provides accurate
estimations of 𝜃̂ and 𝛽 ( ̂ denote an estimated parameter) [91].

The Maximum-likelihood method (MLM) computes the estimated
moments 𝜃̂ and 𝛽 through a maximization problem on the likelihood of
the predicted data in fitting the expected one. Prior to the optimization
step itself, the computation of the number of events 𝑛𝑐 (out of the total
𝑁𝑒𝑣𝑒𝑛𝑡𝑠) whose EDP value exceeded the limit value 𝛿𝐿𝑆 is needed, for
each defined 𝐿𝑆 and accounting with all the 𝐼𝑀 levels. By adopting
a binomial distribution, the probabilities of collapse can be computed
from Eq. (15):

𝑃 [𝑛𝑐 𝑜𝑢𝑡 𝑜𝑓 𝑁𝑒𝑣𝑒𝑛𝑡𝑠 | 𝐼𝑀 = 𝑥] =

(

𝑁𝑒𝑣𝑒𝑛𝑡𝑠
𝑛𝑐

)

𝑝𝑛𝑐 (1 − 𝑝𝑖)𝑁𝑒𝑣𝑒𝑛𝑡𝑠−𝑛𝑐 (15)

in which 𝑝 is the probability of reaching/exceeding the 𝐿𝑆 at 𝐼𝑀 = 𝑥.
After repeating this process for all the 𝐼𝑀 values, the likelihood of
the entire set of analysis is given as the product of the individual
likelihoods. In this regard, the optimization function is written over
the total likelihood (the sum of the individual likelihoods) and, ow-
ing to a mathematical convenience [91], in a logarithmic form and
reads as given in Eq. (16). Such optimization problem can be solved
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using a Nelder–Mead simplex algorithm (fminsearch function in Matlab
was adopted) for each 𝐿𝑆, and the estimated log-normal distribution
parameters 𝜃̂ and 𝛽 are computed.

{𝜃̂ , 𝛽} = argmax
𝜃 , 𝛽

𝑚
∑

𝑗=1

[

𝑛𝑐 ln

(

𝛷

( 𝑙𝑛
(

𝑥
𝜃

)

𝛽

))

+ (𝑁𝑒𝑣𝑒𝑛𝑡𝑠 − 𝑛𝑐 ) ln

(

1 −𝛷

( ln
(

𝑥
𝜃

)

𝛽

)) ]

(16)

4. Application of the framework

The proposed framework is applied to the seismic fragility as-
sessment of an English-bond masonry benchmark. Each of the con-
ducted stages of the framework are addressed in detail, and encompass
the meso-mechanical characterization of masonry, propagation of un-
certainty, and the structural and damage analyses performed at a
macro-scale. The latter steps are depicted with detail in Fig. 4.

4.1. Case study: LNEC brick masonry benchmark

An English-bond brick-house mock-up [93] is selected to serve
as benchmark for the application of the framework. The structure
is composed of three walls in a U-shaped plan arrangement. Main
façade (East plan) presents a gable wall, which is linked with two
transversal abutment walls (North and South plans). Walls are made
of clay brickwork, within an English-bond arrangement, with 235 mm
of thickness. Clay brick units have nominal dimensions of 235 × 115 ×
70 mm3 and are laid and bound together by mortar joints with a
thickness ranging from 15 to 18 mm. The geometrical features are
depicted in Fig. 5. The brick mock-up was tested up to collapse in a
shaking table under a unidirectional seismic loading. The seismic input
was applied in a perpendicular direction (E-W) to the main façade.
Preceding experimental observations [93] and numerical analysis [76]
on its dynamic response showed that the governing failure mode is
given by the out-of-plane collapse of the tympanum of the gable wall.
Hence, the seismic fragility is assessed accounting with such collapse
mode.

4.2. Stochastic meso-mechanical characterization of masonry

4.2.1. Sensitivity study of the input parameters
The random space dimension 𝐗 = {𝑋1, 𝑋2, 𝑋3,… , 𝑋𝑖+1} of the

system has a direct effect on the computational processing time. The
input variables for the mesoscopic model are gathered in Table 1.
Expected values and CoV terms follow experimental data [93] and
the recommendations from JCSS (2011) [62], when applicable. The
probabilistic distributions of RVs have been assumed to follow a Log-
Normal (LN) distribution when related with mechanical parameters of
the masonry, and a Normal (N) distribution when related to geometric
parameters. Such assumptions are generally followed, as demonstrated
in [94]. Masonry density 𝜌 and Poisson’s coefficient 𝜈 are assumed to
be deterministic owning its low experimental variability [93].

A sensitivity analysis was conducted to evaluate the relative im-
portance of each parameter on the OOP homogenized quantities: hor-
izontal (𝑀𝑥𝑥), vertical (𝑀𝑦𝑦) and torsional (𝑀𝑥𝑦) bending moment–
curvature relationships. Such constitutive laws are provided from the
meso-scale analysis (described in Section 2.1) on a Representative
Volume Element (RVE) of the English-bond masonry of the case study
(Fig. 3). Two meso-scale simulations were performed for each studied
variable 𝑋𝑖 by considering the lower (5% percentile) and upper-bounds
(95% percentile). For the remaining RVs, the median value was at-
tributed. This process is repeated for each 𝑋𝑖 and a total of 23 analyses
(2𝑋𝑖 + 1) were simulated. Results are assembled through tornado dia-
grams, see Fig. 6. Variables are positioned in the ordinates and the bar
length represents the consequence of changing the variable to a lower-
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Fig. 4. Proposed methodology to use the two-step numerical procedure.
Fig. 5. Selected case study: the LNEC brick-house benchmark.
Source: Adapted from [76].
and upper-bound with respect to the base (median). Most influential
variables are placed in the top of the chart and follow a descending
order. Since both material and geometric parameters are considered as
RVs, one may expect that differences are accountable on the maximum
moment capacity and on the 𝑀 − 𝜒 curve shape. Accordingly, a local
and global control parameter was assumed for the (𝑀𝑥𝑥), (𝑀𝑦𝑦) and
(𝑀𝑥𝑦) curves, i.e. the peak moment value and the total stored energy,
respectively.

Results indicate that parameters as the cohesion (𝑐), tensile strength
(𝑓𝑡) and thickness (𝑡) govern both the local (peaks) and global (energy)
meso-response. In converse, parameters related with the compressive
regime seem to have a negligible effect. These findings are in agreement
with experimental evidences for weak mortar masonries, in which
both tensile and shear regimes tend to govern the out-of-plane be-
haviour [95]. Hence, compressive strength 𝑓𝑐 and fracture energy 𝐺𝐼

𝑓𝑐
were defined as deterministic variables. Thus, a total of nine variables
were defined to be random and carry the uncertainty of the systems:

𝐗 = {𝐸 ,𝐸 , 𝑓 , 𝐺𝐼 , 𝑐 , 𝐺𝐼𝐼 , 𝜙 , 𝑡 , 𝑡} (17)
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𝑏𝑟𝑖𝑐𝑘 𝑚𝑜𝑟𝑡𝑎𝑟 𝑡 𝑓𝑡 𝑓 𝑗𝑜𝑖𝑛𝑡
Table 1
Statistical properties of the RV for sensitivity study.

𝑋𝑖 Statistical distribution 𝐸[𝑋𝑖] 𝐶𝑜𝑉 [𝑋𝑖]

𝐸𝑏𝑟𝑖𝑐𝑘 (N∕mm2) LN 11000 29% [93]
𝐸𝑚𝑜𝑟𝑡𝑎𝑟 (N∕mm2) LN 3000 25% [62]
𝑓𝑐,𝑚𝑜𝑟𝑡𝑎𝑟 (N∕mm2) LN 2.48 17% [62]
𝑓𝑡,𝑚𝑜𝑟𝑡𝑎𝑟 (N∕mm2) LN 0.105 25%
𝐺𝐼

𝑓𝑐
(N∕mm) LN 3.97 17%

𝐺𝐼
𝑓𝑡
(N∕mm) LN 0.012 25%

𝐺𝐼𝐼
𝑓 (N∕mm) LN 0.05 25%

𝑐 (N∕mm2) LN 0.2 40% [62]
𝜙 (degrees) LN 30 19% [62]
𝑡 (mm) N 235 5% [93]
𝑡𝑗𝑜𝑖𝑛𝑡 (mm) N 15 20% [93]
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Fig. 6. Tornado diagrams for the eleven random variables (RVs) of the system.
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t is stressed that such material information is generally unavailable
s masonry’s experimental characterization is only feasible in some
tudies. Therefore, literature on alike masonries may provide valuable
ecommendations. It is suggested that: (i) elastic and strength prop-
rties can be found using the so-called masonry quality index [96];
nd (ii) non-linear properties of masonry and unit-mortar interface to
e found following non-destructive tests [46], confined compression
ests [97], or using general recommendations for masonry [69] whose
epresentativity can be arguable depending on the masonry type.

.2.2. Latin-hypercube sampling (LHS)
A LHS method within an inverse transform method is chosen (Sec-

ion 3.1). The sampling process has a set size given as 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000.
A non-identity correlation matrix was considered since some RVs are
correlated. This allows obtaining a meaningful sample of values and
restrict the solution to physically plausible responses. The built-in LHS
tool of Matlab was used, which makes use of a correlation measure
ased on the Pearson product-moment coefficient 𝜌𝑖𝑗 (subscripts 𝑖 and
denote two given variables). Table 2 reports the parameters adopted

namely the covariance matrix, see [73]), which are fully-based on
xpert judgment. Only null (independent variables) and positively cor-
elated variables were considered, and spatial variability disregarded.
he theoretical statistical distribution and the histograms obtained after
he LHS are shown in Fig. 7 for each RV, in which a good match
etween the generated and expected distribution curves was found.

.2.3. Propagation of uncertainty: meso-to-macro scale
From the sample obtained from the LH method, a total of 𝑁𝑠𝑖𝑚𝑢𝑙 =

000 simulations were performed, and results ensure the variability
f the system material, mechanical and geometrical parameters. Each
enerated sample serves as input for the BVP at the meso-scale and, by
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Table 2
Target correlation matrix adopted between the RVs.

𝐸𝑏𝑟𝑖𝑐𝑘 𝐸𝑚𝑜𝑟𝑡𝑎𝑟 𝑓𝑡 𝐺𝐼
𝑓𝑡

𝑐 𝐺𝐼𝐼
𝑓 𝜙 𝑡𝑗𝑜𝑖𝑛𝑡 𝑡

𝐸𝑏𝑟𝑖𝑐𝑘 1.0 0.4 0.2 0.2 0.2 0.2 0.2 0.0 0.0
𝐸𝑚𝑜𝑟𝑡𝑎𝑟 1.0 0.8 0.6 0.6 0.4 0.2 0.0 0.0
𝑓𝑡 1.0 0.6 0.6 0.4 0.2 0.0 0.0
𝐺𝐼

𝑓𝑡
1.0 0.6 0.4 0.2 0.0 0.0

𝑐 1.0 0.6 0.2 0.0 0.0
𝐺𝐼𝐼

𝑓 1.0 0.2 0.0 0.0
𝜙 sym 1.0 0.0 0.0
𝑡𝑗𝑜𝑖𝑛𝑡 1.0 0.2
𝑡 1.0

repeating this process for every sample, a total of 2000 homogenized
stress–strain and moment–curvature curves were derived, as depicted
in Fig. 8. Large variability of the meso-scale response is clear, partly
explained by the adopted high 𝐶𝑜𝑉 values for the most critical param-
eters. A convergence test was performed to assess the adequacy of the
number 𝑁𝑠𝑖𝑚𝑢𝑙.

Fig. 9 shows that the mean of the generated peak moment of the
homogenized (𝑀𝑥𝑥), (𝑀𝑦𝑦) and (𝑀𝑥𝑦) curves remain below the defined
olerance of 5% (in respect to the last simulated mean value) for an
𝑠𝑖𝑚𝑢𝑙 = 500. This indicates that 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000 seems a conservative

hoice (note that 𝑀−𝜒 curves are integrated from 𝛴−𝐸 curves; hence
he latter results are disregarded).

Aiming at reducing the number of simulations performed at a macro
cale, the data from each homogenized quantity was analysed and the
ive principal percentiles filtered. The main purpose is the definition
f five deterministic models that holistically represent 𝑁𝑠𝑖𝑚𝑢𝑙 different
amples. The latter step got inspiration from [12], where representative
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Fig. 7. Distribution for each RV generated through Latin Hypercube technique 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000.
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− 𝜒 were used as input for hinges with concentrated plasticity for a
rame-based model applied to reinforced-concrete structures. Nonethe-
ess, combining the percentiles curves found for each homogenized
uantity and assuming that outcome from the same input may be unre-
listic. In other words, the sample that originates the maximum (𝑀𝑥𝑥)
eak can differ from the one which originates the maximum (𝑀𝑥𝑦)
nd (𝑀𝑦𝑦) values. This is especially critical in a multivariate system,
hereas the relative importance of each variable is more diluted and an
bvious correspondence between models is hardly found. Bearing this
n mind, a correlation test between the homogenized quantities being
ombined is mandatory. The correlation assessment was conducted via
-q (quantile–quantile) plots and results are addressed in Fig. 10.

Again, both a local and global parameter that characterizes the OOP
omogenized quantities were accounted, namely the peak moment
alue and the stored bending energy. Likewise, only OOP quantities
ere considered to avoid redundancy, as moment are obtained from

he stress quantities (𝑀𝑥𝑥 − 𝛴𝑥𝑥, 𝑀𝑥𝑦 − 𝛴𝑥𝑦 and 𝑀𝑦𝑦 − 𝛴𝑦𝑦). Fig. 10
emonstrate a quasi-perfect positive correlation between homogenized
uantities (a Pearson linear correlation coefficient of 0.99) and within
confidence level of 95%. This supports the validity of filtering five
odels directly from the percentiles of the total random sample 𝑁𝑠𝑖𝑚𝑢𝑙.

The uncertainty propagation between meso- and macro-scale is
uaranteed by the five representative models plotted in Fig. 11. These
re designated according to the corresponding percentiles, i.e. model
5%, model P25%, model P50%, model P75% and model P95%. Note
hat such an assumption is especially convenient since it reduces dras-
ically the computational cost at a macro-scale and without lose of the
epresentativeness of the simulations performed at a meso-scale.
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.3. Stochastic structural analysis

.3.1. Random loading input using artificial accelerograms
Current code guidelines acknowledge the use of either real or

rtificial accelerograms. In regions where a significant set of ground-
otion records of damaging earthquakes is unavailable, the use of real

arthquakes is difficult. Furthermore, each record has its own wave
haracteristics contents, which makes the occurrence of a similar seis-
ic event unlikely. Artificial accelerograms pose higher practicability

nd were adopted, as a significant number of random accelerograms,
ode-compliant with design response-spectrum, can be easily gener-
ted through existing tools [54,98,99]. Seven stationary signals were
enerated using SIMQKE_GR [98] and are given in Fig. 12. However,
t should be noted that the debate over the use of artificial and real
ccelerograms is beyond the scope of this study. Real accelerograms can
e certainly a viable option when applying the proposed framework.

Seven is the minimum number required by Eurocode 8 [49] to
llow observing the mean structural response. Non-stationary signals
in amplitude and frequency content) were produced considering that:
1) the envelope function has a trapezoidal shape [100]; (2) total
uration of 35 seconds, i.e. an intense phase with 30 seconds and
rise and decay phases with 5 seconds duration; (3) signals were

igh-passed in the frequencies range of 0.2–40 Hz and filtered using
cosine function to attenuate potential accelerations drifts; and (4)

he resulting artificial accelerograms are compatible with the elastic
esponse spectrum for an earthquake type-1 (far-fault earthquake) by
urocode 8 [49], with 475 years for returning period 𝑃𝑛 and 3% viscous
amping (𝜉 = 3%), see Fig. 12. This spectrum was found considering the

arameters suggested by the Portuguese National Annex for the region
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Fig. 9. Convergence tests performed for the obtained peak values of the (𝑀𝑥𝑥), (𝑀𝑦𝑦), and (𝑀𝑥𝑦) quantities during the 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000 simulations performed.
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f Lisbon: importance factor 𝛾𝑙 = 1.0 (Class B buildings); a reference
eak ground acceleration of 𝑎𝑔𝑟 = 1.5 m∕s2; and a soil type A (rock,
oil factor 𝑆 = 1). Such values were hypothetical assumed aiming the
pplication of the framework.

.3.2. Incremental dynamic analysis (IDA)
IDA curves are computed from dynamic analyses by relating EDP-IM

arameters [101]. Several grouping methods can be employed to effec-
ively describe the EDP-IM space and determine the seismic demand.
or instance, singe/multiple strip analysis [102] that use accelerograms
caled to match the desired IM level, and cloud methods, in which a
et of scaled or unscaled ground motions appearing at arbitrary non-
dentical IM levels allows to obtain a cloud like shape of EDP-IM
airs. For a deeper discussion on other possible methods, the reader
s referred to [92]. In this study, IDA is however adopted since authors
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t

gree that fragility is easily understood since failure can be promptly
raced on a record-to-record basis [92,101].

As IM, ground-based specific measures (𝑃𝐺𝐴, 𝑃𝐺𝑉 and 𝑃𝐺𝐷) are
ractical, albeit lack robustness for long-period structures [103]. Still,
GA is largely adopted by current design codes for both hazard and
otion attenuation relationships. Moreover, 𝑃𝐺𝐴 was adopted in the

eference experimental data [93], which enforces its convenience. Re-
arding the 𝐸𝐷𝑃 , the maximum out-of-plane displacement component
t the top of the gable wall (𝛿𝐸𝐷𝑃 ) was assumed. A displacement-
ased 𝐸𝐷𝑃 is generally adopted within analytical-based fragility curves
or URM structures [56,104–106] and/or in seismic URM buildings
eismic provisions, for instance in FEMA 368 [107]. The seven artificial
ccelerograms were scaled according to nine 𝐼𝑀 levels, ranging from
.1𝑔–0.9𝑔 and with a periodicity of 0.1𝑔 (𝑃𝐺𝐴 levels). By recalling
hat uncertainty is represented at the macro-scale by five macro-models
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Fig. 10. Correlation assessment from 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000 simulations (truncation within 95% confidence levels).
(Fig. 11) – model P5%, model P25%, model P50%, model P75% and
model P95% –, a total of 266 dynamic analyses were performed. In
practice, the response includes a total of 2000 samples with different
material and geometrical inputs, for which a confidence level of 95%
is assured by the lower (model P5%) and upper (model P95%) limits.
Continuous IDA curves were found for each macro-model by assuming
a linear interpolation between the discrete result pairs (𝐼𝑀, 𝛿𝐸𝐷𝑃 )
(Fig. 13).

From Fig. 13, one can conclude on the sudden increase of the out-of-
plane displacement after a 𝑃𝐺𝐴 of 0.4𝑔, 0.5𝑔, and 0.6𝑔 for the models
that represent the percentile 5%, percentile 25% and median of the
homogenized material curves, respectively. A clear development of a
degrading plateau is observed after. In converse, the remaining two
models (P75% and P95%) have higher strength values and the differ-
ence on the displacements found is significantly lower. In these models,
the onset of degrading effects is visible for 𝐼𝑀 higher than 0.7𝑔.
urthermore, the conditional dispersion of results in terms of 𝐼𝑀 and
𝐷𝑃 is higher for the P5% model. Such finding is somehow expected

ince the latter input is associated with low strength values, hence more
ensitive to the variability of ground motion characteristics. For the
50% model, it is noticeable that the inelastic phase is well-marked for
𝐺𝐴 higher than 0.7𝑔. Although with different seismic loading input,

he latter is consistent with the experimental observations, as no visible
amage was obtained until a 𝑃𝐺𝐴 of 0.56𝑔 [105].At last, the reader is
dvised that the interpretation of any structural resurrection in the IDA
urves of Fig. 13 is merely an effect of the plot since it does not occur.

Before delving in the damage analysis, two remarks are impor-
ant to be addressed: (i) the computational advantage of the two-step
rocedure, and (ii) the computational advantage of the assumption
o propagate uncertainty through a reduced number of representative
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homogenized constitutive curves (Section 4.2.1). Regarding the first,
a mesh size of 200 mm was defined for the structural analysis since it
provides good estimations when compared to finer meshes [76]. The
associated processing time cost per analysis is dependent on the level
of damage (non-linearities) but range around 15–25 min. This is a great
achievement especially if one notices that each analysis may require
10× more time with a continuous FE macro-modelling strategy based on
a ’total strain crack model’ and with the same mesh size [76]. A laptop
with an i7-4710MQ CPU, 16 GB of RAM (DDR2), and an SSD disk with a
writing velocity of 512 Mbytes/s was used to conduct such comparison.
Note that total strain crack models are, in the realm of FE continuum
analysis, the most convenient for the analysis of larger-scale structures.
The difference between estimated processing times is well marked in
Fig. 14. Regarding the second point, it is rather clear how the proposed
strategy of propagating the material and geometric uncertainty through
a reduced yet representative number of homogenized constitutive laws
brings a huge reduction in the computation time. Considering the IDA
curves of Fig. 15, a total processing time of ≈ 3.6 days is required.
Instead, it would be rather impractical to run the whole probabilistic
sample of 2000 curves even with the two-step discrete numerical
model.

4.4. Damage analysis

4.4.1. Performance levels of the structure
Damage analysis through seismic fragility curves are paramount for

decision making and are part of current state-of-art performance-based
earthquake engineering (PBEE) frameworks [12]. Fragility curves give
the conditional distribution of the probability of exceeding a specific
performance state limit (or demand parameter) as a function of an
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Fig. 11. Definition of the five input models that represent the total simulated 𝑁𝑠𝑖𝑚𝑢𝑙 = 2000 samples.
𝐼𝑀 of the hazard. Defining realistic performance states expressed by
discrete thresholds for the 𝐸𝐷𝑃 on the structure’s response is the main
struggle of the process.

The selection of a displacement-based parameters as 𝐸𝐷𝑃 (usually
drift values) tends to be generally used by guidelines [48,49,108–112]
and in literature-related works [104,105,113]. Again, this supports the
decision over a displacement quantity to serve as 𝐸𝐷𝑃 . A compre-
hensive overview of the seismic performance code provisions in terms
of drift-ratio values is addressed in [114]. Guidelines are especially
suitable for in-plane failure modes and a better insight into the safety
margin due to out-of-plane collapses is still needed [115]. Moreover,
most of the existing URM buildings generally lack a box-type behaviour
and the response may be conditioned by the fragility of local structural
components. In this scope, such traditional URM structures feature a
seismic fragility that is hardly consistent with the provisions given by
standards [48,49,115].

For the present study, three damage levels were defined according
to Eurocode 8 [49]: damage limitation (𝐷𝐿), significant (or severe)
damage (𝑆𝐷) and near collapse (𝑁𝐶). The performance limit states are
attained from the results of non-linear static analyses conducted (mesh
size of 200 mm) with the model with median material parameters
(model P50%), as depicted in Fig. 15 and expressed in Table 3. Note
that:

• The DL region implies that the building is safe to be occupied after
the earthquake. The limit state is described as 𝛿𝐷𝐿 and given by
the yielding point of the capacity curve.

• The 𝑆𝐷 region implies that the building shows clear damage, but
still retains a seismic safety margin. The limit state is described
as 𝛿𝑆𝐷 and it is equal to 0.75𝛿𝑁𝐶 as denoted in Eurocode 8 [49]
(𝛿 is the NC limit state).
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𝑁𝐶
• The NC region implies that the building is severally damaged and,
even though it still stands under gravity loads, it has no seismic
safety margin. The limit state is described as 𝛿𝑁𝐶 and given as
the post-peak displacement for which the structure loses 20% of
the peak strength capacity (according to [105]).

Table 3
Structural performance levels adopted (longitudinal direction only).

Limit state (LS) Negative direction (−Y) Positive direction (+Y)

𝛿𝐸𝐷𝑃 (mm) CoV (%) 𝛿𝐸𝐷𝑃 (mm) CoV (%)

DL −0.66 15% 0.45 15%
SD −3.94 15% 2.65 15%
NC −5.24 15% 3.53 15%

The different performance limits are presented in Table 3 for each
longitudinal direction of the structure because the structure is not sym-
metric. In this regard, a weakest link approach is considered, meaning
that the overall damage state of the structure is given by the limit value
that is firstly exceeded according to the displacement 𝛿𝐸𝐷𝑃 sign.

4.4.2. Displacement-based seismic fragility curves
The generation of seismic fragility curves constitutes the last step of

the framework. According to the defined performance limit states, and
with the structural response information for a series of ground motions,
such fragility expressions can be expressed. To this aim, the optimiza-
tion problem given in Eq. (9) is solved through the so-called maximum
likelihood method [91]. The estimated log-normal distribution param-
eters 𝜃̂ and 𝛽 were computed for each limit state, see Table 4. Median
values 𝜃̂ of the fragility curves are between 0.15𝑔–0.29𝑔, 0.37𝑔–0.73𝑔 and
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Fig. 12. Artificial generated accelerograms scaled for a peak ground acceleration of 1 m/s2 and corresponding pseudo-acceleration response-spectrum superposed with the elastic
spectrum from Eurocode 8 [49] elastic spectrum.
Fig. 13. IDA curves obtained for each of the five defined macro-models.
0.44𝑔–0.84𝑔 for the 𝐷𝐿, 𝑆𝐷 and 𝑁𝐶 states, respectively. The relative
ifference between the median 𝜃̂ for P95% and P5% results is, for all
he damage states, approximated and in the range of 200%. This is a
518
relevant value and may be explained by the considerable variability of
the macro-input, which propagates from the material and mechanical
uncertainties of the system.
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Fig. 14. Estimated processing times for the simulation of a full probabilistic sample of 2000 curves or using the proposed approach of using only 5 representative curves: processing
time between the used two-scale numerical model and a continuum FE ‘total-strain crack’ model.
Fig. 15. Obtained non-linear pushover curves with indication of the assumed performance limit states (LS).
Fig. 16 presents the seismic fragility curves found for each damage
tate. Results allow concluding with a 100% probability and within a
5% confidence level that: (i) the structure will yield for a PGA equal
r higher than ≈ 0.45𝑔; the structure will suffer significant damage
or a PGA equal or higher than ≈ 0.85𝑔; and that the structure will

collapse for a PGA equal or higher than ≈ 0.95𝑔. Such results are
close to experimental evidence, as although different loading input was
used, the structures witnessed a residual damage for a 𝑃𝐺𝐴 of 0.56𝑔,
moderate damage for a PGA of 0.84𝑔, and the collapse for a 𝑃𝐺𝐴 of
.27𝑔.

One may also remark the low capacity of the structure to withstand
amage, as the structure can go from a situation of relevant damage to
ollapse with a PGA increment of only 0.1𝑔. Note that the performance
argets 𝛿𝑆𝐷 and 𝛿𝑁𝐶 (Fig. 15) are close to each other and a low ductility
ndex exists, which allow understanding the fragile character of the
asonry structure demonstrated by the steep shape of the fragility

urves of Fig. 16. Additionally to the associated OOP fragility of the
tructure, the results from the damage assessment may be conservative
ecause the LS are found through a static analysis.

It is also noteworthy to recall that the use of artificial accelerograms,
ogether with the use of the minimum number of motions required by
he Eurocode 8 [49], led to a low record-to-record variability. Such
ow record variability justifies the assumption of presenting the fragility
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curves of Fig. 16 following a ‘deterministic’ fashion. A more distributed
damage probability could be achieved for the mean curve if the P5%,
P25%, P50%, P75%, P95% are combined assuming different weights,
for instance a higher contribution for the lower limits aiming to be
conservative. However, as the decision is dependent upon the specific
results and lacks a general applicability, it was not pursued here..

In this regard and for the case study, the definition of strength-
ening schemes to postpone the out-of-plane failure of the tympanum
wall seems fundamental to reduce human and economic losses in the
aftermath of a seismic event. Nevertheless, such a decision should be
made simultaneously with information from a hazard probability curve
(a potential future streamline of this research).

5. Conclusions

A numerical strategy was presented for the probabilistic structural
analysis of masonry structures. The strategy was integrated within a
framework with background on the existing PBEE approaches [83],
albeit considering the structural and damage analyses only (hazard
analysis and loss estimation were disregarded). The approach gathers
two levels of analysis: (i) at a meso-scale, in which material, mechanical
and geometrical variables are parametrized to carry the masonry uncer-
tainty and compute the random homogenized quantities; and (ii) at a
macro-scale, in which the meso-scale uncertainty is propagated through
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Table 4
Estimated parameters for the log-normal distributions of the fragility curves for five studied macro-models and for each limit state.

Limit states (LS) Model P5% Model P25% Model P50% Model P75% Model P95%

𝜃̂ 𝛽 𝜃̂ 𝛽 𝜃̂ 𝛽 𝜃̂ 𝛽 𝜃̂ 𝛽

DL 0.15 0.06 0.17 0.28 0.18 0.25 0.25 0.22 0.29 0.16
SD 0.37 0.13 0.43 0.06 0.59 0.06 0.63 0.04 0.73 0.04
NC 0.44 0.02 0.52 0.05 0.64 0.05 0.72 0.03 0.84 0.04
Fig. 16. Seismic fragility curves obtained for each of the studied macro-models and for each damage state.
he selection of representative 𝛴−𝐸 and 𝑀−𝜒 curves to be used within
a discrete-based model. Here, the loading uncertainty is also ensured
by using several ground motions compliant with the Eurocode 8 [49]
elastic spectrum.

The seismic fragility assessment of a masonry structure was de-
veloped to attest the adequacy of the framework. The case study is
an English-bond brick house mock-up tested in LNEC by Candeias
et al. [93]. Analytical fragility functions were derived from incremental
dynamic analysis (IDA), in which a successive set of ground motions (a
total of seven) scaled for different 𝑃𝐺𝐴 levels (intensity measure) were
applied to the structure. The response of the structure was evaluated
according to an engineering demand parameter (𝐸𝐷𝑃 ) given by the
out-of-plane displacement component of the top gable wall node. A
total of 2000 homogenized curves were collected at a meso-scale, whose
sample served to perform 266 dynamic analyses at a macro-scale. Such
extensive numerical data allowed to compute three displacement-based
log-normal fragility functions for the three damage states in which a
95% confidence level was acquired. A maximum-likelihood method was
used to estimate the fitted log-normal distribution parameters for three
damage limit states that follow Eurocode 8 [49] recommendations,
i.e. damage limitation, significant damage and near collapse states. The
corresponding limit states (𝐿𝑆) were defined from ad-hoc quasi-static
pushover curves obtained from a model with median properties. Main
remarks are: (i) the fragility curves that define the 95% confidence
level envelope show, for all the damage states considered, a well
distinct response. This highlights the relative effect that the system
uncertainties have in the response; (ii) the observation supports the
experimental campaign, as there are 100% of probability that the
structure will suffer significant damage for a 𝑃𝐺𝐴 higher than 0.85𝑔;
and that the structure will collapse for a PGA equal or higher than
0.95𝑔; (iii) the structure shows low capacity to dissipate energy, as low
standard deviation values were identified for the significant and near
collapse damage states.

The case study is suitable to demonstrate that the framework is
applicable and computationally attractive when compared to existing
advanced numerical strategies for the non-linear dynamic study of ma-
sonry. Additionally, the model is based on an analytical methodology
with further space for improvement and research, namely: (i) the study
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of the ideal number of simulations required at a meso-scale; (ii) the
study on the effect of performance limit states; (iii) the study on the
relative effect of the loading uncertainty when compared with the
material one; (iv) the adoption of other IM apart from the structure-
independent 𝑃𝐺𝐴 measure; (v) the use of a methodology within a
broader application, perhaps in larger and complex structures; (vi) the
integration within other frameworks for reliability assessment [116],
and (vii) the integration of the probabilistic model within other types
of analysis, such as hazard and loss analyses.
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