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Abstract: The use of digital technologies in Product Service Systems (PSSs) has increased in recent
years. More and more smart devices are used in these models, collecting significant amounts of
data to provide personalized and responsive products and services. However, data extraction has
been causing disruptions in the social sphere, manipulating users, threatening democratic processes,
and harming the social dimension of sustainability. To mitigate these problems associated with user
data, some solutions on the market claim to take a more ethical approach. This article presents the
preliminary results of a study aiming to understand what features in these solutions may favour the
resilience of democratic processes and reduction in user manipulation due to personal data extraction
and personalized activity. It also examines how designers can use them to develop smart PSSs that
incorporate these elements and features in their process. Based on a literature review, three key
elements relevant to personal data and democracy were assessed and applied to analyze 30 cases.
The results provided a preliminary list of 46 features and 15 strategies for designers to embed these
elements in the design of smart PSSs, as well as a conceptual framework. The study concludes with
recommendations for future research.

Keywords: smart sustainable product-service systems design; personal data; user manipulation

1. Introduction

Digital technologies mark the current age [1]. However, as they are considered disrup-
tive, they affect fundamental areas of society such as economic and political systems [2–4].
The extraction of data from different devices and the variety of information about users
can create a surveillance state that challenges freedom and private life [5]. Algorithms and
predictive models are embedded with opinions from their design as pre-established rules
by the developer, creating indented and unintended manipulations [6]. Not only do they
interfere in everyday life but they can also cause societal systemic problems, replicating
and affirming patterns of exclusion. Furthermore, users’ data (or personal data) can give
unprecedented power to the hands of large technology companies that centralize data and
those that can pay for their services to maneuver their audiences [7]. The system works in
such a way that the user produces data by interacting with digital solutions and training
predictive models. At the same time, the users consume personalized and often sponsored
information (advertisements, search results, news, etc.) produced by these models and
algorithmic functions [8]. This can significantly increase the likelihood that users will take
positive action, resulting in profits and influence for technology companies and those who
advertise with them. The impact on society can be seen in the spread of misinformation,
polarization, and exclusion affecting democratic processes, as highlighted in news stories
from around the world, such as the Cambridge Analytica case [9]. This underscores the
importance of ongoing discussions about the use of personal data.
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In Product Service Systems (PSSs), digital technologies can potentially support dif-
ferent design strategies for sustainability. Potential benefits include improving workers’
conditions, e.g., [10,11], favouring the inclusion of people who live in remote areas, and
developing better services and products, e.g., [12,13]. The application of sensors and the
Internet of Things (IoT) has become increasingly common to better understand user needs,
leading to the enhancement and creation of innovative services and products [10,14]. Smart
products and services have further evolved PSSs in connectivity and intelligence [15].
However, few articles cite concerns about the use of data and how it affects society [16].

It is essential to consider crucial issues such as data extraction, violations of privacy
and surveillance, potential barriers to accessing information and user manipulation in prod-
ucts and services. To that end, it is necessary to ensure that digital technologies are designed
to support democratic processes rather than reinforcing existing power imbalances [7,17].
Technology is not good or bad, nor neutral [18]. Even though the outcomes of the applica-
tion of certain technology can be unpredictable, whether positive or negative, the design of
a technological solution can still reflect the principles, morals and ethics of its creators [19].
Its design is shaped by people and, in turn, shapes societies [20]. Inspired by Democracy by
Design (DbD), an approach that intends to incorporate democratic-related moral elements
into the design process [19], this article presents an initial study that outlines a conceptual
framework to be further explored in ongoing doctoral research on the design of Sustainable
Product-Service Systems (S.PSSs) and digital technologies, focusing on the socio-ethical
dimension of sustainability, in particular, the issue of mitigating the manipulation of users
and citizens, in democratic processes, due to the extraction of personal data, favouring ele-
ments related to the resilience of democracy and personal data management in the design
of these systems. Therefore, this study aims to answer the following research questions:

- What are the design features that can foster key democratic-related elements for
personal data management in smart PSSs?

- How can these features be applied in the design of smart PSSs to mitigate
user manipulation?

By analyzing existing solutions, this study aims to identify and systematize a set of
preliminary design features and develop a conceptual framework to support the design
knowledge base and know-how.

The paper is structured as follows: Section 2 presents the methodology, which includes
a literature review to identify key elements related to democratic processes relevant to
personal data and an exploratory analysis of digital solutions to assess their embodiment,
leading to a set of preliminary strategies for designing Smart Product-Service Systems
(smart PSSs). Section 3 discusses democratic-related elements and their relevance to
personal data found in the literature: Privacy, Transparency, and Participation. Section 4
analyses thirty cases of digital solutions that deal with personal data, identifying forty-six
features related to the elements, which were categorized into actionable strategies for
smart PSS design. Finally, the Conclusions highlight the examples found and the strategies
developed to integrate these elements into smart PSS design, aiming to enhance protection,
awareness, control, and collaboration.

2. Method

Strategies and methods for designing PSSs for socio-ethical sustainability are scarce [21].
The existing ones, e.g., [21–23], do not directly and fully address the contemporary problems
of digital technology in society [16]. In addition, the concept of Democracy by Design
(DbD) is derived from Value Sensitive Design (VSD) [24], a design of technology approach
that takes into account moral values during the design process [19]. However, the literature
on DbD is also scarce and diverges in fields covering topics from computer engineering [24]
to citizen education [25]. Nevertheless, VSD and DbD have been identified as promising
concepts to tackle issues caused by digital technology for assisting democratic process
resilience [17,26–28]. Friedman and Henry [19] affirm that the assumption of a specific set
of moral elements for the VSD approach can risk favouring some over others, suggesting
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the definition of VSD as an activity in the project. Democracy is a complex concept that
has many definitions and intertwined elements [29]. Therefore, a literature review was
carried out to understand the existing knowledge on democracy and digital data and to
establish an initial set of elements related to democracy and personal data. The intention
was not to target publications addressing democracy in the context of the governance
of a nation, such as decision-making processes, electoral systems, legislative bodies, etc.
Instead, it intended to find elements, understood here as components connected with
democracy, including instrumental factors that contribute to democratic systems and
processes resilience. Complementary, pursue factors that could be favoured when designing
solutions that deal with personal data to avoid user manipulation.

For the review, the terms democracy and data or digital were researched in the Scopus
database (Table 1). The search was focused on articles published in the last 10 years, limited
to English. The first result found 107 articles in total. The articles passed through three
selection filters. First, the title, keywords and abstract were read (F1); then, the introduction
and conclusion were read (F2); and finally, the full text was read (F3). After the filters, seven
articles were considered relevant.

Table 1. Research string, result, and filters.

STRING RESULT F1 F2 F3

(TITLE (democracy) AND TITLE (data OR digital)) AND PUBYEAR > 2014 AND
PUBYEAR < 2024 AND (LIMIT-TO (DOCTYPE, “ar”)) AND (LIMIT-TO
(LANGUAGE, “English”))

107 48 22 7

Publications were organized into an Excel (v.2410) spreadsheet, placing their basic
information (author, year, abstract, keywords, and link for the document), a summary of
the ideas on the article, and highlighted citations. Subsequently, the articles were grouped
by similarity, and a keyword was assigned to each group, reflecting the saturation of the
concepts identified. Due to the complexity of the subject, as a complementary resource
and initial non-systematic literature review, grey literature, books, and reports were also
considered. Three key elements emerged from these materials, Privacy, Transparency, and
Participation, which are further presented in Section 3.

Subsequently, a qualitative exploratory analysis of cases of existing digital solutions
was conducted. This aimed at understanding how the three elements identified in the
literature were embedded in existing solutions. The decision to adopt an exploratory case
analysis was made with the objective of maximizing breadth of observation rather than
depth. This approach was selected with the intention of gaining insight into the imple-
mentation of democratic elements across a diverse range of existing solutions rather than
focusing on the specifics of a limited number of solutions. While an alternative approach
could have been considered (such as an in-depth case study), this would have resulted in a
narrower scope for the framework. Therefore, it employs a sampling approach covering
a wide range of cases, exploring their variety and aiming for a broader understanding of
the phenomenon under investigation [30]. The observation of practises and their factors in
relation to the established elements in real solutions [21] is applied to obtain information for
a conceptual framework. For that, for each case, it was identified specific design features
associated with the three key elements. These features were then clustered and system-
atized in a coherent framework and used to derive a preliminary set of design strategies.
These strategies will be further validated in the future through other research methods,
which will include the application of the strategies with experts and design practitioners.

The term ‘smart PSS’ can be defined as a smart, connected product that is integrated
with e-services, with the objective of addressing consumer needs [12,14]. An example
of this would be laundry machines with sensors and software that monitor and identify
problems, integrated with a remote maintenance service. In a pilot, it was observed that
the cases of smart devices exhibited features that could be interpreted as aligning with the
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elements. These features were either directly correlated to the product (e.g., a component
as a removable battery or a cloud service) or indirectly correlated (e.g., a forum or policy
of privacy by design). A review of these features in smart devices revealed a limited
diversity identified. In addition, not many cases in the sector had a concern for data
ethics. Furthermore, it should be noted that smart devices are connected solutions that
collect and share data with other connected solutions, such as mobile phones, personal
computers, smart TVs, and other devices or software. In fact, smart PSS can also be defined
as “a platform service ecosystem, in which platform is made of smart products and smart
services” [31]. It was thus decided that the scope of the cases should be expanded to
encompass digital solutions that demonstrate a commitment to ethical practises regarding
personal data (data ethics). This includes the provision of enhanced privacy, security,
respect for local regulations, transparency, and other related considerations.

In order to find the cases, two lists of recommended digital products and services
that aim for more ethical solutions towards data management available online were used:
an independent project focused on digital and ethical solutions called privacytools.io and
a non-profit independent organization on data ethics called dataethics.eu. From these
two communities, a variety of cases involving personal data (such as browser, email, search
engine, communication tool, etc.) were identified and considered. The solutions were
subjected to a process of correlation with the elements, resulting in the extraction and listing
of relevant features in an Excel spreadsheet accompanied by a brief description. Following
the collection of several cases and the description of their features, it became evident that
they were repeating, indicating that further cases were not needed since the theoretical
saturation was achieved.

A process of coding for qualitative analysis was then carried out, merging and corre-
lating features to form preliminary strategies. This reflective process allowed the iteration
of the elements, features, and strategies (Figure 1). Initially, the extracted features were
combined and condensed. For instance, particular forms of encryption were identified and
merged into a single general description. During the first coding, the elements were used to
group these generalized features, assisting in the understanding of the element’s correlation
to themselves, as the results presented in Section 4.2. Each feature was then coded with a
verb relating to how they favour a more ethical approach to personal data in the solution for
the reduction in manipulation of users aiming to extract possible strategies. For example,
encryption was placed with the verb “alter” as it was described to alter data to not be
understandable by outside viewers. After providing a code for each one of the generalized
features they were then placed on a Miro board and grouped by similarity. This process
of grouping provided a refinement of the definitions of features, and clusters emerged,
indicating possible strategies, as presented in Section 4.3. The process of forming possible
strategies led to iterations between the elements, features and strategies, as illustrated
below and further presented in the results.

Overall, the methodology included a literature review to identify key democratic-
related elements relevant to personal data. These elements were then used to analyze a set
of existing digital solutions. In this analysis, specific features that embodied these elements
were identified. Thirty cases were selected, resulting in the identification of forty-six distinct
features, which were then grouped into fifteen clusters. Following the definition of these
features and clusters, an initial set of strategies for the design of smart PSSs, grounded
in the elements, were formed. These preliminary strategies aim for the integration of the
elements into the design of Smart S.PSSs, inspired by the principles of Value Sensitive
Design (VSD), aiming for more careful consideration of the ethical implications of digital
technology [26].
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3. Democratic-Related Elements and Their Relevance to Personal Data

Debates about the meaning of democracy have generated a diversity of concepts rang-
ing from the Greek dēmokratía to contemporary global democracy [22]. The epistemology
of the term derives from Greek meaning “rule by the people” [32]. However, its definition is
always striving for improvement [33]. The Cambridge dictionary describes it as an ethical
ideal towards equality and freedom among people or a system of government based on
this belief [34]. Since its origins, democracy as a set of ethical assets has been intrinsically
linked to its form of government exchange and modifying each other [35]. Recognizing
democracy’s role as a set of political, ethical assets in peoples’ lives, this research focuses
on how democratic-related elements may contribute to a more ethical approach to personal
data management in smart PSSs and to the resilience of democratic processes. Three key
elements emerged from the literature review: Privacy, Transparency, and Participation.

3.1. Privacy

Privacy is a central theme in discussions about data, as most of the articles included
in the literature review addressed the subject. Privacy, not only in relation to personal
data, is vital for democracies, guaranteeing freedom of thought, individual choice and
decision-making [35,36]. Personal data (or users’ data) can be differentiated by three
distinct sources. It can be volunteered, as provided directly by the user (e.g., name);
observed, as captured by recording activities of users (e.g., GPS location); or inferred, as
the results of data analysis and generation of new data (e.g., credit scores) [36]. Through
digital technologies, information has been produced in unprecedented ways, and when
accumulated in complex and voluminous sets, it is called big data. In acquiring intelligence
from it, big data is analyzed, revealing patterns and correlations [37]. These technologies
have been transforming how organizations and relations happen, being positive in many
aspects. However, never before have public and private organizations had access to such
“granular, immediate, varied, and detailed data” about their subjects [5]. Tracking and
profiling users can be a powerful tool to influence behaviour and change outcomes [17,36].
Therefore, data have become a problem for people’s privacy and democracies [35].

The rise of surveillance systems by governments creates a paradigm of democracy be-
tween control and freedom. Aradau and Mc Cluskey [38] affirm that this incoherence is due
to a vision of collective uniformity that oversimplifies and generalizes security measures for
control and overlooks minority issues, such as facial recognition technology and errors with
people of colour. Saura García [39] explains that technology companies and their systems
for data collection attract government support due to economic and political advantages,
leading to digital expansionism and digital sovereignty strategies. Digital expansionism
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involves enhancing a nation’s power over others or reducing rival influence, while digital
sovereignty policies can lead to digital authoritarianism. Both forms of control and domi-
nance over citizens can be achieved through improved user experience, convenience, and
the incentivization of specific platforms, ultimately blurring the lines between cooperative
and coercive control [39]. This secrecy and opacity can be seen as democracy erosion agents,
making surveillance unacceptable [38]. These forms of control ignore that plurality and
self-determination are often considered crucial to democratic systems, providing valuable
criticism that prevents the concentration of power by institutions [38].

Digital privacy involves the protection of personal data and can thus become a key
element that protects other democratic-related elements. Moreover, the concept of a data-
owning democracy can be seen as complementary to privacy and data regulation [36].
While it does not fundamentally eliminate harmful data extraction mechanisms, it provides
additional tools to empower citizens alongside existing privacy and antitrust measures [36].
Data protection is critical to a just digital economy, and perhaps integrating data flows into
a political economy that extends beyond solutions can empower citizens [36]. Nevertheless,
despite the efforts of governments to regulate issues of data extraction and appropriation
of information, it is essential to continue developing strategies to strengthen democratic
systems [39].

3.2. Transparency

Although data ownership can be linked to privacy, it is also linked to transparency, as
it increases user knowledge of their data. Users are often unaware that they do not fully
own their data, as many types of digital records are not owned by the individuals to whom
they belong [36]. As Aradau and Mc Cluskey [38] affirm, “the right to an effective remedy
is entirely meaningless if one is unaware of being subjected to surveillance”. Better access
to information regarding data source, storage and processing, as well as its compliance with
regulations, is essential. Transparency is crucial for democratic systems to empower individ-
uals, build knowledge, and promote accountability, deliberation, and participation [28,40].
It ensures privacy is not violated without justification and authorization and assures users
that adequate policies are in place to prevent data misuse [28]. Transparency in the context
of digital solutions, design, and sustainability involves the provision of clear, contextual,
complete, consistent, and accurate information [41].

Robbins and Henschke [28] discuss the importance of transparency in addressing
disruptions caused by digital solutions in democracies, noting that transparency can be an
enabler and a detractor (e.g., threaten the security of digital systems). Nevertheless, the
barrier to user’s understanding of the technology behind digital solutions and the inherent
opacity of algorithms used in the process of data, especially due to machine learning and AI
(sometimes called black boxes) [28], make transparency necessary. Technology companies
have a certain dominance over users and stakeholders in which, with algorithms, they can
curate and narrow individual choices presented to users, supporting polarization affecting
more deliberative or antagonistic actions, and consequently shaping the public sphere [42].
The content moderation practises conducted by social media companies, for example, are
non-transparent and consequently unaccountable [42]. As argued by Aradau and Mc
Cluskey [38], plurality is important for effective democratic control, and the public must be
able to see proposals or measures that are not tailored for them and be prepared to organize
in opposition. However, this plurality has been hindered by big tech corporations due to the
use of curated content and algorithmic personalization [42]. Transparency can be amplified
by providing options for the users to understand algorithmic rules and choose these rules
in a manner that can contribute to more participative actions. Aytac [42] suggests opening
choices for users presenting options of different types of algorithms, such as deliberative,
antagonistic, or mixed output modes, to make systems more pluralistic.
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3.3. Participation

Indeed, data extraction and decisions about what to do with this powerful resource
should not be concentrated in the hands of a few companies or be an opaque process in
solutions. Users should have a say in how their data are used, actively participating in the
development of system structures, including algorithms and storage decisions. Movements
of data openness, such as open source and open data, approach data as a communitarian
resource and can be seen as a broader perspective of transparency towards participation.
Baack [43] affirms that activists of open data believe in making available, along with the
open-source code of digital solutions, the collected raw data so that others can process and
make their own interpretation of it. For the authors, this could improve not only users’
choices but also their agency towards deliberation for a critical examination of ideas and the
development of new rationalities [43]. Democracy with digital technologies could be seen
as the concept of collective intelligence, where the experience of participation is capable
of being educative [44]. Collective intelligence aims to improve human intelligence with
technology rather than making technology more intelligent than humans [44].

Democracy is based on the free will of people to decide their own system and their
full participation in this decision over all aspects of their life [45]. Participation empowers
communities to gain and exercise control in a collaborative process of defining problems,
identifying and applying assets and finding solutions for their own community [46]. The
participatory process involves deliberation, which allows issues to be debated, positions to
be explained, and compromises and solutions to be found [35]. Participation, together with
deliberation, can be linked to the inclusion of users and other stakeholders in collective
debate and decisions about personal data in the system and the distribution of power
that data can give. The term participation here is used as one of the elements relevant
to discussions around personal data to avoid manipulation in the context of democratic
systems. However, transparency and availability of data do not ensure participation,
as many users lack awareness and understanding of digital solutions. Intermediates,
such as specialists or government organizations, can play a crucial role in engaging users
by identifying valuable data for the community and transforming it into meaningful
information, thereby empowering users and encouraging collaborative participation [43].
Nevertheless, it is also important to critically examine and balance these ideas and ensure
protection against data violation and manipulation [43].

3.4. Relations and Guiding Questions

Overall, the three elements presented are intrinsically interconnected. Transparency
and participation are mutually reinforcing, as transparency involves openness of infor-
mation about the system and its collection of data. This can amplify participation in
decision-making processes over the development of the system, thereby distributing con-
trol to users over their data and proportionating knowledge building. Although these
ideas appear opposite to privacy, the opaque intentions behind data use on solutions sup-
port increased transparency over solutions structures. Nevertheless, a balance between
transparency and privacy may be essential since complete privacy would undermine the
purpose of smart technologies. In contrast, complete transparency, especially concerning
personal data, could impede individual freedom. To better orient the features analysis of
the cases, the following guiding questions were formulated (Table 2):

Throughout the literature, privacy, transparency, and participation have emerged as rel-
evant concepts for the relationship between personal data and democracy-related factors for
the resilience of democratic systems and have therefore been defined here as elements rele-
vant to personal data. However, following the understanding of Friedman and Henry [19],
these principles are not fixed as they are also subject to iterations. These elements were
used to analyze existing solutions and their features, as presented below.
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Table 2. Guiding questions of the democratic-related elements for personal data.

Element Guiding Questions

• Privacy Does the solution enhance users’ privacy, reducing manipulation, or improving their
self-determination and freedom over their data?

• Transparency Does the solution provide accurate and clear information about how and what data are used and
how they are regulated, ensuring awareness, knowledge building, and accountability?

• Participation
Does the solution encourage different stakeholders to come together, discuss, and exchange ideas
about how their data are being used and their participation in the collaborative development and
management of the system (rather than passive exploitation of data)?

4. Cases and Features Analysis
4.1. Sample of Cases

As presented in the methodology, the case analysis intended to explore practises of
personal data management in alignment with the elements. Two lists of recommended
digital products and services designed for more ethical data management solutions avail-
able online were used to identify the cases: dataethics.eu/tools and privacytools.io. The
first is a nonprofit, independent organization that provides a list of solutions aligned with
the European General Data Protection Regulation (GDPR). The second, Privacy Tools, is
a community established after 2015 Snowden’s publications of the NSA documents and
aims to provide solutions against mass surveillance. In these websites, they present a list
of tools separated by their main functionality. Selecting one from each category, it was
possible to collect and make a list of cases considering different offers, such as browsers,
search engines, communication tools, privacy knowledge management, web statistics tools,
and others.

After an initial selection, the cases and their features were listed on a spreadsheet
with a brief description and crossed with the elements, describing how they favour them.
Figure 2 presents an extract from this spreadsheet for one of the cases, showing its list of
the features, their description, and notes on each element.
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The collection and analysis of cases stopped when the identified features started to
repeat, and no new feature was found. This indicated that the theoretical saturation was
achieved. Most of the cases had a main offer with other products and services related to it.
The table below presents the final list of cases selected (Table 3).

A total of thirty cases were selected, representing a diverse range of commonly used
digital solutions, including browsers, email tools, social media platforms, mobile phones,
and operating systems. The collection also included cases focusing on more specialized
tools, such as data analysis and management solutions. The diversity of cases assisted in
the identification of distinct features related to the element under investigation.
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Table 3. List of cases and their products and/or services offered.

Name Offer

Librem 5 Mobile phone, sim card
Home Assistant Central smart home system management app, cloud, hub
diaspora Social media platform, distributed data management
Brave Browser; search engine; virtual private network (VPN); ad-block; artificial intelligence (AI) chat
Signal Communication app
Skiff Email manager
GitLab Development, security, and operations (DevSecOp) platform
ErnieApp Privacy knowledge manager (PKM)
matomo Web statistic tool
Whonix Project Operational system
DeepL Translate Translation
Obsidian Digital Notepad
Qwant Search engine; ad-block; maps
hCaptcha Captcha
Cludo Search engine
uBlock Origin Ad-block
Whereby Webinar app
TOR browser Browser
LimeSurvey Feedback tool
SupWiz Chatbot
Vivaldi Browser; e-mail; calendar; notepad; translator; contacts
Brevo Newsletter tool
Varonis Privacy knowledge manager (PKM)
Hetzner Cloud
Xing Social media
Open Street Map Maps
Etracker Web statistic tool
Clever Reach Newsletter
DuckDuckGo Browser; search engine; maps; e-mail
Nextcloud Cloud; documents suite; chat; calendar

4.2. Features and Elements

Features in this study are understood as any part of the offer that could be correlated
to the democratic-related elements associated with personal data management. They
were part of the offer directly, such as components (e.g., ad-blocker and downloadable
files) and embedded services (e.g., server choice and encryption), and indirectly, such as
management factors of the institution (e.g., privacy by design policies) or more general
services (e.g., forum or open-source community and its management).

Following an examination of the cases, it was found that some of the unique features
were present in multiple denominations yet exhibited significant overlap. For instance, the
terms ‘privacy by default’, ‘privacy by design’ and related privacy policies demonstrated
similarities despite having distinct nomenclature. Subsequently, an iterative process was
initiated to ascertain which features could be merged and which were part of a group that
could provide the basis for a strategy. To this end, an online tool for a virtual whiteboard
(Miro v.2024) was employed in parallel with the spreadsheet, facilitating the visualization of
similarities. The features from the cases were transferred to the whiteboard as ‘post-its’ and
rearranged into groups. One of the arrangements was to place them with the correspondent
element, which helped to elucidate how the elements could be correlated to the features
and between themselves. The final list of features is presented below, grouped by the
democratic-related element/s they contribute to the following (Table 4):
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Table 4. Features associated by their elements.

Features Elements

Anonymise IP; Encryption; VPN; TOR; Crypto transactions; Decentralized storage; Matrix API •
Privacy

Alias domains; Explainable AI (XAI); Open Data; Handbook; Digital Literacy content; Open Changelog; •
Transparency

Opt-in ads and rewards; Opt-out tracking; Physical Kill Switches; AdBlock; Certifications; Law
Compliance; Policies; Ethical behaviour reward; Ethical actions; Private server; Regional server; Disclosed
server location; AI Automated Data Security; Attack resistance management; Compliance scan;
Downloadable Files; Data Ownership; Downloadable Software; Self-hosted server; Open file format;

••
Transparency
Privacy

Forum; External webchat channel; Open-Source; external parts; Open-Source; Community driven; Support
C2C; Local Knowledge; Sponsors and donors; Financial Trade; Employee ownership;

••
Participation
Transparency

Chosen server; Blocklist; DPO;

•••
Participation
Transparency
Privacy

• Participation; • Transparency; • Privacy.

From this analysis, it was observed that the elements of Transparency and Privacy are
present in most of the features, which shows their strength in the current solutions. The
least present element is participation, which can also be linked to more specialized features
to facilitate the user’s dialogue and interaction with the solution structure. Although each
feature was initially directly related to one element, it was observed that they usually
contribute to multiple elements. Overall, we can identify five different combinations:
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● Privacy: The characteristics of this category are exclusively associated with the con-

cept of privacy. They can be favoured independently of the user’s awareness. For 
example, encryption can safeguard and enhance the user’s interests without their 
knowledge. This illustrates that strategies related to privacy do not necessitate the 
user’s awareness. Privacy can assist in the improvement of people’s freedom and re-
duction in manipulation; however, without transparency and the inclusion of users 
in deliberations and collaboration about the development of solutions, privacy sup-
port to avoid manipulation is limited. 

Privacy: The characteristics of this category are exclusively associated with the concept
of privacy. They can be favoured independently of the user’s awareness. For example,
encryption can safeguard and enhance the user’s interests without their knowledge.
This illustrates that strategies related to privacy do not necessitate the user’s aware-
ness. Privacy can assist in the improvement of people’s freedom and reduction in
manipulation; however, without transparency and the inclusion of users in delibera-
tions and collaboration about the development of solutions, privacy support to avoid
manipulation is limited.
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Transparency: The Alias Domains, XAI, Open Changelog, and Open Data features offer
users insights into the ways in which data are utilized. The Handbook and Digital
Literacy content facilitate the development of knowledge among users. Although they
assist users seeking accountability, they do not necessarily prevent data privacy from
being violated.
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Privacy and Transparency: The features here show the transparency and privacy possible
relations. They provide higher privacy for users on their data and present them with
information on what is happening, with the option to modify this information. For
example, the “opt” functions indicate that data collection is occurring and allow users
to enable or disable these functionalities within the solution. However, they lack a
mechanism to enable users to provide feedback and participate in the development of
the system structure.
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Participation and Transparency: The features of this group provide a way for the user to
be involved in the development of the solution structures. Although they may offer
privacy to users who demand accountability, they do not guarantee or aim to do so.
Thus, privacy enhancement through these features is not certain.
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All elements: The Blocklist, Chosen Server, and DPO features have shown that there
are possibilities for having the three elements together. Transparency appears to
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facilitate a connection between the elements of privacy and participation but does not
automatically guarantee them.
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Participation and Privacy: None of the presented features demonstrated the combination
of privacy and participation or only participation without transparency. Without the
openness of information, people cannot learn about problems and participate in
the changes.

Grouping the features according to the elements permitted an examination of the
interrelationships between the elements. However, a more effective method of classification
and reflection was clustering according to their functionality.

4.3. Clusters and Preliminary Strategies

The features were grouped into distinct clusters based on their functional character-
istics, with attributions derived from their descriptions as presented in the case studies
(see the list of features in Appendix A). These clusters were predominantly concerned
with transparency and privacy. Participation involved only six of the features (Block,
Locate, Monitor, Assemble, Contribute, Financial support), while Privacy involved seven
(Alter, Block, Comply, Decentralize, Incentivize, Locate, Monitor) and Transparency four-
teen (Block, Comply, Incentivize, Inform, Locate, Monitor, Own, Port, Switch, Assemble,
Contribute, Support financially, Trace).

It was observed that within the same cluster, there were multiple connections to the
elements. Three clusters were identified as exhibiting non-homogeneous characteristics. In
the “Block” category, the Blocklist feature has been grouped with AdBlock. Although both
are related to the concepts of privacy and transparency, Blocklist differs in that it allows
user participation through external forums where users can suggest web addresses to be
added to the list. This affords users the opportunity to exert direct influence over the web
addresses that are blocked by the solution. In the “Monitor” category, the DPO allows users
to provide feedback, while in the “Locate” category, the Chosen Server feature enables
users to choose the server location or host it themselves. This results in greater participation
compared to other features in the same category that only provide information. As the
categorization through the elements was not homogeneous, the clusters were grouped into
four larger categories: (a) User data protection, (b) User guidance, (c) User control, and
(d) User collaboration. The compilation is presented below (Table 5).

Table 5. Clusters that support democratic-related elements based on the functionality of the features.

Cluster Features Elements
User data protection
Alter Anonymise IP; Encryption; VPN; TOR •
Decentralize Crypto transactions; Decentralized storage; Matrix API

Block
AdBlock ••
Blocklist •••

User guidance

Inform Open Data; Handbook; Digital Literacy content; Open
Changelog •

Trace Alias domains; XAI
Incentivize Ethical behaviour reward; Ethical actions

••Comply Certifications; Law Compliance; Policies

Monitor
AI Automated Data Security; Attack resistance
management; Compliance scan
DPO •••
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Table 5. Cont.

Cluster Features Elements
User control

Own Downloadable Files; Data Ownership; Downloadable
Software; Self-hosted server

••
Port Open file format

Switch Opt-in ads and rewards; Opt-out tracking; Physical Kill
Switches

Locate
Private server; Regional server; Disclosed server location
Chosen server •••

User collaboration
Assemble Forum; External webchat channel

••Contribute Open-Source external parts; Open-Source; Community
driven; Support C2C; Local Knowledge

Support financially Sponsors and donors; Financial Trade; Employee
ownership

•; Participation; • Transparency; • Privacy.

These clusters constituted a draft version of the preliminary strategies. The objective
of user data protection is to ensure the protection of personal data, whereas the purpose
of the user guidance clusters is to provide educational resources. Clusters associated
with user control relate to features that afford users a certain degree of control over the
system, allowing them to become more active participants in its operation. Finally, user
collaboration clusters permit direct collaboration between users and the solutions, thereby
influencing its structure.

Furthermore, despite the lack of uniformity in the elements across the categories, there
is a clear correlation between them and more specific ones. In the initial category, all nine
features are related to privacy, whereas transparency and participation vary, with the latter
being the least present. In the “User guidance” category, all eleven features are related
to transparency. In the third category, “User control”, the features are mostly related to
transparency and privacy. In the final category, “User collaboration”, all features are related
to transparency and participation.

5. Preliminary Strategies

As presented above, the preliminary strategies were formulated to be used in the
design of smart product-service systems embedding the elements. The found features that
integrate each strategy can work as examples to be directly implemented in the design or
as inspiration for new features.

In the realm of user data protection, and stronger on the element of privacy, three
primary possible strategies have emerged:

• Alter: To alter or scramble personal data, making it unidentifiable to outsiders. Exam-
ples of features for this are IP anonymization, encryption, VPN and TOR.

• Block: To block the transmission of personal data to third-party applications, such as
trackers and fingerprints. Examples of features are AdBlock and Blocklist.

• Decentralize: To use a type of decentralized personal data system to ensure that
user data are not concentrated in a single organization. Examples of features include
cryptocurrency transactions, decentralized storage, and matrix API.

In the category of user guidance, the strongest element is Transparency. The five possible
strategies are as follows:

• Comply: To comply with personal data laws, regulations, and best practises and
make them available and clear to the user. Examples of features include certifications,
compliance disclosures and policy disclosures.
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• Incentivise: To and its organization encourage data ethics actions, support research
and development, and encourage users to refine their privacy standards and iden-
tify potential issues. Examples of features are rewarding ethical behaviour and
ethical actions.

• Inform: To provide education and information to stakeholders and users about so-
lution structures and data ethics. Examples of features include open data, manual,
digital literacy content, and open changelog.

• Monitor: To continuously monitor and update its data ethics parameters and provide
reports to users. Examples of features are AI automated data security, attack resistance
management, compliance scan, and DPO.

• Trace: To provide a means for the user to trace the path or logic of their data process
within the solution. Examples of features include alias domains and XAI.

For user control, the strongest elements are Privacy and Transparency. The five possible
strategies are locate, own, port, and switch.

• Own: To allow users to own and manage their data. Examples of features include
downloadable files, data ownership, downloadable software and self-hosted servers.

• Switch: To allow users to switch data collection on or off according to their needs.
Examples of features include opt-in ads and rewards, opt-out tracking, and physical
kill switches.

• Locate: To disclose to users the physical location where their data are stored and
processed. Examples of features include private server, regional server, disclosed
server location (with more precise location) and chosen server.

• Own: To allow users to own and manage their data. Examples of features include
downloadable files, data ownership, downloadable software and self-hosted servers.

• Port: To allow users to port their data to other similar solutions, ensuring compatibility
of data formats. An example of a feature is open file format.

Finally, in user collaboration, the elements are Transparency and Participation, and
the three possible strategies are assemble, contribute, and support financially.

• Assemble: To provide a space for users to discuss data policies and processes. Exam-
ples of features include a forum on the main app or webpage of the solution and an
external web chat channel.

• Contribute: To allow users to contribute to and change the structure and content
of the solution. Examples of features are open-source external parts, open source,
community-driven, support C2C, and local knowledge.

• Support Financially: To offer users the opportunity to financially support the solution
for its economic sustainability, not based on data extraction. Examples of features are
sponsors and donors, financial trading and employee ownership.

The four categories can be seen as a progressive engagement of users in a more active
role in the decisions over their data, from features that support privacy by default to a
deeper collaboration within the solutions aiming to mitigate/avoid user manipulation.
Another point is that personal data can function as a private and shared resource to be
defined individually and by the community of users. When collected and shared, it can
benefit the individual since the system to be smart needs certain data to operate, but it
also benefits the community by providing feedback on the product performance, resulting
in updates. Furthermore, the preliminary strategies can trigger designers to consider the
possible actions to be implemented in the design of smart PSSs with democratic-related
elements and features provided as examples.

6. Conclusions

The study aimed to identify examples of personal data practises within existing
solutions that favour democratic-related elements (Privacy, Transparency, and Participation)
that can prevent user manipulation in smart PSSs. Then, it developed a set of preliminary
strategies for incorporating these elements into the design of such PSSs.
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A literature review on democracy and personal data revealed the importance of pri-
vacy, transparency, and participation. In the review, privacy was found to be vital for
maintaining other democracy-related elements. The unprecedented collection and analysis
of personal data through digital technologies pose significant privacy risks, with institu-
tions now holding detailed data that can influence behaviour. Surveillance systems and
digital sovereignty strategies by governments further threaten privacy, potentially eroding
democratic systems. This element aimed to find features that enhanced users’ privacy,
reducing manipulation and improving their self-determination and freedom over their data.
Complementary, transparency was found crucial for empowering individuals and pro-
moting accountability in democratic systems. The inherent opacity of algorithms hinders
plurality and effective control of users to avoid their manipulation. This element aimed to
find features that provided accurate and clear information about how and what data are
used and how it is regulated, ensuring awareness, knowledge building and accountability.
Lastly, active user participation in processes regarding their data is fundamental for a robust
democracy. Movements like open data and open-source software encourage viewing data
as a communal resource, fostering critical examination and new rationales, contributing
to the user’s agency. However, balancing transparency and privacy is essential to protect
individual freedom while ensuring the functionality of smart technologies. Collective
intelligence believes that technology can enhance human capabilities and promote partic-
ipatory and educative experiences. Participation, as an element, aimed to find features
that encourage different stakeholders to come together, discuss, and exchange ideas about
how their data are being used and their participation in the collaborative development and
management of the system.

The identification of features and their subsequent clustering highlighted the inter-
dependence of these elements, especially between transparency and participation, since
the latter inherently depends on the former. Evaluating the elements within the four cate-
gories reveals that the combination of privacy and transparency is linked to user control
over their own data since, without knowledge, control is not possible. Transparency and
participation significantly influence the update and design of solutions, making users more
active participants. Transparency without participation primarily serves an educational
purpose; these features can subtly connect with privacy, as transparency fosters accountabil-
ity and enhances privacy parameters within a solution. Conversely, privacy features tend
to require less user involvement and function without active user engagement. This set of
elements saturated concepts found in the literature related to personal data and democracy.
Although the elements did not undergo radical changes in this study, they are not fixed
and are subject to iterations beyond this article.

The existing features have demonstrated that the design of a smart PSS has the po-
tential to incorporate democratic-related elements in the handling of personal data to
avoid user manipulation. Democratic concerns over personal data are affected not only by
technology but also by socio-political and regulatory contexts. Nevertheless, our research is
conducted with a design perspective, focussing on the aspects that are subject to the direct
influence of design(er). For this reason, the political and regulatory aspects are not fully
taken into account.

These preliminary strategies are intended to be further iterated, with applications
with design professionals and specialists for further validation. The material will be
further elaborated to guide designers in developing smart PSSs with a higher level of social
responsibility. With a particular focus on democratic-related elements, this approach seeks
to address issues of manipulation through the extraction of data and the current deficit of
research on ethical data approaches in smart PSSs.
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Appendix A

Table A1. Feature descriptions.

Feature Description

Ad-Blocker Block profiling, tracking, unwanted and illegal data collection.

AI Automated Data Security AI-driven data security management tool that can map and correct problems such as sensitive
data breach in real time.

Alias domains Alternative email addresses to identify if it has been sold to third parties.

Anonymize IP Scrambles IP addresses to protect user location data.

Attack resistance management Inviting “ethical hackers” to find and report vulnerabilities.

Blocklist List of malicious domains to block unwanted data collection.

Certifications Certification and awards enforce rules over users’ data collection and expose protocols,
especially when it involves external validation.

Chosen server Hosting location options for user data.

Community driven Collaborative development of the solution by users, professionals, and organizations.

Compliance scan Automated scan tools for auditability and compliance.

Crypto transactions Decentralized banking based on blockchain, independent of central authorities and with
enhanced privacy.

Data Ownership Users control their data, including deletion and storage choices.

Data Protection Officer (DPO) GDPR-related function of an external consultant who guarantees data protection while
having a communication channel with users.

Decentralized storage Decentralized redundant storage, such as Torrent. It enhances data privacy and resilience.

Digital Literacy content Informative material on digital literacy, data ethics, and cybersecurity.

Disclosed server location Exact or approximate location of the personal data storage can reveal its commitment to
comply with local data laws.

Downloadable Files Data are downloadable and erasable, but not always transferable.

Downloadable Software Software can be downloaded and modified, and users’ files stay on the device.

Employee ownership Shared ownership between employees fostering decentralized control.

Encryption Makes data unreadable for protection. It has different types, such as protecting data in transit,
at rest or end-to-end.

Ethical actions Support for research and policy development on data ethics.

Ethical behaviour reward Users and other stakeholders’ rewards for ethical data practises.

Explainable AI (XAI) Report of the algorithm path over its results for enhancing understanding and transparency.

External webchat channel External communication channels for knowledge sharing, such as social media platforms.

Financial Trade Offer of paid products and services to ensure economic sustainability independent of
personal data.

Forum Public discussion area in the solution about the solution.
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Table A1. Cont.

Feature Description

Handbook Encyclopedic guide covering the solution structure, policies, and documentation for users,
customers, and developers (in case of open source).

Law Compliance Information about compliance with different laws and regulations (of different countries),
enforcing basic rules over data collection.

Local Knowledge Regional contributions of users, ensuring local expertise, accuracy and relevance.

Matrix API Distributes data across volunteer nodes for enhanced communication privacy.

Open Changelog Public record of the source code changes aiding accountability.

Open Data Access to the source code and data for transparency and community use under credit
attribution.

Open file format Non-proprietary files ensuring data access outside the solution, freeing the user from
dependency and preserving data for the long term.

Open-Source Source-code availability enabling users and developers to view, modify, and collaborate. It
has different types, from fully to partially open (closed core or extension).

Open-Source external parts Use of open-source software in the solution, such as GNU and Linux.

Opt-in ads and rewards Non-profiling ads with rewards for users’ attention.

Opt-out tracking Allows users to disable tracking, providing clear information when it is collection
information.

Physical Kill Switches Physical switches to disable transmissions and sensors.

Policies Internal policies beyond legislation, such as privacy by design protocols, and involvement
with NGOs following recommendations of specialists, such as Global Privacy Control.

Private server Organization-owned servers ensure higher data security against third-party servers.

Regional server Data allocated to the nearest region of the user and comply with local data laws.

Self-hosted server Users store their data on their own devices.

Sponsors/donors Independent funding by users can promote transparency.

Support C2C Community-led project encouraging knowledge sharing, where more experienced users
provide support to less experienced ones.

TOR Anonymous communication through a global network of volunteer nodes.

VPN Redirects IP address to a remote server, hiding users’ online activity.
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