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Abstract. Given the rising attention towards the understanding of people’s mobility, 
this paper focuses on the study of next-place prediction models for mobility demand 
and path estimation. A systematic literature review was conducted to classify the 
existing methodologies from a quantitative and qualitative perspective. The findings 
highlight the availability of several models to study next-place prediction which 
varies according to the objectives of the study and on the data used, with no specific 
dominant approach. In conclusion, the study proposes a first attempt of classification, 
by developing a conceptual framework, that on the one hand explains the 
relationship between the models’ characteristics and on the other hand guides its 
selection according to the users’ needs. 
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1. Introduction 

People's mobility is a fundamental and common activity for citizens, and it represents an 
increasingly studied topic given its impacts on society and the growing demand for more 
integrated mobility policies [1]. Socio-demographic evolution (e.g., urban sprawling) 
and new mobility means (e.g., shared vehicles) are being observed, and a deeper 
investigation into this area has been claimed by recent literature [1-2]. Moreover, over 
the very last few years, particular attention towards mobility policies is given by 
policymakers, aiming at improving the quality of life and reducing the related carbon 
footprint (e.g., SDG 11). In this regard, knowledge of people’s mobility becomes 
fundamental to support decision-makers in their response to these challenges. Generally, 
research in this field investigates, by means of analytical models, how and why people 
move, identifying the trip characteristics (e.g., origin and destination of trips, frequency 
and purpose of trips and vehicle used) and understanding users’ behaviour aspects. The 
resulting outcome is typically collected into an O/D matrix, which represents the demand 
in a specific reference area [2-4]. Mobility models can be divided between short-term 
ones which focus on predicting mobility patterns within a relatively short time frame, 
capturing near-future movements, and long-term ones, which operate on a larger time 
scale capturing long-term trends (e.g., predicting future travel demand) [5,6]. Short-term 
mobility models rely on intensive use of data that must be as complete as possible in 
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terms of spatial and temporal information [5]. With the rise of 'big data', i.e., data 
characterised by high volumes and speeds of acquisition, variety and veracity, a new 
panorama opened in short-term mobility studies requiring a deeper investigation. Thanks 
to them it has been possible to achieve significant benefits thanks to a higher temporal 
and spatial representativeness of the trips, with some drawbacks that need to be 
considered such as fragmented knowledge of the path followed and missing behavioural 
information on the reason for the trip [5-7]. Being able to know the path followed is 
becoming relevant to understand human mobility and consequently developing possible 
alternatives. Over the years, to overcome the limitation just mentioned various models 
able to perform path and short-term prediction have been developed [8-14]. Thanks to 
these models, it is possible first to identify the path of the users and then to integrate new 
types of data into mobility studies, generating more accurate and detailed OD matrices 
from a spatial and temporal perspective [15-17]. Several solutions are proposed in terms 
of the techniques used and outcomes, with no clear understanding of their application. 
Schreckenberger et al., [18] work has moved in this direction. A classification of the 
main models for short-term estimation was performed by means of a literature review. 
In particular, the study classified the main methodologies used according to the data used 
(i.e., continuous sampling data) and the time horizon studied (i.e., hour, day, week). The 
study shows that the models are very data-dependent and have limitations as they are 
unable to capture changes due to human behaviour. Furthermore, the study focuses on 
models using continuous data sources (e.g., telephone data), suggesting that the study 
should also be extended to more sporadic data sources (e.g., social media data). 

This study aims to identify and classify existing methodologies used for next-place 
prediction, overcoming the previous research's boundaries, and classifying them, looking 
also at possible evolutions and trends over time. A systematic literature search is 
performed on scientific databases (e.g., Scopus) to collect available publications. Then 
the papers are screened and reviewed, and the models are classified accordingly. 

2. Objectives and Methodologies 

2.1. Objectives 

To continue the previous discussion, the present study aims to expand the literature on 
short-term predictive models, overcoming previously identified limitations. This focus 
is driven by the growing need for policymakers to know how people make their journeys 
and the continuously evolving data sources and methodologies available to perform these 
predictions. The objective of this research is twofold: on the one hand to systematically 
classify the literature to gain a comprehensive view that benefits both academics and 
practitioners, and on the other hand to identify potential areas for future research. 

2.2. Methodology  

To meet the objectives set, it was decided to adopt a systematic literature search 
methodology in line with previous studies in this field. The approach proposed by 
Mangiaracina et al., [19] was followed, dividing the research activity into four main 
stages: Literature search – collection and screening of the papers; Classification of the 
literature – identification of the main characteristics of the papers identified; Analysis of 



the contents of the selected papers – review of the selected study; Future areas of 
development – identification of potential areas of investigation. 

2.2.1. Literature Search 

In the first phase of the literature search, four main sub-step were performed to delimit 
the context of the research, the unit of analysis, the keywords and their combination and 
field delimitation to extract only the most relevant publication. As follow a detailed 
explanation: 

• Context the research: next place/short-term mobility demand estimation 
model 

• Unit of analysis: single scientific paper, both from peer-reviewed journals 
and grey literature (e.g., conference proceedings). The following choice 
was performed to source the most updated publications on this topic. 

• Collection of publications: coherently with previous literature [18], the 
collection of publications is performed on scientific library databases (i.e., 
Scopus and Web of Science). The research was conducted by first 
identifying the main keywords and then synonyms (i.e., “mobility”, 
“demand”, “estimation”, “prediction”, “trajectory”, “forecast*”, “model*”, 
“place”) to be combined with logical connectors (e.g., AND/OR). The 
combination was searched at least in the title, abstract and keywords.  

• Delimitation of the field: Different boundary criteria were introduced on 
language, subject area and the publication year (see Figure 1) to exclude 
areas not linked to transportation systems or outdated publications 
[5,18,19]. The following approach led to the first identification of 245 
papers that were eligible for a title and abstract screening. After the full 
reading only 39 papers were selected as relevant contributions in the field 
(See figure 1 for the whole process). The papers were discarded if 
individual mobility was not central to the discussion.  

Once the papers were considered eligible, a data extraction form to collect information 
on methodology, data gathering method, main purposes, findings, contribution, research 
limitations, and future research, was developed with the aim to classify and investigate 
the similarities and differences between studies and to identify future research areas. 
 

 
Figure 1. Literature research process (prisma diagram) 

 

In the second phase, the papers were classified according to their characteristics and 
content to understand the evolution of publications over time and to identify possible 
areas for further investigation. The 39 papers identified were published in 26 different 
journals, addressing different publication areas, more in detailed Transportation and 
Logistics (27%), Modelling (34%), Business and Management (19%) and Social 



Sciences (20%). Finally, the papers were also classified based on the affiliation of the 
first authors to display the geographical spread of the research. It emerged that most of 
the studies were conducted in China, reflecting the challenges that the country daily faces 
when dealing with mobility themes [20,21]. 

3. Literature Analysis – Discussion of Findings  

The papers were discussed and reviewed according to the contents and the methodology 
proposed. To enhance the understanding of the topic and a clearer reading of the 
discussion, a multi-dimension classification is performed according to five 
characteristics, i.e., objectives and type of predictions, methods, mobility data sources, 
secondary data and application that are considered relevant to understand the 
methodologies. 

3.1. Objectives and Predictions  

The purposes of the studies can be divided between individual mobility prediction, which 
captures regularities, and tendencies of individual’s mobility behaviours using mobility 
data, and population mobility prediction, which captures mobility behaviours at a 
population/group of individual level, capturing aggregated trends. The first predictions 
are carried out mainly by means of statistic or machine learning techniques according to 
the data availability [8-13,20-36], while the latter can also exploit data mining techniques 
or agent-based modelling [6,11,24,37-46]. The identified purposes can be further 
segmented from a spatial perspective by varying the unit of analysis, resulting in three 
prediction outcomes per purpose, i.e., trajectory recognition, next location prediction, 
and next trip prediction. Trajectory recognition refers to the process of identification and 
classification of patterns and activities within points distributed at different times. The 
aim is to understand the activities and behaviours of an individual. By doing so, the 
knowledge can be exploited to understand the next location/trip that an individual may 
likely follow [14,20,22,25,27-32,34,38,42]. Instead, next location prediction, relying 
more on statistical analysis, focuses on estimating the most likely destination that a 
person will visit after the visited one, exploiting historical trajectories and contextual 
information. By exploiting past behaviours, possible areas where an individual will be in 
the future can be identified [11,15,23,24,33,37,39,41]. Finally, next trip prediction, 
similarly to next place prediction, by exploiting historical data, aims to predict the whole 
trip performed, identifying starting, intermediate and final points [10,12,16,21,35]. The 
different outcome requires specific models, and data to be collected that will be discussed 
in the next sections. 

3.2. Methods  

Most of the papers evaluated considered the various technique to tackle short-term 
predictions, according to the objectives and the sources considered.  

Trajectory-based methods use historical trajectory data of individuals/populations to 
predict their future destinations. Trajectories consist of a series of location points 
recorded over time. Various techniques such as Markov Model (MM) and its variants 
and sequence mining algorithms can be applied to study the probability of occurrence of 
a series of events (states) to analyse trajectories and extract patterns to predict future 



places. While employing the model attention should be given to the parameters that are 
used to determine the state transition, the initial condition setting that may influence the 
result, and the model assumption on the initial state. In addition, when the input data is 
sparse the model is not able to provide accurate results [12,35,41]. Instead, machine 
learning (ML) techniques, both supervised and unsupervised, are commonly used in 
next-place prediction as they can be trained to identify patterns and relationships. 
Commonly used algorithms include decision trees, random forests, support vector 
machines and neural networks. Among them, Long Short-Term Memory (LSTM) and its 
variants, a specific neural network architecture, is well-suited for modelling sequential 
data and capturing short and long terms time dependencies [10,13,32]. The models are 
trained on temporal or spatial features such as time, location, transportation mode, and 
contextual information. However, ML has some limitations as they require a wide dataset 
to be tested and trained, with high effort and uncertain output [10,13,28,30]. Similarly, 
spatial-temporal data mining focuses on extracting patterns and relationships from large-
scale spatial-temporal datasets. Techniques such as clustering, frequent pattern mining, 
and association rule mining are used to discover spatial-temporal patterns in mobility 
data [26,27,38,41]. Clustering allows the classification of variables based on their 
features or characteristics (e.g., population density), grouping individual inputs with 
similar properties into the same category [15,23,27]. Flow-based algorithm [39] is an 
approach that models complex systems able to represent the interconnected flows 
between nodes and measures the spatiotemporal variation, predicting the trip. It is 
suitable to understand mobility flows across city areas, providing valuable insights into 
the next place prediction problem [15,20,23,24,31]. Probabilistic models utilize 
probability theory to estimate the likelihood of an individual visiting a particular place 
next. These models consider various factors such as historical visit frequencies, temporal 
patterns, and spatial correlations to make predictions. MMs, Bayesian networks (BN), 
commonly employed [16,22,34,39]. BN capture the dependencies between variables 
over time, allowing for the representation of dynamic systems and the modelling of 
complex temporal relationships. However, they require a linearity hypothesis and are not 
able to capture complex patterns [16,22,25,27,33,34,45]. 

3.3. Mobility Data Sources 

In the following section, the main data sources used for the development of the models 
have been identified, distinguishing between conventional sources, where the collection 
methodology is designed specifically for mobility studies (e.g., surveys), and emerging 
sources, where the methodology is not designed for but allows to collect relevant data 
and extract meaningful mobility data (e.g., cellular signalling data) [3,4,5]. Among the 
conventional data sources, Automatic Fare Collection (AFC) are the most used to 
estimate short-term prediction, thanks to their ability to collect over different time 
horizon and geographical area detailed information on boarding and in some specific 
cases alight for public transport services [10,17]. Given the partial information collected, 
the models using these types of data tend to address next-location prediction mainly by 
means of probabilistic models [10,16,28]. The AFC data, despite its availability, suffers 
from underrepresentation as only trips on public transport are detected [2,5,17].  On the 
other hand, emerging data sources are becoming the most used and studied data types for 
several reasons as they are an extremely persuasive, information-rich and easy-to-collect 
type of data [20,27]; secondly, they are data with a lot of noise and low accuracy, which 
requires supporting modelling [32,38,41]. From the overview, the data source could be 



categorized into three groups: users’ devices, GPS, and social media interaction. Users’ 
devices include phone signalling, Bluetooth, and Wi-fi data sources [11,29,20,33,34]. 
These data usually do not provide an exact location or full trajectory of the users and rely 
on the device being used or active [11,22,42]. Network data helps to improve and 
determine matrices to understand and identify travel patterns [22,31]. Inputs extracted 
from users’ devices allow to accurately distinguish when the user is travelling and when 
is stationary [20,27,45]. However, these methodologies have some limitations as the data 
depend on the infrastructure collecting the signal and the privacy legislation [4,25,34,38]. 
Instead, Global Positioning System (GPS) are able to provide high-resolution mobility 
information, with higher spatial accuracy [26,33]. In addition, thanks to its presence on 
mobile phones is becoming a persuasive and reliable source of data. However, [39], the 
GPS data is not able to provide personal users’ information and remains difficult to be 
collected in a systematic way [39,46]. Finally, Multi-media includes contextual 
information from social media platforms, web search engines, and online check-in 
systems [11,12,40,44]. These methods allow to collect spatiotemporal data and provide 
behavioural information on the users [36]. Check-in data could provide real user 
trajectory in which spatiotemporal influencing factors like the travel distance and time 
interval between successive check-ins need to be considered [30]. Social media with geo-
tagged and timestamp data [15,32] could measure the evolution of mobility in a region 
at multiple spatial scales [14]. These data are non-recurrent and difficult to exploit 
systematically.  

3.4. Secondary Data 

The models, in addition to the previously discussed mobility data, may require additional 
information for the development of variables and assumptions to ensure the right 
functioning of the model.  

Among them the most used are socio-demographic and socioeconomics which are 
observable characteristics representing demographic and economic information 
concerning the population considered while performing the study. The most used 
variables refer to age, gender, income, and population density. These data are 
instrumental to understanding and clustering users’ behaviours, determining different 
patterns [11,14,24,30]. Contextual variables instead refer to observable elements that can 
affect travel patterns, commuting behaviours, and mobility choices and are not linked to 
socio-economic or socio-demographics. For example, the time period in which the trip 
is performed (e.g., day of the week, season), weather conditions, and events 
[15,16,28,37]. Finally, infrastructure information refers to information about the physical 
environment, such as maps, road networks, transportation infrastructure (e.g., railways 
stations, vehicle locations), landmarks, points of interest, and device locations that may 
impact travel behaviours [21,27,31,38]. 

3.5. Application 

The studies have been grouped into three main categories of applications that aim to 
provide evidence on how these models can be used to support decision-makers. Among 
them, two are related to the planning and improvement of the local transport service 
(service and infrastructure planning), while the other one is related to space planning 
(space planning). The application of models to understand the infrastructure and the 
service allows to evaluate user journeys within public transit. For these studies, no 



principal model emerged to be applied as it is relevant to understand both the user's entire 
route and the possible next point [12,14,17,32,37,43]. With the support of these models, 
the public decision-maker can understand whether to implement infrastructural changes 
[16,21,27,43], i.e., adding a stop/station, creating a new line, or modifying the service 
[17,20,32,35], i.e., varying the number of trips during the day. Instead, the use of models 
to understand how urban/rural spaces are used, allows the identification of new possible 
'attraction' points and/or areas of increased frequentation, whether due to commuting or 
tourism [10,15,26]. For the former, mainly telephone data are used, for the latter, social 
media ones. With the support of these models, the public decision-maker may be able to 
plan measures to improve territorial planning [18,29,36,42]. 

4. Findings and Conclusions  

The classification of models carried out allowed the identification of the main 
characteristics of each methodology used to study short-term mobility predictions. 

Figure 2 plays the dual role of data visualization, displaying the relationships 
between each identified classification axis and a framework to support the model 
selection in a given scenario. Circle size represents the total number of articles belonging 
to the categorisation, while the thickness of the lines represents which way the articles 
contribute between the different axes (the greater the thickness, the greater the number 
of articles). The number of articles related to the population mobility prediction study is 
indicated in brackets to highlight the difference compared to the individual mobility 
prediction studies. The models are designed to predict the movement of users 
(Prediction). These studies are mainly carried out at the individual level, but some studies 
are carried out at the population level (Objectives). Over the years, three distinct 
modelling approaches of either statistical, machine learning or trajectory studies nature 
have emerged to investigate the topic (Methods). To define the models, mobility data are 
required, and these can be collected using different sources (Data and Secondary data). 
The output of the model is thus able to generate a forecast that can be used by public 
decision-makers (or authorities) to define new mobility solutions, by proposing 
modification of the present service or infrastructure (Application). 
 

 
Figure 2. Visual representation of research results. Inside each circle the number of contributions for each 
topic, with a distinction between studies on individual mobility prediction (white number) and population 
mobility prediction (black number in bracket). 



Given the increasing attention towards mobility and in particular on short-term models 
to support it, this study aims to propose an up-to-date literature review on these topics. 
A total of 39 articles from different journals, published between 2010 and 2023, were 
considered. Previous reviews identified on these topics were limited in both time (i.e., 
the one identified is from 2018) and topic (i.e., only continuous data sources were 
considered).  

The analysis and classification of the literature made it possible to identify the main 
types of models approach. The decisive role of new data source options emerges and 
how they are playing a vital role in the development of the models themselves 
[5,6,12,20,28]. 

In addition, this study identifies some criticalities that previous studies have not 
adequately addressed, rising the attention on them. Firstly, the literature focuses mainly 
on the development of models, with limited emphasis on the implications of these in the 
practitioners' decision-making process, creating a gap between research and deployment. 
Integrating this aspect to a greater extent would enable the added value of these models 
to be understood. Secondly, the current models struggle to keep up with ongoing mobility 
developments, mainly due to the difficulty in collecting mobility data. Furthermore, 
occasional events, such as tourism, remain difficult to be fully grasped. Through 
continuous and less restricted data collection, it would be possible to overcome this 
limitation. 

The following study provides both a contribution for academics and practitioners. 
For the former, it proposes a classification of the current solutions used to study the 
problem of the next place location, while for the latter, it attempts to propose a framework 
capable of supporting practitioners in choosing a model based on the objectives and the 
available data, giving visibility to all the possible options. 

Finally, a possible limitation of this study should be identified. Despite the research 
methods being as much inclusive as possible, some studies may have been 
unintentionally omitted. Despite that, this review can provide a clear representation of 
the actual body of research on next-place prediction models. 
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