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Abstract
We investigate the validity of the Liouville property for a class of elliptic equations with
a potential, posed on infinite graphs. Under suitable assumptions on the graph and on the
potential, we prove that the unique bounded solution is u ≡ 0. We also show that on a special
class of graphs the condition on the potential is optimal, in the sense that if it fails, then there
exist infinitely many bounded solutions.

Mathematics Subject Classification 35A01 · 35A02 · 35B53 · 35J05 · 35R02

1 Introduction

Let (G, ω, μ) be a fixed infinite weighted graph, with edge-weight ω and node (or vertex)
measure μ. In this paper we study bounded solutions to elliptic equations with a potential of
the following form:

�u − Vu = 0 in G, (1.1)

where the potential V is a nonnegative function defined in G and � denotes the Laplace
operator on G.

The uniqueness of solutions of Eq. (1.1) has been investigated by two of us in the recent
paper [31]; in this paper, it is proved that u ≡ 0 is the only solution to Eq. (1.1), whenever
u belongs to a certain �

p
ϕ(G, μ) space, where ϕ is a weight which tends to 0 at infinity and

p ∈ [1,+∞). Also the case u ∈ �∞(G, μ) can be considered, provided that the graph
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satisfies a suitable property. In any case, an essential hypothesis for the arguments used in
[31] is the existence of some c1 > 0 such that

V (x) ≥ c1 for all x ∈ G. (1.2)

Hence, the aim of the present paper is to understand when u ≡ 0 is the unique bounded
solution of problem (1.1), without supposing hypothesis (1.2). To do this, we have to use
completely different methods than those exploited in [31].

We say that the Liouville theorem (or property) holds for Eq. (1.1), whenever u ≡ 0 is the
only bounded solution of the same equation. Thus, in other terms, we are concerned with the
validity of the Liouville theorem for Eq. (1.1).

Before describing our results and methods of proof, let us contextualize our problem
within the literature. As it is well-known, many phenomena in various fields of applied
sciences can be modeled by means of graphs (see, e.g., [5, 24, 29]) . For this reason, partial
differential equations posed on graphs have recently attracted the attention of many authors.
In particular, qualitative properties of solutions to both elliptic and parabolic equations have
been addressed, see e.g. [11–13, 15, 18, 22, 28, 36] and [1, 4, 6, 16, 17, 27, 33, 40, 43],
respectively. Moreover, the monographs [10, 23, 34] are important contributions to this topic.

In [19] and in [21], under suitable assumptions on the graph, it is shown that the parabolic
problem {

∂t u = �u in G × (0,∞)

u = 0 in G × {0}
has at most one solution fulfilling a suitable growth condition. An analogous result can be
found in [4], where the time derivative is replaced by discrete differences. Furthermore,
in [23, Theorem 12.15, Corollary 12.16, Theorem 12.17] it is shown that, under suitable
assumptions on G, if u is a subsolution of Eq. (1.1) with V ≡ 0 which satisfies u ∈ �p(G, μ)

and u ≥ 0, then u must be constant.
Similar uniqueness results have been established also on manifolds (see, e.g., the seminal

L p-Liouville theorems in [25, 26, 41, 42] and the papers [7–9, 32, 37]), in bounded domains
of R

n (see [2, 3, 35, 38]), and for nonlocal operators (see [30, 39]).
Now, let d denote a pseudo metric on G, and let Br (x0) be the ball centered at x0 ∈ G

with radius r (see Sect. 2 below). Concerning the potential V , we suppose that

V (x) ≥ c0 d
−α(x, x0) for all x ∈ G \ BR0(x0),

for some c0 > 0, R0 > 0 and α ∈ [0, 1]. Under this assumption on V we prove that, if there
exists some constant � ∈ (0, 1) such that∑

x∈G\B1(x0)
e−�dα(x,x0)μ(x) < +∞, (1.3)

then u ≡ 0 is the only bounded solution of Eq. (1.1). Let us comment that, with respect to
the results in [31], we removed hypothesis (1.2), thus allowing the potential V to vanish at
infinity with a certain rate; the price to pay for considering such more general potentials is
condition (1.3), the geometrical meaning of which will be described Remark 2.5 below.

In order to prove the above-mentioned result, we take inspiration from [7]. However,
since in [7] the problem is posed on a Riemannian manifold, many ideas used in that setting
cannot be exploited on graphs, hence important differences arise. More precisely, the line of
arguments we follow to show our main result is the following: introducing the function

v(x, t) := etu(x) − 1 for all x ∈ G, t ∈ [0, T ],
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we first show that the positive part of v, namely v+, is a subsolution of Eq. (1.1) in an
appropriate sense (see Lemma 4.2). Then, we obtain a key a priori estimate for v+ (see
Proposition 4.1), where test functions ξ = ξ(x, t) and η = η(x) are employed. Then we
select a suitable function ξ , which can be regarded as a sort of supersolution of an “adjoint
parabolic equation" (see Lemma 5.1). On the other hand, η will be chosen to be a “cut-off"
function (see Lemma 5.2). Then the conclusion follows by means of appropriate estimates.

A key point in our strategy of proof of uniqueness is to show that if u is a bounded
solution of Eq. (1.1), then there exists a solution v to the same problem such that 0 < v ≤ 1
(see Proposition 3.1). To show this, we first need to establish a weak maximum principle, see
Lemma 3.3, and a strongmaximumprinciple, see Lemma 3.4. Let usmention that Proposition
3.1, Lemmas 3.3, 3.4, 4.2 can have an independent interest.

We also show that the bound (1.3) with α ∈ [0, 1] is optimal. More precisely, on a special
class of graphs,we prove that ifV decays like d−α(x, x0) for someα > 1 as d(x, x0) → +∞,
then there exist infinitely many bounded solutions to problem (1.1). To be specific, for any
γ > 0 there exists a u solution to (1.1) such that u(x) → γ as d(x, x0) → +∞. Its proof
is based on the construction of a suitable barrier at infinity, which is related to the class of
graphs we consider. To the best of our knowledge, on graphs, such type of results, which
consists in prescribing a Dirichlet condition at infinity, and the explicit construction of such
kind of barrier are totally new.

The paper is organized as follows. In Sect. 2 we describe the graph framework andwe state
our main result. Section3 is devoted to the auxiliary results for elliptic equations previously
described. In Sect. 4 we obtain the key apriori estimate for v+(x, t). We introduce and study
our test functions in Sect. 5. The main result is proved in Sect. 6. Finally, in Sect. 7 we show
the optimality of condition (1.3).

2 Mathematical framework and themain result

2.1 The graph setting

Let G be a countably infinite set and μ : G → (0,+∞) be a given function. Observe
that μ can be viewed as a Radon measure on G so that (G, μ) becomes a measure space.
Furthermore, let

ω : G × G → [0,+∞)

be a symmetric, with zero diagonal and finite sum function, i.e.

(i) ω(x, y) = ω(y, x) for all (x, y) ∈ G × G;
(ii) ω(x, x) = 0 for all x ∈ G;
(iii)

∑
y∈G

ω(x, y) < ∞ for all x ∈ G.
(2.1)

Thus, we define weighted graph the triplet (G, ω, μ), where ω and μ are the so called edge
weight and node measure, respectively. Observe that assumption (i i) corresponds to ask that
G has no loops.

Let x, y be two points in G; we say that

• x is connected to y and we write x ∼ y, whenever ω(x, y) > 0;
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• the couple (x, y) is an edge of the graph and the vertices x, y are called the endpoints of
the edge whenever x ∼ y;

• a collection of vertices {xk}nk=0 ⊂ G is a path if xk ∼ xk+1 for all k = 0, . . . , n − 1.

We are now ready to list some properties that the weighted graph (G, ω, μ) may satisfy.

Definition 2.1 We say that the weighted graph (G, ω, μ) is

(i) locally finite if each vertex x ∈ G has only finitely many y ∈ G such that x ∼ y;
(ii) connected if, for any two distinct vertices x, y ∈ G there exists a path joining x to y;

For any x ∈ G, we define

• the degree of x as

deg(x) :=
∑
y∈G

ω(x, y);

• the weighted degree of x as

Deg(x) := deg(x)

μ(x)
.

A pseudo metric on G is a symmetric, with zero diagonal map, d : G × G → [0,+∞),
which also satisfies the triangle inequality

d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ G.

In general, d is not a metric, since we can find points x, y ∈ G, x 
= y such that d(x, y) = 0 .

Now, let us consider any path γ ≡ {xk}nk=0 ⊂ G, and a symmetric function σ : G × G →
[0,+∞) such that

σ(x, y) > 0 if and only if x ∼ y.

Then we define the lenght subordinated to σ as

lσ (γ ) :=
n−1∑
k=0

σ(xk, xk+1).

A pseudo metric d ≡ dσ is called a path pseudo metric if there exists a symmetric map
σ : G × G → [0,+∞), with σ(x, y) > 0 if and only if x ∼ y, such that

dσ (x, y) = inf { lσ (γ ) : γ is a path between x and y } .

Finally, we define the jump size s > 0 of a pseudo metric d as

s := sup{d(x, y) : x, y ∈ G, ω(x, y) > 0}. (2.2)

For a more detailed understanding of the objects introduced so far, we refer the reader to [14,
20, 21, 31]. We conclude the subsection with the following

Definition 2.2 A pseudo metric d on (G, ω, μ) is said to be intrinsic if

1

μ(x)

∑
y∈G

ω(x, y)d2(x, y) ≤ 1 for all x ∈ G. (2.3)
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Observe that hypothesis (2.3) can be compared with an analogous condition on Riemannian
manifolds. Indeed, given any fixed reference point x0 ∈ G, let us consider the map

G � x �→ d(x, x0).

Then, we have

|∇d(x, x0)|2 = 1

μ(x)

∑
y∈G

ω(x, y)[d(y, x0) − d(x, x0)]2

≤ 1

μ(x)

∑
y∈G

ω(x, y)d2(x, y) for any x ∈ G.

Therefore, condition (2.3) ensures that

|∇d(x, x0)|2 ≤ 1 for any x ∈ G.

Such a property is clearly fulfilled on Riemannian manifolds.
For any x0 ∈ G and r > 0 we define the ball Br (x0) with respect to any pseudo metric d

as

Br (x0) := {x ∈ G : d(x, x0) < r}.
In this paper, we always make the following assumptions:

(i) (G, ω, μ) is a connected, locally finite, weighted graph;
(i i) there exists apseudometric d such that the jump sizes is finite ;

(i i i) the ball Br (x) with respect to d is a finite set, for any x ∈ G, r > 0;
(2.4)

here we have used Definitions 2.1 and 2.2.

2.2 Difference and Laplace operators

Let F denote the set of all functions f : G → R. For any f ∈ F and for all x, y ∈ G, let us
give the following

Definition 2.3 Let (G, ω, μ) be a weighted graph. For any f ∈ F,

• the difference operator is

∇xy f := f (y) − f (x); (2.5)

• the (weighted) Laplace operator on (G, ω, μ) is

� f (x) := 1

μ(x)

∑
y∈G

[ f (y) − f (x)]ω(x, y) for all x ∈ G.

Clearly,

� f (x) = 1

μ(x)

∑
y∈G

(∇xy f )ω(x, y) for all x ∈ G.

We also define the gradient squared of f ∈ F (see [4])

|∇ f (x)|2 = 1

μ(x)

∑
y∈G

ω(x, y)(∇xy f )
2, x ∈ G.

It is straightforward to show, for any f , g ∈ F, the validity of
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• the product rule

∇xy( f g) = f (x)(∇xyg) + (∇xy f )g(y) for all x, y ∈ G;

• the integration by parts formula

∑
x∈G

[� f (x)]g(x)μ(x) = −1

2

∑
x,y∈G

(∇xy f )(∇xyg)ω(x, y), (2.6)

provided that at least one of the functions f , g ∈ F has finite support.

2.3 Themain result

We have already stated in (2.4) the main hypotheses on the weighted graph (G, ω, μ). Con-
cerning the potential V , we suppose that

V ∈ F,

V (x) ≥ 0 for all x ∈ G,

V (x) ≥ c0 d
−α(x, x0) for all x ∈ G \ BR0(x0),

(2.7)

for some x0 ∈ G, R0 > 0, c0 > 0 and α ∈ [0, 1].
We can now state the main result of this paper.

Theorem 2.4 Let assumptions (2.3), (2.4) and (2.7) be satisfied. Let u be a bounded solution
of problem (1.1). Moreover, suppose that there exists � ∈ (0, 1) such that (1.3) holds. Then

u(x) = 0 for any x ∈ G.

We end the Introduction with a couple of remarks on Theorem 2.4.

Remark 2.5 It is worth noting that, if condition (1.3) holds, there exists a constant C > 0
such that the following estimate holds

Vol(Br (x0)) :=
∑

x∈Br (x0)
μ(x) ≤ Ce�rα

for all r > 1.

Hence, condition (1.3) can be regarded as a volume growth condition.

Remark 2.6 Observe that condition (1.3) with α ∈ [0, 1] is sharp. In fact, on a special class
of graphs fulfilling this condition, the so-called model trees, if V decays like d−α(x, x0)
for some α > 1 as d(x, x0) → +∞, then there exist infinitely many bounded solutions to
problem (1.1). More precisely, for any γ ∈ (0,+∞) there exists a solution u to (1.1) such
that

u(x) → γ as d(x, x0) → +∞.

Since γ > 0 is arbitrary, in particular nonuniqueness for Eq. (1.1) follows. See Sect. 7 for
more details. To the best of our knowledge, in the literature such methods used on graphs
cannot be found.
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3 Auxiliary results

In this section we collect several preliminary results of independent interest which shall be
used in the proof of our main result, namely Theorem 2.4.

Proposition 3.1 Let assumption (2.4)-(i) be fulfilled. Assume that there exists a nontrivial
bounded solution of Eq. (1.1). Then there exists a solution v of Eq. (1.1) such that

0 < v ≤ 1 in G. (3.1)

Analogously to [2, 7], the proof of Proposition 3.1 is crucially based on the unique solvability
of the Dirichlet problem for

L := � − V (x),

that is, {
Lu = f in 

u ≡ g in G \ 
(3.2)

(where ⊆ G is an arbitrary finite set and f , g ∈ F), togetherwith somemaximumprinciples
for L. Since we were not able to find a precise reference for these results, and in order to
make the paper as self-contained as possible, we present here below the full proofs.

To begin with, we give the following definition

Definition 3.2 We say that u ∈ F is a solution of Eq. (3.2) if,

1

μ(x)

∑
y∈G

ω(x, y) [u(y) − u(x)] − V (x)u(x) = f (x) for every x ∈ , (3.3)

and u ≡ g in G \ . Moreover, we say that u is a supersolution (subsolution) to Eq. (3.2), if
the = in (3.3) is replaced by ≤ (≥) and u ≥ g (≤) in G \ .

We now establish the following Weak Maximum Principle.

Lemma 3.3 Let assumption (2.4)-(i) be fulfilled. Let  ⊆ G be a finite set, and let u ∈ F be
such that {

Lu ≤ 0 in 

u ≥ 0 in G \ .
(3.4)

Then

u ≥ 0 in .

Proof We proceed essentially as in the proof of [10, Lemma 1.39]. We set m := min u;
observe that m is well-defined since the set  ⊆ G is finite. Suppose, by contradiction, that
m < 0. Then the set

F := {x ∈ G : u(x) = m} 
= ∅

is such that

if x ∈ F and y ∈ G, y ∼ x, then y ∈ F . (3.5)
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Indeed, let x ∈ F be fixed, hence u(x) = m < 0. Due to (2.7), (3.4) and recalling that
ω(x, y) > 0 if y ∼ x , we have

0 ≥ Lu(x) = �u(x) − V (x)u(x)

= 1

μ(x)

∑
y∈G

ω(x, y)(u(y) − u(x)) − V (x)u(x)

= −Deg(x)u(x) + 1

μ(x)

∑
y∼x

ω(x, y)u(y) − V (x)u(x)

≥ −Deg(x)u(x) + 1

μ(x)

∑
y∼x

ω(x, y)u(y).

Therefore, since u ≥ m in  and u ≥ 0 > m in G \ , we obtain

mDeg(x) = Deg(x)u(x) ≥ 1

μ(x)

∑
y∼x

ω(x, y)u(y) ≥ mDeg(x),

from which we derive that ∑
y∼x

ω(x, y)u(y) = m deg(x). (3.6)

In view of (3.6), since u ≥ m in G, we conclude that u(y) = m for every y ∈ G, y ∼ x , i.e.
(3.5).

Now, let us consider some x ∈ F and y ∈ G \ , hence u(x) = m < 0 and u(y) ≥ 0.
Due to (2.4), there exists a path {xk}nk=0 such that

x0 = x, xn = y.

Since x0 = x ∈ F , we can apply (3.5) and infer that x1 ∈ F . By repeating this argument,
we get that xi ∈ F for every i = 0, ..., n, hence in particular that xn = y ∈ F and thus
u(y) = m < 0 which yields a contradiction. ��

We now prove the following Strong Maximum Principle for L-harmonic functions.

Lemma 3.4 Let assumption (2.4)-(i) be fulfilled. Let u ∈ F be such that{
Lu ≤ 0 in G,

u ≥ 0 in G.
(3.7)

Then either u ≡ 0 in G or u > 0 in G.

Proof Let u be a solution of (3.7). Then, due to Lemma 3.3, u ≥ 0 in G. Let us now assume
that there exists x0 ∈ G such that u(x0) = 0. Moreover, we consider the set

F := {x ∈ G : u(x) = 0} ⊆ G.

Observe that x0 ∈ F . By arguing as in the proof of Lemma 3.3, by using that minG u = 0,
we get, equivalently to (3.5), that

if y ∈ G and y ∼ x0, then y ∈ F .

Consequently, since G is connected, we conclude that F = G, and hence u ≡ 0 in G. ��
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Due to Lemmas 3.3 and 3.4, we can now prove the following

Proposition 3.5 Let assumption (2.4)-(i) be fulfilled. Let  ⊆ G be a finite set. Let f :  →
R and g : G \  → R be arbitrary functions. Then there exists a unique solution u ∈ F to
problem (3.2) in the sense of Definition 3.2.

Proof We begin by observing that, given any u ∈ F, we can write

Lu(x) = �u(x) − V (x)u(x) = 1

μ(x)

∑
y∈G

ω(x, y)(u(y) − u(x)) − V (x)u(x)

= −Deg(x)u(x) +
∑
y∈G

ω(x, y)

μ(x)
u(y) − V (x)u(x)

= −(Deg(x) + V (x))u(x) +
∑
y∈

P(x, y)u(y) +
∑
y /∈

P(x, y)u(y),

(3.8)

where

P(x, y) := ω(x, y)

μ(x)
.

Thus, we see that u ∈ F is a solution of (3.2) if and only if u ≡ g in G \  and

− (Deg(x) + V (x))u(x) +
∑
y∈

P(x, y)u(y) = f (x) −
∑
y /∈

P(x, y)g(y) ∀ x ∈ .

(3.9)

We now claim that the validity of (3.9), which only involves the values attained by u on ,
can be rephrased as a linear equation in a suitable finite-dimensional vector space.

In fact, if we denote byF the set of all real-valued functions defined on, it is immediate
to recognize that F is a real vector space, and

F = span{χ{x} : x ∈ }
(here, χA stands for the indicator function of the set A ⊆ G). Thus, since  is finite, we
derive that F has finite dimension n = card(). On this space F, we then define the map

A : F → F, (Au)(x) := −(Deg(x) + V (x))u(x) +
∑
y∈

P(x, y)u(y).

Clearly, A is linear; moreover, identity (3.9) can be rewritten as

Au = h f ,g, where h f ,g = f (x) −
∑
y /∈

P(x, y)g(y) ∈ F.

Summing up, we have that u ∈ F is a solution of problem (3.2) if and only if

u ≡ g in G \  and A(u|) = h f ,g. (3.10)

Using this ‘abstract’ formulation of the Dirichlet problem (3.2), we can easily complete the
proof of the proposition. First of all we observe that, owing to the Weak Maximum Principle
in Lemma 3.3, the linear operatorA is injective: indeed, if u ∈ F is such thatAu = 0 (that
is, Au(x) = 0 for every x ∈ ) and if we define û := u1, from (3.8) we have

Lû = Au = 0 in ;
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thus, since û ≡ 0 in G \ , an immediate application of Lemma 3.3 shows that û ≡ 0 in G,
and hence u = 0 in F. From this, since F has finite dimension, we derive that A is also
surjective, and thus there exists a unique function u ∈ F such that

Au = h f ,g. (3.11)

Extending this unique function u by setting u(x) = g(x) for every x ∈ G \ , from (3.11)
we conclude that (3.10) is satisfied, and thus u is the unique solution of (3.2). ��
With Proposition 3.5 at hand, we can finally prove Proposition 3.1.

Proof of Proposition 3.1 Let u ∈ F be a non-trivial bounded solution of problem (1.1), and let
s := supG u ∈ (0,+∞). Without lost of generality, we may assume s = 1, indeed, it would
be sufficient to replace u with u

s . Moreover, if u has constant sign on G, then the function

v := sgn(u)u,

is a solution of (1.1) satisfying (3.1). Indeed, it is immediate to recognize that v is a non-trivial
solution of (1.1), and 0 ≤ v ≤ 1 on G. Then, by the Strong Maximum Principle in Lemma
3.4, we conclude that v > 0 on G. If, instead, u changes sign in G, we fix M such that

0 < M < sup
G

u+ = 1,

and, for every n ∈ N, we let vn ∈ F be the unique solution of problem{
Lv = 0 in Bn(p),

v = (u − M)+ in G \ Bn(p),

where p ∈ G is a point arbitrarily chosen. The existence and uniqueness of vn for each n ∈ N

is guaranteed by Proposition 3.5, since the balls Br (x) are finite sets, see (2.4).
We now claim that, for every n ∈ N, the following properties holds:

(i) 0 ≤ vn ≤ 1 pointwise on G;
(ii) vn ≤ vn+1 pointwise on G.

Taking this claim for granted for a moment, we can easily complete the proof of the propo-
sition. In fact, owing to (i)-(ii) we deduce that the sequence {vn}n is increasing and bounded
on G; as a consequence, the function

v(x) = lim
n→+∞ vn(x) x ∈ G,

is well-defined, and it satisfies 0 ≤ v ≤ 1 on G. Moreover, since

Lvn(x) = �vn(x) − V (x)vn(x)

= 1

μ(x)

∑
y∈G

ω(x, y)(vn(y) − vn(x)) − V (x)vn(x) = 0 ∀ x ∈ Bn(p), n ∈ N,

(3.12)

and since the sum which defines the Laplacian� is actually a finite sum (recall that the graph
G is locally finite), by letting n → +∞ in (3.12) we readily obtain

Lv(x) = 0 ∀ x ∈
+∞⋃
n=1

Bn(p) = G,
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and thus v is a solution of problem (1.1). Finally, reminding that 0 ≤ v ≤ 1 on G and
using the Strong Maximum Principle in Lemma 3.4, we conclude that v ∈ F is a solution of
problem (1.1) also fulfilling (3.1). Hence, we are left to prove the claimed (i)-(ii).

Let us show (i).Wefirst observe that, sinceLvn = 0 in Bn(p) and sincevn = (u−M)+ ≥ 0
in G \ Bn(p), from the Weak Maximum Principle in Lemma 3.3 we infer that vn ≥ 0 in G.
On the other hand, since the constant function ζ ≡ 1 satisfies{

Lζ = −V (x) ≤ 0 in Bn(p),

ζ ≥ (u − M)+ in G \ Bn(p),

by applying the Weak Maximum Principle in Lemma 3.3 to the function ζ − vn we imme-
diately conclude that vn ≤ ζ ≡ 1 pointwise on G.

Now, let us prove (ii). First of all we observe that, since ζ = u − M satisfies{
Lζ = V M ≥ 0 in Bn(p),

ζ = u − M ≤ (u − M)+ in G \ Bn(p),

by applying the Weak Maximum Principle in Lemma 3.3 to the function vn+1 − ζ we derive
that vn+1 ≥ ζ = u − M in G; thus, since we already know that vn+1 ≥ 0, we obtain

vn+1 ≥ (u − M)+ pointwise on G. (3.13)

Owing to (3.13), and applying once again the Weak Maximum Principle in Lemma 3.3 to
the function vn+1 − vn with  = Bn(p), we then conclude that vn ≤ vn+1 in G.

This ends the proof.

4 A useful apriori estimate

Now we have established Proposition 3.1, we turn to prove an apriori estimate for nonnega-
tive and bounded solutions to (1.1) which will play a key role in the proof of Theorem 2.4.
Throughout what follows, we set

S := G × [0,+∞); (4.1)

and, for any given T > 0,

ST := G × [0, T ].

Proposition 4.1 Let assumption (2.4) be in force. Let u be a solution of Eq. (1.1) such that
0 ≤ u ≤ 1. Moreover, let T > 0 and define

v(x, t) := etu(x) − 1 for all (x, t) ∈ ST .

Finally, let η ∈ F, and ξ : ST → R be such that

(i) η ≥ 0, supp η is finite ; (4.2)

(ii) ξ(x, ·) ∈ C1([0, T )), eξ(x,·) ∈ C1([0, T ]) for any x ∈ G; (4.3)

(iii) [η2(y) − η2(x)][eξ(y,t) − eξ(x,t)] ≥ 0 for all x, y ∈ G, x ∼ y, t ∈ [0, T ]. (4.4)
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Then

∑
x∈G

V (x)η2(x)v2+(x, T )eξ(x,T )μ(x) −
∑
x∈G

V (x)η2(x)v2+(x, 0)eξ(x,0)μ(x)

≤
∫ T

0

∑
x∈G

v2+(x, t)η2(x)eξ(x,t)

⎧⎨
⎩V (x)ξt (x, t)μ(x) + 1

2

∑
y∈G

ω(x, y)[1 − eξ(y,t)−ξ(x,t)]2
⎫⎬
⎭ dt

+ 2
∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)[η(y) − η(x)]2ω(x, y) dt . (4.5)

To prove Proposition 4.1 we need an auxiliary result (of independent interest) which shows
that, if v is any solution of the parabolic equation

V ∂t u − �u = 0 in G × [0, T ], (4.6)

then v+ := max{v; 0} is a subsolution of the same equation (in a suitable sense).
This is the content of the following

Lemma 4.2 Let v : ST → R be a solution of Eq. (4.6) such that the map t �→ v(x, t) is
C1([0, T ]) for any x ∈ G. Then, for any fixed x ∈ G,

V ∂tv+(x, t) − �v+(x, t) ≤ 0 for a.e. t ∈ [0, T ].

Proof We separately consider three cases.
Case 1. Let (x, t) ∈ G × (0, T ) be such that

v(x, t) > 0. (4.7)

Then, by the continuity of the map t �→ v(x, t), there exists δ > 0 such that v(x, τ ) > 0 for
any τ ∈ (t−δ, t+δ). Therefore, v(x, τ ) = v+(x, τ ) for any τ ∈ (t−δ, t+δ). Consequently,
since the map t �→ v(x, t) is C1([0, T ]), we also have that

∂tv(x, t) = ∂tv+(x, t). (4.8)

Now, due to the fact that v+(y, t) ≥ v(y, t) for any y ∈ G, by (4.7), (4.8) and (4.6), we have

V ∂tv+(x, t) − �v+(x, t) = V ∂tv(x, t) − 1

μ(x)

∑
y∈G

[v+(y, t) − v+(x, t)]ω(x, y)

≤ V ∂tv(x, t) − 1

μ(x)

∑
y∈G

[v(y, t) − v(x, t)]ω(x, y) = 0.

Case 2. Let (x, t) ∈ G × (0, T ) be such that

v(x, t) < 0. (4.9)

Then, by the continuity of the map t �→ v(x, t), there exists δ > 0 such that v(x, τ ) < 0 for
any τ ∈ (t − δ, t + δ). Therefore, v+(x, τ ) = 0 for any τ ∈ (t − δ, t + δ). Consequently,
since the map t �→ v(x, t) is C1([0, T ]), we also have that

∂tv+(x, t) = 0. (4.10)
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Now, due to the fact that v+(y, t) ≥ 0 for any y ∈ G, by (4.9) and (4.10), we have

V ∂tv+(x, t) − �v+(x, t) = − 1

μ(x)

∑
y∈G

[v+(y, t) − v+(x, t)]ω(x, y)

= − 1

μ(x)

∑
y∈G

[v+(y, t)]ω(x, y) ≤ 0.

Case 3. Let x ∈ G fixed. We consider the set Ux = {t ∈ (0, T ) : v(x, t) = 0}. We have that

∂tv(x, t) = 0 for a.e. t ∈ Ux . (4.11)

Then we can find Vx ⊂ Ux such that

λ(Vx ) = λ(Ux ) and ∂tv(x, t) = 0 for every t ∈ Vx (4.12)

(here, λ denotes the one-dimensional Lebesguemeasure). Thus, since v+(y, t) ≥ 0 pointwise
on G × (0, T ), by (4.11) and (4.12), for any t ∈ Vx , we have

V ∂tv+(x, t) − �v+(x, t) = − 1

μ(x)

∑
y∈G

[v+(y, t) − v+(x, t)]ω(x, y)

= − 1

μ(x)

∑
y∈G

[v+(y, t)]ω(x, y) ≤ 0.

Hence the thesis follows from the combination of the three cases. ��
Proof of Proposition 4.1 We first observe that, due to Lemma 4.2, for any x ∈ G,

V (x) ∂tv+(x, t) − �v+(x, t) ≤ 0 for a.e. t ∈ [0, T ]. (4.13)

We multiply (4.13) by the function (x, t) �→ v+(x, t) η2(x)eξ(x,t)μ(x) and we integrate on
the time interval [0, T ]. Thus we get∫ T

0
V (x) ∂tv+(x, t)v+(x, t) η2(x)eξ(x,t)μ(x) dt

≤
∫ T

0
�(v+(x, t)) v+(x, t) η2(x)eξ(x,t)μ(x) dt .

We sum over x ∈ G, so

∑
x∈G

∫ T

0
V (x) ∂tv+(x, t)v+(x, t) η2(x)eξ(x,t)μ(x) dt

≤
∑
x∈G

∫ T

0
�(v+(x, t)) v+(x, t) η2(x)eξ(x,t)μ(x) dt .

Notice that, since η(x) is finitely supported, the series in the latter inequality are actually
finite sums. Therefore, we obtain∫ T

0

∑
x∈G

V (x) ∂tv+(x, t)v+(x, t) η2(x)eξ(x,t)μ(x) dt

≤
∫ T

0

∑
x∈G

�(v+(x, t)) v+(x, t) η2(x)eξ(x,t)μ(x) dt .

(4.14)

123



165 Page 14 of 28 S. Biagi et al.

Set

I :=
∑
x∈G

�(v+(x, t)) v+(x, t) η2(x)eξ(x,t)μ(x).

Then, by (2.5) and (2.6),

I = −1

2

∑
x,y∈G

(∇xyv+
) ∇xy

[
v+η2eξ

]
ω(x, y)

= −1

2

∑
x,y∈G

[∇xyv+
]2

η2(y)eξ(y,t) ω(x, y)

− 1

2

∑
x,y∈G

v+(x, t)η2(x)
(∇xyv+

) (∇xye
ξ
)

ω(x, y)

− 1

2

∑
x,y∈G

v+(x, t)eξ(y,t) (∇xyv+
) (∇xyη

2) ω(x, y) =: J1 + J2 + J3.

(4.15)

In view of (2.5), we obviously have

∇xyη
2 = [η(y) + η(x)][η(y) − η(x)] for all x, y ∈ G. (4.16)

By Young’s inequality with exponent 2, for any δ1 > 0, we have, for every t ∈ [0, T ],

J2 = −1

2

∑
x,y∈G

v+(x, t)η2(x)(∇xyv+)(∇xye
ξ ) ω(x, y)

= −1

2

∑
x,y∈G

v+(y, t)η2(y)(∇xyv+)
[
eξ(y,t) − eξ(x,t)

]
ω(x, y)

= −1

2

∑
x,y∈G

v+(y, t)η2(y)(∇xyv+)eξ(y,t)
[
1 − eξ(x,t)−ξ(y,t)

]
ω(x, y)

≤ δ1

4

∑
x,y∈G

[∇xyv+
]2

η2(y)eξ(y,t) ω(x, y)

+ 1

4δ1

∑
x,y∈G

v2+(y, t)
[
1 − eξ(x,t)−ξ(y,t)

]2
η2(y)eξ(y,t) ω(x, y)

= δ1

4

∑
x,y∈G

[∇xyv+
]2

η2(y)eξ(y,t) ω(x, y)

+ 1

4δ1

∑
x,y∈G

v2+(x, t)
[
1 − eξ(y,t)−ξ(x,t)

]2
η2(x)eξ(x,t) ω(x, y).

(4.17)

Similarly, due to (4.16), by Young’s inequality with exponent 2, we have, for every δ2 > 0
and for every t ∈ [0, T ],

J3 = −1

2

∑
x,y∈G

v+(x, t)eξ(y,t)(∇xyv+) [η(y) + η(x)] [η(y) − η(x)] ω(x, y)

≤ δ2

4

∑
x,y∈G

eξ(y,t) [∇xyv+
]2
[η(y) + η(x)]2 ω(x, y)
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+ 1

4δ2

∑
x,y∈G

eξ(y,t)v2+(x, t) [η(y) − η(x)]2 ω(x, y)

≤ δ2

2

∑
x,y∈G

eξ(y,t) [∇xyv+
]2 [

η2(y) + η2(x)
]

ω(x, y)

+ 1

4δ2

∑
x,y∈G

eξ(y,t)v2+(x, t) [η(y) − η(x)]2 ω(x, y)

= δ2

4

∑
x,y∈G

[
eξ(y,t) + eξ(x,t)

] [∇xyv+
]2 [

η2(y) + η2(x)
]

ω(x, y)

+ 1

4δ2

∑
x,y∈G

eξ(y,t)v2+(x, t) [η(y) − η(x)]2 ω(x, y). (4.18)

From (4.4) we can easily infer that

[
η2(y) + η2(x)

] [
eξ(y,t) + eξ(x,t)

]
≤ 2

{
η2(y)eξ(y,t) + η2(x)eξ(x,t)

}
. (4.19)

By using (4.18) and (4.19),

J3 ≤ δ2

2

∑
x,y∈G

[∇xyv+
]2 {

η2(y)eξ(y,t) + η2(x)eξ(x,t)
}

ω(x, y)

+ 1

4δ2

∑
x,y∈G

eξ(y,t)v2+(x, t) [η(y) − η(x)]2 ω(x, y)

= δ2
∑
x,y∈G

[∇xyv+
]2

η2(y)eξ(y,t) ω(x, y)

+ 1

4δ2

∑
x,y∈G

eξ(y,t)v2+(x, t) [η(y) − η(x)]2 ω(x, y).

(4.20)

By combining (4.15), (4.17) and (4.20) we get, for every t ∈ [0, T ],
∑
x∈G

�v+(x, t)v+(x, t)η2(x)eξ(x,t)μ(x)

≤ −1

2

∑
x,y∈G

[∇xyv+]2η2(y)eξ(y,t)ω(x, y)

+ δ1

4

∑
x,y∈G

[∇xyv+]2η2(y)eξ(y,t)ω(x, y)

+ 1

4δ1

∑
x,y∈G

v2+(x, t)
[
1 − eξ(y,t)−ξ(x,t)

]2
η2(x)eξ(x,t) ω(x, y)

+ δ2
∑
x,y∈G

[∇xyv+
]2

η2(y)eξ(y,t) ω(x, y)

+ 1

4δ2

∑
x,y∈G

v2+(x, t) [η(y) − η(x)]2 eξ(y,t) ω(x, y).

(4.21)
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We now choose δ1 = 1 and δ2 = 1
4 in such a way that − 1

2 + δ1
4 + δ2 = 0. Consequently,

(4.21) yields, for every t ∈ [0, T ],
I =

∑
x∈G

�v+(x, t)v+(x, t) η2(x)eξ(x,t)μ(x)

≤ 1

4

∑
x,y∈G

v2+(x, t)
[
1 − eξ(y,t)−ξ(x,t)

]2
η2(x)eξ(x,t) ω(x, y)

+
∑
x,y∈G

v2+(x, t) [η(y) − η(x)]2 eξ(y,t) ω(x, y).

(4.22)

By substituting (4.22) into (4.14), due to the linearity of the integral operation, we get∫ T

0

∑
x∈G

V (x) ∂tv+(x, t) v+(x, t)η2(x)eξ(x,t)μ(x) dt

≤
∫ T

0

1

4

∑
x,y∈G

v2+(x, t)
[
1 − eξ(y,t)−ξ(x,t)

]2
η2(x)eξ(x,t) ω(x, y) dt

+
∫ T

0

∑
x,y∈G

v2+(x, t)[η(y) − η(x)]2eξ(y,t)ω(x, y) dt .

(4.23)

We now consider the left-hand side of (4.23). Thus we have∫ T

0

∑
x∈G

V (x) ∂tv+(x, t) v+(x, t)η2(x)eξ(x,t)μ(x) dt

=
∑
x∈G

V (x)η2(x)μ(x)
∫ T

0
(v+)t (x, t) v+(x, t)eξ(x,t) dt

= 1

2

∑
x∈G

V (x)η2(x)μ(x)
∫ T

0
(v2+)t (x, t) e

ξ(x,t) dt

= 1

2

∑
x∈G

V (x)η2(x)v2+(x, T ) eξ(x,T ) μ(x)

− 1

2

∑
x∈G

V (x)η2(x)v2+(x, 0) eξ(x,0) μ(x)

− 1

2

∫ T

0

∑
x∈G

V (x)η2(x)v2+(x, t)ξt (x, t) e
ξ(x,t) μ(x) dt .

(4.24)

By combining together (4.23) and (4.24), we then obtain∑
x∈G

V (x)η2(x)v2+(x, T ) eξ(x,T ) μ(x) −
∑
x∈G

V (x)η2(x)v2+(x, 0) eξ(x,0) μ(x)

≤
∫ T

0

∑
x∈G

η2(x)v2+(x, t) eξ(x,t)

⎧⎨
⎩V (x)ξt (x, t)μ(x) + 1

2

∑
y∈G

[
1 − eξ(y,t)−ξ(x,t)

]2
ω(x, y)

⎫⎬
⎭ dt

+ 2
∫ T

0

∑
x,y∈G

v2+(x, t)[η(y) − η(x)]2eξ(y,t)ω(x, y) dt .

This is precisely (4.5), and the proof is complete. ��
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5 Some distinguished test functions

Let us now prove the existence of suitable test functions ξ and η which are admissible in
(4.5) and which satisfy some ad-hoc properties.

Throughout the sequel, we let x0 ∈ G and R0 > 0 be as in assumption (2.7); furthermore,
we choose parameters M > 0, T > 0, β ∈ (0, 1], λ > 1 and

r ≥ 2s + R0, (5.1)

where s is defined in (2.2). Setting

d(x) := d(x, x0) for every x ∈ G,

we then define

ξ(x, t) := −M
ρ(x)

λT − t
for any x ∈ G, t ∈ [0, T ),

where ρ(x) := max{dβ(x), rβ} =
{

rβ if d(x) ≤ r ,

dβ(x) if d(x) > r .

(5.2)

Concerning the function ξ , we have the following key lemma.

Lemma 5.1 Let hypotheses (2.3) and (2.4) be fulfilled; suppose that (2.7) is satisfied with
α ∈ [0, 1]. Let ξ be the function defined in (5.2). Then

V (x) ξt (x, t)μ(x) + 1

2

∑
y∈G

ω(x, y)
[
1 − eξ(y,t)−ξ(x,t)

]2 ≤ 0 for all x ∈ G, t ∈ (0, T ),

(5.3)

provided that M = T > 0 is sufficiently small and β = α.

Proof To ease the readability, we split the proof into two steps.
Step I: In this first step we prove the following estimate

|ρ(x) − ρ(y)| ≤ βRβ−1
0 d(x, y) for every x, y ∈ G with x ∼ y. (5.4)

To this end, it is useful to distinguish two cases.

(i) x ∈ Br−s(x0). In this case, by triangle’s inequality and (2.2) we have

d(y) < r for every y ∈ G, y ∼ x;
as a consequence, from the very definition of ρ we derive

|ρ(x) − ρ(y)| = rβ − rβ = 0,

and this trivially implies (5.4).
(ii) x ∈ G \ Br−s(x0). In this case we first notice that, since the function

R � t �→ max{t, rβ}
is Lipschitz-continuous with Lipschitz constant L = 1, by the Mean Value Theorem and
again the triangle inequality we can write

|ρ(x) − ρ(y)| ≤ |dβ(x) − dβ(y)| ≤ βσβ−1|d(x) − d(y)|
≤ βσβ−1d(x, y) ∀ y ∈ G,

(5.5)
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where σ ≥ 0 is a suitable point between d(x) and d(y). On the other hand, since we
assuming that x /∈ Br−s(x0) (hence, d(x) ≥ r − s), by (2.2) we have

d(y) ≥ r − 2s ≥ R0 ∀ y ∈ G, y ∼ x . (5.6)

Recalling that β ≤ 1, from (5.5) to (5.6) we immediately obtain

|ρ(x) − ρ(y)| ≤ βRβ−1
0 d(x, y) ∀ y ∈ G, y ∼ x,

which is exactly the desired (5.4).

Step II: In this second step we establish (5.3). To begin with, we point out that

(ea − 1)2 ≤ a2e2|a| ∀ a ∈ R;
this inequality, together with (5.4), allows us to write(

1 − eξ(y,t)−ξ(x,t))2 ≤ |ξ(y, t) − ξ(x, t)|2e2|ξ(y,t)−ξ(x,t)|

= M2

(λT − t)2
|ρ(y) − ρ(x)|2e 2M

λT−t |ρ(y)−ρ(x)|

≤ β2R2β−2
0 M2

(λT − t)2
e
2βR

β−1
0 Md(x,y)
T (λ−1) d(x, y)2,

and this estimate holds for every x, y ∈ G and every t ∈ (0, T ). Then, using (2.2) and
recalling that d is intrinsic (hence, (2.3) holds), for every x ∈ G and t ∈ (0, T ) we obtain

V (x) ξt (x, t)μ(x) + 1

2

∑
y∈G

ω(x, y)
[
1 − eξ(y,t)−ξ(x,t)

]2

≤ − Mρ(x)

(λT − t)2
V (x)μ(x) + β2R2β−2

0 M2

2(λT − t)2
∑
y∈G

e
2βR

β−1
0 Md(x,y)
T (λ−1) ω(x, y)d(x, y)2

≤ − Mρ(x)

(λT − t)2
V (x)μ(x) + β2R2β−2

0 M2

2(λT − t)2
e
2βR

β−1
0 Ms

T (λ−1)
∑
y∈G

ω(x, y)d(x, y)2

≤ Mμ(x)

(λT − t)2

{
−V (x)ρ(x) + M

2
β2R2β−2

0 e
2βR

β−1
0 Ms

T (λ−1)

}
.

(5.7)

To proceed further, we now fix β = α and we exploit assumption (2.7): taking into account
the piecewise definition of ρ, see (5.2), it is easy to recognize that

V (x)ρ(x) ≥ c0 d(x)−αρ(x) = c0 d(x)−α · max{dα(x), rα} ≥ c0 ∀ x ∈ G; (5.8)

as a consequence, by combining (5.7), (5.8) we conclude that

V (x) ξt (x, t)μ(x) + 1

2

∑
y∈G

ω(x, y)
[
1 − eξ(y,t)−ξ(x,t)

]2

≤ Mμ(x)

(λT − t)2

{
−c0 + M

2
β2R2β−2

0 e
2βR

β−1
0 Ms

T (λ−1)

}
≤ 0,

provided that

M = T and 0 < M ≤ 2c0R
2−2β
0 e− 2

λ−1βRβ−1
0 s

β2 .
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This ends the proof. ��
Now that we have proved Lemma 5.1, we turn to prove the existence of a suitable ‘cut-off’
function η. To this end, taking for fixed all the notation introduced so far, we choose

r1 > 2r + 8s

and we define the function

η(x) := min

{
2 [r1 − s − d(x)]+

r1
, 1

}
for any x ∈ G. (5.9)

Owing to [30, Lemma 5.2] (with the choice δ = 1/2), we obtain the following result.

Lemma 5.2 Let assumptions (2.3), (2.4) be satisfied. Then, the function η defined in (5.9)
satisfies the following properties:

(i) |∇xyη| ≤ 2

r1
d(x, y)χ{

r1
2 −2s≤d(x)≤r1

} for any x ∈ G;

(ii)
∑
y∈G

(∇xyη
)2

ω(x, y) ≤ 4

(r1)2
μ(x)χ{

r1
2 −2s≤d(x)≤r1

} for any x ∈ G. (5.10)

6 Proof of Theorem 2.4

Due to the results established in Sects. 3, 4 and 5, we are ready to provide the proof of
Theorem 2.4. In what follows, we take for fixed all the notation introduced so far.

Proof of Theorem 2.4 By contradiction, suppose that there exists a non-trivial bounded solu-
tion of Eq. (1.1). Then, due to Proposition 3.1, we know that there exists a solution u to the
same Eq. (1.1) such that

0 < u ≤ 1 pointwise in G. (6.1)

Let us now define v(x, t) := etu(x) − 1, for any (x, t) ∈ S, for S as in (4.1). We want to
show that

v(x, t) ≤ 0 for every x ∈ supp(V ) and t > 0. (6.2)

To do so, let us fix T > 0 (to be chosen conveniently small in a moment), and we arbitrarily
choose r > 2s + R0, for R0 > 0 and 0 < s < +∞ as in (2.7) and (2.2), respectively. Let ξ
be as in (5.2) with β = α, λ > 1 and with M = T chosen as in Lemma 5.1. Moreover, let us
fix r1 > 0 in such a way that

r1 ≥ 2r + 8s, (6.3)

and let η be as in Lemma 5.2. Now, we observe that η and ξ obviously satisfy conditions
(4.2) and (4.3); furthermore, also (4.4) is fulfilled, since both η and ξ(·, t) are non-increasing
functions of d. Therefore, from (4.5) we obtain

∑
x∈G

V (x)η2(x)v2+(x, T )eξ(x,T )μ(x) −
∑
x∈G

V (x)η2(x)v2+(x, 0)eξ(x,0)μ(x)

≤
∫ T

0

∑
x∈G

v2+(x, t)η2(x)eξ(x,t)

⎧⎨
⎩V (x)ξt (x, t)μ(x) − 1

2

∑
y∈G

ω(x, y)[1 − eξ(y,t)−ξ(x,t)]2
⎫⎬
⎭ dt
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+ 2
∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)[η(y) − η(x)]2ω(x, y) dt . (6.4)

On the other hand, by Lemma 5.1 there exists T0 = T0(λ) > 0, such that

V (x)ξt (x, t)μ(x) − 1

2

∑
y∈G

ω(x, y)[1 − eξ(y,t)−ξ(x,t)]2 ≤ 0 ∀ x ∈ G, t ∈ (0, T ),

(6.5)

provided that T ≤ T0. As a consequence, by combining (6.4) and (6.5), we obtain∑
x∈G

V (x)η2(x)v2+(x, T )eξ(x,T )μ(x) −
∑
x∈G

V (x)η2(x)v2+(x, 0)eξ(x,0)μ(x)

≤ 2
∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)[η(y) − η(x)]2ω(x, y) dt .
(6.6)

We then proceed by estimating both sides of (6.6).

- Estimate of the left-hand side. First of all we observe that, owing to the definition of η in
(5.9), we have η ≥ 0 pointwise on G and η ≡ 1 on Br (x0) = {x : d(x) < r}. Now we
observe that, due to (6.1), v+(x, 0) = 0 in G. Moreover, since ρ(x) = d(x)α in Br (x0), we
obtain ∑

x∈G
V (x)η2(x)v2+(x, T )eξ(x,T )μ(x) −

∑
x∈G

V (x)η2(x)v2+(x, 0)eξ(x,0)μ(x)

=
∑
x∈G

V (x)η(x)2v2+(x, T )eξ(x,T )μ(x)

≥
∑

x∈Br (x0)
V (x)v2+(x, T )eξ(x,T )μ(x)

= γr ,λ
∑

x∈Br (x0)
V (x) v2+(x, T )μ(x),

(6.7)

where we have used the shorthand notation γr ,λ = e− rα
λ−1 > 0.

- Estimate of the right-hand side. We first observe that, using the definition of ξ given in
(5.2), since 0 ≤ v+(x, t) ≤ et on S, for S as in (4.1), and by exploiting (5.10), we have∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)[η(y) − η(x)]2ω(x, y) dt

=
∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)(∇xyη)2ω(x, y) dt

=
∫ T

0

∑
x,y∈G

v2+(y, t)eξ(x,t)(∇xyη)2ω(x, y) dt

≤ e2T
∫ T

0

∑
x,y∈G

exp
(

− Tρ(x)

λT − t

)
(∇xyη)2ω(x, y) dt

≤ T e2T
∑
x,y∈G

exp
(

− ρ(x)

λ

)
(∇xyη)2ω(x, y)
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≤4T e2T

(r1)2
∑
x∈G

exp
(

− ρ(x)

λ

)
χ{

r1
2 −2s≤d(x,x0)≤r1

}(x)μ(x)

≤ 4T e2T

(r1)2
∑
x∈G

exp
(

− ρ(x)

λ

)
χ{r<d(x,x0)≤r1}(x)μ(x).

Now, since ρ(x) = dα(x) when d(x) > r , by using (6.3), we obtain that∫ T

0

∑
x,y∈G

v2+(x, t)eξ(y,t)[η(y) − η(x)]2ω(x, y) dt

≤ c(T )

(r1)2
∑
x∈G

exp
(

− dα(x)

λ

)
χ{r<d(x,x0)≤r1}(x)μ(x).

(6.8)

Then, by combining (6.7) and (6.8) with (6.6), we obtain∑
x∈Br (x0)

V (x) v2+(x, T )μ(x) ≤ c(T , λ, r)

(r1)2
∑
x∈G

exp
(

− dα(x)

λ

)
χ{r<d(x)≤r1}(x)μ(x), (6.9)

where c(T , λ, r) > 0 is a constant only depending on T , λ and r . Now, if 0 < � < 1 is as
in (1.3), and if we set

λ = 1

�
> 1,

then estimate (6.9) boils down to∑
x∈Br (x0)

V (x) v2+(x, T )μ(x) ≤ c(T , λ, r)

(r1)2
∑
x∈G

e−�dα(x)χ{r<d(x)≤r1}(x)μ(x)

= c(T , λ, r)

(r1)2
∑
x∈G

e−�dα(x,x0)χ{r<d(x)≤r1}(x)μ(x).

(6.10)

Furthermore, we recall that r1 was arbitrarily fixed, hence by taking the limit as r1 → +∞
in (6.10) and by assumption (1.3), we get∑

x∈Br (x0)
V (x) v2+(x, T )μ(x) = 0.

Thus, we readily derive that

v(x, T ) ≤ 0 ∀ x ∈ Br (x0) ∩ supp(V ), 0 ≤ T ≤ T0(λ),

where we recall that the number T0 depends on λ, which is by now fixed. From this, recalling
also that r ≥ 2s + R0 was arbitrarily fixed, we then obtain

v(x, T ) ≤ 0 ∀ x ∈ supp(V ), 0 ≤ T ≤ T0(λ). (6.11)

Now, let us introduce the ‘shifted’ function

v1(x, t) = v(x, t + T0(λ)).

Clearly, it is still a solution of the parabolic problem (4.6). In addition, by (6.11), v1(x, 0) ≤ 0
for every x ∈ supp(V ). By applying the very same argument exploited so far, we can infer
that

v1(x, T ) ≤ 0 ∀ x ∈ supp(V ), 0 ≤ T ≤ T0(λ),
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hence

v(x, T ) ≤ 0 ∀ x ∈ supp(V ), 0 ≤ T ≤ 2T0(λ).

By iterating this argument, and by using in a crucial way the fact that T0(λ) > 0 is a universal
number remaining unchanged at any iteration (as λ > 0 is fixed), we conclude that

v(x, T ) ≤ 0 ∀ x ∈ supp(V ), T ≥ 0.

This yelds (6.2).
We can now easily conclude the proof of the theorem, in fact, due to (6.2) and exploiting

the definition of v, we have

0 < u ≤ e−t for every x ∈ supp(V ) and t > 0.

Then, by letting t → +∞, we deduce that u ≤ 0 on supp(V ) 
= ∅, but this is clearly in
contradiction with (6.1). This completes the proof.

7 Optimality onmodel trees

We start by showing a general non-uniqueness criteriumwhich holds for any graph (G, ω, μ)

such that (2.4) is fulfilled. We write x → ∞ whenever d(x, x0) → +∞, for some reference
point x0 ∈ G.

7.1 A general non-uniqueness criterium

Let us consider Eq. (1.1). We can prove the following result.

Proposition 7.1 Let assumption (2.4) be in force. Moreover let V ∈ F, V > 0 and R̂ > 0. If
there exists a supersolution to problem

1

V
�h = −1 in G \ BR̂,

h > 0 in G \ BR̂,

lim
x→∞ h(x) = 0,

(7.1)

then there exist infinitely many bounded solutions u of problem (1.1). In particular, for any
γ ∈ R, γ > 0, there exists a solution u to problem (1.1) such that

lim
x→∞ u(x) = γ.

Proof Let γ ∈ R, γ > 0. For any j ∈ N, let us consider the following problem{
�u − V (x)u = 0 in Bj

u = γ in G \ Bj .
(7.2)

Due to assumption (2.4), existence and uniqueness of a solution u j to problem (7.2), in the
sense of Definition 3.2, for any j ∈ N is granted by Proposition 3.5. We now claim that

0 ≤ u j (x) ≤ γ for any x ∈ G and for any j ∈ N. (7.3)

In fact, since

�u j − V (x)u j = 0 in Bj ,
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and since u j = γ ≥ 0 in G \ Bj , from Lemma 3.3, we can infer that u j ≥ 0 in G. On the
other hand, let v(x) := γ for any x ∈ G. Then, since V (x) > 0 for any x ∈ G, and since
γ > 0

�v(x) − V (x)v(x) = 1

μ(x)

∑
y∈G

ω(x, y)[v(y) − v(x)] − V (x)v(x)

= −γ V (x) ≤ 0 for any x ∈ G.

(7.4)

For any j ∈ N, let w := v − u j . Due to (7.2) and (7.4),

�w − V (x)w ≤ 0 in G.

Moreover, w ≥ 0 in G \ Bj . Hence, by Lemma 3.3, w ≥ 0 in G and, in particular,

u j ≤ γ in G.

Therefore, (7.3) follows. Furthermore, for any j ∈ N, let u j+1 be the solution to problem
(7.2) in Bj+1. Thus, in particular, observe that

�u j+1 − V (x)u j+1 = 0 in Bj ,

and, by (7.3), u j+1(x) ≤ γ for any x ∈ G\Bj . Let v := u j − u j+1, then{
�v − V (x)v = 0 in Bj ,

v = γ − u j+1 ≥ 0 in G \ Bj .

Therefore, by Lemma 3.3, v ≥ 0 in G and, in particular, for any j ∈ N,

u j+1 ≤ u j in G. (7.5)

Hence, from (7.3) and (7.5), we deduce that the sequence {u j } j∈N is decreasing and bounded
on G. Therefore, there exists u ∈ F such that

u(x) = lim
j→+∞ u j (x), x ∈ G.

Moreover, u j solves problem (7.2) for any j ∈ N and since the sum which defines the
Laplacian � is finite, by letting j → +∞ we obtain that u is a solution to problem (1.1).
Let h be a supersolution to problem (7.1). Then we define, for any x ∈ G\BR̂ , with R̂ > 0
as in the assumptions,

w(x) := −C h(x) + γ. (7.6)

For any j ∈ N such that Bj ⊃ BR̂ , we show that w is a subsolution to problem (7.2) in the
sense of Definition 3.2. Due to (7.1) and since V > 0 in G, we have that

�w(x) − V (x)w(x) = C

μ(x)

∑
y∈G

ω(x, y)[(−h(y) + γ ) − (−h(x) + γ )]

− V (x)(−Ch(x) + γ )

= −C�h(x) + V (x)C h(x) − V (x)γ

≥ V (x) (C − γ )

≥ 0 for any x ∈ Bj \ BR̂,
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provided that C > 0 is big enough. Moreover, u j ≥ w in G \ Bj since u j = γ in G \ Bj .
Therefore, by Lemma 3.3, we get

u j (x) ≥ w(x) for any x ∈ G \ BR̂ . (7.7)

By combining together (7.3) and (7.7) we get

−C h(x) + γ = w(x) ≤ u j (x) ≤ γ for any x ∈ G \ BR̂ .

By letting j → ∞ we get

−C h(x) + γ ≤ u(x) ≤ γ for any x ∈ G \ BR̂,

thus, in particular, due to (7.1),

lim
x→∞ u(x) = γ.

��

7.2 Model trees and a special supersolution

In this subsectionwe consider a special kind of graphs, the so calledmodel trees, andwe show
that the uniqueness result in Theorem 2.4 is sharp for this choice of graph. More precisely,
we show that the choice α ∈ [0, 1] in assumption (2.7) is optimal, indeed infinitely many
bounded solutions exist whenever α > 1. Let us first define a model tree.

Let (T , ω0, μc) be a weighted graph as in Sect. 2, with μc(x) ≡ c (for c > 0). We assume
that the edge weight ω0 satisfies, together with (2.1), the following additional property:

ω0(x, y) ∈ {0, 1} for everyx, y ∈ G.

and we denote by d the distance on T subordinated to ω0, that is,

d(x, y) = inf
{
lω0(γ ) : γ = {xk}nk=0 is a path between x and y

}
,

where lω0(γ ) = ∑n−1
k=0 ω(xk, xk+1). Accordingly, we define

Sr (x0) = {x ∈ T : d(x, x0) = r} (x0 ∈ G, r > 0).

We then say that the graph T is a model tree if the following properties holds:

a) T contains a vertex x0, known as the root of the model;
b) denoting by m(x) the number of edges which have x as endpoint (for every x ∈ T ), the

number m(x) is constant on Sr (x0) = Sr , that is

if x ∈ Sr (x0) = {x ∈ T : d(x, x0) = r}, then m(x) = m(r).

If T is a model tree, we define the branching at the distance r from the root, and we denote
it by b(r), as the number of edges connecting each vertex in Sr to a vertex in Sr+1; we also
agree to set b(0) = m(x0). Thus, for any r > 0, we have that

m(r) = b(r) + 1.

We say that the model tree is homogeneous if the branching is constant, that is,

b(r) = b for every r ≥ 0, for some b ∈ N.
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Throughout what follows, we will deal with a model homogeneous tree with branching b,
which will be denoted by (Tb, ω0, μc); accordingly, we denote the ball Br (x0) of radius r
centered at the root x0 of Tb simply by Br . We explicitly notice that, by definition, we have

∗) ω0(x, y) = 1 if and only if d(x, y) = 1; (7.8)

∗) if ω0(x, y) = 1, then d(y, x0) = d(x, x0) ± 1; (7.9)

Moreover, for every x ∈ Tb \ {x0} we also have

∗) card{y ∈ Tb : d(x, y) = 1, d(y, x0) = d(x, x0) + 1} = b,

∗) card{y ∈ Tb : d(x, y) = 1, d(y, x0) = d(x, x0) − 1} = 1.
(7.10)

We can now prove the following lemma.

Lemma 7.2 Let (Tb, ω0, μc) be a graph as above with branching b ≥ 2, and let V ∈ F, V >

0 on Tb. Assume that, for some α > 1 and R0 ≥ 2, we have

V (x) ≤ C0 d
−α(x, x0) for any x ∈ G \ BR0 . (7.11)

Then there exist Ĉ > 0, R̂ > 0 and β > 0 such that

h(x) := Ĉd−β(x, x0), x ∈ G \ BR̂

is a supersolution to problem (7.1).

Proof Let x ∈ G \ BR0 be fixed. Setting d(·) := d(·, x0), and observing that

d(y) ≥ d(x) − 1 ≥ 1 ∀ y ∈ Tb, y ∼ x

(recall that R0 ≥ 2 and see (7.9)), by the Mean Value Theorem we have

�h(x) = Ĉ

μc

∑
y∈G

ω0(x, y)[d−β(y) − d−β(x)]

= −β
Ĉ

μc

∑
y∈G

ω0(x, y)ξ
−β−1[d(y) − d(x)],

(7.12)

for some ξ in between d(y) and d(x). Clearly,∑
y∈G

ω0(x, y)ξ
−β−1[d(y) − d(x)] =

∑
d(y)>d(x)

ω0(x, y)ξ
−β−1[d(y) − d(x)]

+
∑

d(y)<d(x)

ω0(x, y)ξ
−β−1[d(y) − d(x)]

=: S+ + S−. (7.13)

Moreover, by exploiting (7.9), (7.10) (and since β > 0), we have

(i) S+ ≥
∑

d(y)>d(x)

ω0(x, y)d−β−1(y)[d(y) − d(x)] = b d−β−1(y) = b[d(x) + 1]−β−1;

(ii) S− ≥
∑

d(y)<d(x)

ω0(x, y)d−β−1(x)[d(y) − d(x)] = −d−β−1(x).
(7.14)
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By combining (7.12), (7.13) and (7.14), we then obtain

�h(x) ≤ Ĉβ

μc

{−b[d(x) + 1]−β−1 + d−β−1(x)
}
. (7.15)

We finally observe that, given any ε > 0, there exists R̂ > R0 such that

1 <
[d(x) + 1]β+1

dβ+1(x)
< 1 + ε whenever d(x) > R̂; (7.16)

thus, if x ∈ G \ BR̂ ⊆ G \ BR0 , by (7.15), (7.16) and (7.11) we obtain

1

V (x)
�h(x) ≤ Ĉβ

μcC0
dα(x)d−β−1(x)

(
− b

1 + ε
+ 1

)
≤ − Ĉ R̂α−β−1β

2C0μc
= −1,

provided that

ε = 2b − 3

3
> 0, 0 < β ≤ α − 1, Ĉ = 2C0μc

R̂α−β−1β
.

Note that ε > 0 since b ≥ 2, while β > 0 since α > 1. This completes the proof. ��
From Proposition 7.1 and Lemma 7.2 we obtain the next

Corollary 7.3 Let (Tb, ω0, μc) be a graph as above with branching b ≥ 2, and let V ∈
F, V > 0 on Tb. Assume that condition (7.11) is fulfilled.

Then, there exist infinitely many bounded solutions u of problem (1.1). In particular, for
any γ ∈ R, γ > 0, there exists a solution u to problem (1.1) such that

lim
x→∞ u(x) = γ.

7.3 A counterexample

Onaccount ofCorollary 7.3,we can easily show that the requirementα ∈ [0, 1] in assumption
(2.7) cannot be dropped, that is, this assumption is optimal if one restricts to a particular class
of graphs.

To illustrate this fact, let (Tb, ω0, μ1) be a homogeneous model tree with branching b ≥ 2
(and weighted counting measure μc ≡ 1), and let x0 be the root of the model. Given any
number α > 1, we then consider the function V ∈ F defined as follows:

V (x) := (1 + d(x, x0))
−α

(where d is the usual distance on trees). Clearly, assumptions (2.3) and (2.4) are satisfied
in this context; moreover, V : Tb → R is a strictly positive potential on Tb, but the last
condition in assumption (2.7) is obviously violated (since α > 1).

We now observe that, since α > 1, the series (1.3) is convergent for every choice of
� ∈ (0, 1): in fact, recalling that μ1 ≡ 1, we have the following computation

∑
x∈G\B1(x0)

e−�dα(x,x0)μ(x) =
∞∑
n=1

( ∑
{x : d(x,x0)=n}

e−�dα(x,x0)μ(x)
)

=
∞∑
n=1

e−�nα

μ({x : d(x, x0) = n}) =
∞∑
n=1

bne−�nα

,
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and the series
∑

n b
ne−�nα

converges by the Ratio Test.
On the other hand, since b ≥ 2 and since V is a strictly positive potential on Tb satisfying

condition (7.11) (with R0 = 1 and C0 = 1), we are entitled to apply Corollary 7.3, ensuring
that there exist infinitelymany non-trivial bounded solutions to Eq. (1.1). Hence, the condition
α ∈ [0, 1] is optimal in this context.
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