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Abstract

On the wave of recent advances in data-driven predictive control, we present an explicit predictive controller that can be
constructed from a batch of input/output data only. The proposed explicit law is build upon a regularized implicit data-driven
predictive control problem, so as to guarantee the uniqueness of the explicit predictive controller. As a side benefit, the use
of regularization is shown to improve the capability of the explicit law in coping with noise on the data. The effectiveness of
the retrieved explicit law and the repercussions of regularization on noise handling are analyzed on two benchmark simulation
case studies, showing the potential of the proposed regularized explicit controller.
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1 Introduction

One of the main challenges of modern control theory
is finding the most effective (and efficient) approaches
to benefit from data when designing a controller for an
unknown system. Traditionally, learning-based control
strategies rely on a two-step procedure, which entails
the identification of a model for the unknown system
and the design of a model-based controller. These tech-
niques can profit from established tools for system iden-
tification [27], but the resulting models are often not op-
timized for control, as their goal is to approximate the
system dynamics by minimizing some fitting error. Al-
though control-oriented identification approaches have
been proposed (see e.g., [21,23]), they still do not allow
one to avoid the two-stage procedure, with the modeling
phase frequently making use of the lion’s share of time
and resources.

With a change in the data-handling paradigm, several
techniques have been proposed to design controllers di-
rectly from data, while bypassing an explicit identifica-
tion phase. Consolidated techniques for data-driven con-
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trol, such as Virtual Reference Tuning (VRFT) method
[13, 20, 22], Tterative Feedback Tuning (IFT) [24] and
Correlation-based Tuning (CbT) [26, 38], directly em-
ploy data to tune the controller, but they have two ma-
jor drawbacks. Firstly, they rely on the definition of a
reference model embedding the desired closed-loop be-
havior. In this context, reference model selection thus
becomes a rather delicate and time consuming task,
with the reference model being the main tuning knob
of these approaches [11, 34, 39]. Secondly, state-of-the-
art direct control techniques are not naturally equipped
to cope with saturation and constraints, thus requir-
ing additional layers in the control structure (see, e.g.,
[10,12,29,32,33]) to handle them.

More recently, the regained popularity of results from
behavioral theory [41] have lead to the introduction of
alternative data-based control schemes that rely on a
trajectory-based description of the system dynamics.
These range from passivity-based [4, 28,31, 35-37] and
model reference [9] controllers, to optimal [16,17,19] and
predictive [5,6,8,14,15,18,33] ones, with the latter built
to tackle constraints.

Contribution and related works. In the spirit of [33],
we derive the explicit solution for the data-based predic-
tive control problem introduced in [7]. Like in traditional
Model Predictive Control (MPC) [1], transitioning from
a data-based implicit scheme to a data-driven explicit
law entails that the optimal control action can be com-
puted via simple function evaluations, rather than re-
quiring the solution of an optimization problem in real-
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time. This can be computational advantageous, particu-
larly when the problem at hand is relatively simple and
the sampling time rather small. Differently from [7], our
shift to the explicit predictive law allows one to obtain
the optimal input by constructing a set of data-based
matrices only, with the trajectory-based model of the
system being ultimately transparent to the final user.
Since the structure of the problem proposed in [7] pre-
vents the computation of the explicit solution as it is, we
propose to augment the performance-oriented predictive
control cost with a regularization term, acting on the
trajectory-based model of the plant. As such, we denom-
inate the presented controller Regularized Fxplicit Data-
Driven Predictive Controller (R-EDDPC). Apart from
allowing the explicit solution to be found, we show that
the regularization can help coping with noisy data, in
line with what is proposed in [7] to robustify the implicit
scheme. We show that the obtained explicit predictive
law is piecewise affine, retrieving a controller that resem-
bles the ones introduced in [1,33]. Differently from [33],
the explicit law obtained in this work depends on in-
put/output data only, thus not requiring the state of the
controlled system to be fully measurable. Nonetheless,
we show that the two explicit laws are equivalent under
some design assumptions.

Outline. The paper is organized as follows. After recall-
ing some preliminaries, the problem of designing explicit
predictive controllers from data is stated in Section 2.
In Section 3 we shift from the implicit predictive control
problem in [7] to its explicit counterpart. The proposed
solution is then compared with that of [33] in Section 4.
In Section 5, we show how the explicit predictive con-
troller can be extended to handle set points changes and
to be further robustified against noise. The performance
of the proposed method is then discussed in Section 6
by means of two benchmark case studies. The paper is
ended by some concluding remarks.

Notation. Let N and R be the set of natural and real
number respectively. Let Zy = {0,1,..., N—1}. Denote
with R™ the set of real column vectors of dimension n
and with R™ ™ the set of real matrices with n rows
and m columns. Given A € R"*™ we indicate with
A’ € R™*™ its transpose, while we denote by [A]; the i-
th row of A and by [A];.; the subset of rows of A, starting
from the é-th up to the j-th row (for ¢ < j). When
n = m, we indicate the inverse of A as A~', while AT
denotes its right inverse when n # m. We denote with
I, the identity matrix of dimension n, while we do not
specify the dimension of zero vectors or matrices. Given
x € R™, we denote the squared 2-norm of this vector as
[=][?, while [|z]|3, = 2'Qx. Given Q € R™*™, Q > 0 and
Q@ > 0 indicate that the matrix is positive semi-definite
and positive definite, respectively. Let Q; € R™*™ for
i=1,...,L. Then, diag(Q1,...,Qr) denotes the block
diagonal matrix composed by {Q;}~_;. Given a sequence
{u}2°4, we denote the associated Hankel matrix as

Hr(u), i.e.,

Up U -+* UN-L
Uy U2 - UN—-L+1

Hp(u) = ; (1)
Ur—1 v -+ UN-1

while a window of the sequence is indicated as

Uq

Ua+1
Uah) = | .| (2)

Up

with a < b.

2 Problem formulation

The data-driven predictive control formulation proposed
in [7] represents the starting point from which we de-
rive R-EDDPC. Therefore, we here recall the results on
which the former lays its foundation, starting from a for-
mal definition of persistently exciting sequence.

Definition 1 (Persistence of excitation) Given a
signal vy € R, the sequence {vg}n—y' is said to be
persistently exciting of order L if rank(Hp(v)) = nL.

Consider now a linear time-invariant (LTT) system P,
with state x € R™, input u; € R™ and output y; € RP.
A trajectory of this system can be formally defined as
follows.

Definition 2 (System trajectory) An input/output

sequence {uy, yk}kN:_Ol is a trajectory of the LTI system

P if there exists an initial condition T € R™ and a state
N

sequence {1 },_, such that

Tr+1 = Az + Bug, z9 =17,
yr = Cxp + Dug,

for allk € Iy, where (A, B,C, D) is a minimal realiza-
tion of P.

Given a noiseless trajectory {ay, gk}kN;Ol of P, with
{a} =" being persistently exciting of order L + n, the
following result further holds.

Theorem 1 (Trajectory-based representation [7])
Let {ﬂhy}}{g’:}l be a trajectory of an LTI system P.
Assume that {ﬂk}g:_ol is persistently exciting of order



L+ n. Then {ay, gk}ﬁgol is a trajectory of P if and only
if there exists o € RN =L+ such that

[HL@)} o — |:L_’*[O,L—1]‘| 3)
Hi(9) o1
where § = {gk}{j:—;.

According to this result, a single input/output sequence
of P can be used to retrieve a representation of the sys-
tem spanning the vector space of all its trajectories, pro-
vided that such a sequence is properly generated.

We can now mathematically formulate the problem tack-
led in this work. Let P be an unknown LTI system of
order n € N, with m € N inputs and p € N outputs,
which is here supposed to be controllable and observ-
abldﬂ Assume that we can carry out experiments on P,
s0 as to collect a sequence of N € N input/output pairs,
Dy = {u¢, y,‘f}fcv;()l, and assume that the input data sat-
isfy the following condition.

Assumption 1 (Quality of data) The input se-
quence ut = {ug}fcv:_ol 1s persistently exciting of order
L + 2n, according to Definition 1.

Our goal is to find an explicit data-based solution for the
implicit data-driven predictive control (DD-PC) prob-
lem introduced in [7], that is defined as follows:

L—1

nin > W, gr) (4a)

sULY =0
. Hiyn(u

st |mE ”1 :l Lt <“d)1 a,  (4b)
| Y[—n,L—1] Hpn(y®)
Uiy
s ”] = o, (4c)
Yl—n,—1]
’lf[Ln,Ll]‘| = 1, (4d)
LY[L—n,L—1]
up €U, yp €Y VkeZg. (46)

Therefore, we aim at ezplicitly finding the optimal in-
put sequence u, the corresponding outputs y and the
trajectory-based model o € R™ with n, = N—L—n+1,
so as to minimize the quadratic cost

U, i) = i — w3 + gk — v° 15
over a prediction horizon L, with @ = 0 and R = 0,
with «* € R™ and y® € RP verifying the subsequent

definition.

! This assumption is shared with [7].

Definition 3 (Equilibrium [7]) An input/output pair
(u®,y®) is an equilibrium of the LTI system P if the se-
quence {Uk, Ui }1_o, With 4, = u® and gx = y° for all
k € T, is a trajectory of G.

Meanwhile, our search for the optimal sequences and
model is constrained by (i) the initial condition in (4c),
(1) the terminal constraint in (4d), and (ié¢) the value
constraints in (4e). The initial condition is characterized
by xo € R™™*P) which changes at each time instant
t € N. Specifically, this vector collects the n past in-
put/output pairs resulting from the application of the
DD-PC law, i.e., at time t it is defined as

[u[t—n,t—l]l

Xo = .

Ylt—n.t—1]

The terminal constraint is instead shaped by a constant
vector xz, € R™™+P) given by

XL = s |
Yn

where v}, and y; stack n copies of u® and y*, respectively.
Lastly, the sets characterizing the value constraints in
(4e), namely U € R™ and Y C RP, are assumed to
be polytopic. Note that, the terminal constraint further
influences the choice of the prediction horizon L, since
L > n for the problem to be well-posed.

Remark 1 (Stability and recursive feasibility)

As proven in [7], within a noiseless setting the data-
based formulation in (4) guarantees recursive feasibility
and closed-loop exponential stability of the equilibrium

(u®,y°).

3 From implicit DD-PC to R-EDDPC

The stepping stone for the derivation of the explicit data-
driven solution to (4) lays in its reformulation as an op-
timization problem where the unique decision variable
is .. To this end, let us define the following matrices

HEY =[Hpin(V)im: HE =[Hin(Y)]nt14n, (52)
Hz:[HLJrn(Vd)]LH:Ler Hﬁz[HLJrn(Vd)]kﬂa (5b)

where 7 is a generic placeholder, to be replaced with ei-
ther u or y. We stress that HY', HE and HI are all full
row rank matrices, since u? is persistently exciting of or-
der L+2n. Accordingly, problem (4) can be manipulated



and equivalently recast as:

min ||a|[fy, + 2cja (6a)
HP
s.t. [ 74 a = o, (6b)
H?J
HT]
'“' Q= XL, (6C)
[’HZ
Hia €U, Hia€Y, VkeI,,  (6d)
where
Wy = (HY)RH] + (1Y) oHY, (6¢)
ca = — [(H5)Ruj + (Hy) Q3] | (6f)

with @ =diag(Q,...,Q) = 0, R =diag(R,...,R) = 0
and uj and yj stacking L copies of u® and y°, respec-
tively. However, the weighting matrix W, in (6e) can be
shown to be positive semi-definite, as illustrated in the
proof of the following lemma.

Lemma 1 (Positive semi-definiteness of W,;) The
matric Wg €R™ X" in, (6e) is positive semi-definite.

Proof: Since Q = 0, then (H})' QML is positive semi-
definite. As Theorem 1 requires N > (m+1)(L+n)—1,
then n, > m(L + n). Since HI' € R™EX"a i full row
rank by construction and mL < ng, then (HE)RHE
is positive semi-definite, despite R > 0. As such, Wy is
positive semi-definite, thus concluding the proof. ([

This structural property of W, makes the cost of the op-
timization problem in (6) convex, but not strictly convex,
ultimately hampering the possibility to retrieve a unique
explicit solution of the problem. To overcome this lim-
itation, we augment the cost with an Lo-regularization
term, leading to the following regularized data-based
predictive control problem:

min [lalfly, + 20+ pallal? (7a)
HP

s.t. [ ;1 a = Xo, (7b)
Hy
HT

[ ;] o= xr, (7c)
y

Hia €U, Hia €Y, Vke Ty, (7d)
where p,, > 0 is an hyper-parameter to be tuned.

Remark 2 (Small p,) For sufficiently small values py,
the difference between problem (4) and (7) can become
negligible. In this case, R-EDDPC is likely to inherit the
same property of the implicit solution (see [7, Section
I11.B]).

3.1 The role of regularization

By resulting in the addition of a positive constant to
the diagonal of Wy, the regression term allows us to by-
pass the structural issue characterizing the cost in (4a).
Therefore, the larger p,, the more the regularized cost
will differ from the one of problem (6). One should thus
pick a relatively small regularization parameter for the
explicit solution of (7) to be as close as possible to the
one of the implicit MPC problem in (6).

Even if the regularized problem (6) has been mainly in-
troduced to allow for the computation of the explicit
law, we stress that this alternative formulation of the
implicit MPC problem goes in the direction of robusti-
fication, along the same line followed in [7,14]. Indeed,
Lo-regularization has a shrinkage effect on the (implicit)
model of P embedded in «. By penalizing the size of
its components, the regularization terms steers the ele-
ments of a towards zero and, concurrently, towards each
others. As such, its use (i) prevents the model from be-
coming excessively complex, hence hindering overfitting,
(i) it helps in handling noisy data, by implicitly reduc-
ing the influence of noise in the prediction accuracy, and
(#i1) it alleviates problems that can be caused by highly
correlated features. Therefore, in selecting p, one has to
further account for the shrinking effect of this additional
penalty.

3.2 The derivation of R-EDDPC

To derive the explicit solution of (7), let us firstly merge
the constraints in (7b) and (7c) into a single equality
Haa = x. Thanks to the polytopic structure of the value
constraints in (7d), we can rewrite them as Ggao < 3, so
that the problem in (7) can be equivalently recast as

1
min §||oz\|%[,5 + dja (8a)
s.t. ’Hda =X, (8b)
gda S Ba (8C)

where the cost is scaled with respect to the one in (7)
and Wé’ = W4+ paln,. Moreover, let us introduce the
following assumption on the constraints in (8c).

Assumption 2 (Constraints) GivenG, in (8c), let its
rows associated with active constraints be denoted by G4.

~ 5 /
The rows of G = [g& 7—[&] are linearly independent.

Under this assumption, the closed-form data-driven so-
lution of the implicit problem in (8) is given by the fol-
lowing theorem.

Theorem 2 (R-EDPPC) Let Assumptions 1-2 hold,
with the latter satisfied for all possible combinations of
active constraints M € N. Then, the data-driven explicit



law coupled with (8) is unique and is given by

Foix+fan if Eagix < Kan,
u(x) =q: 9)
Foux+fam iof Eagux < Kgu.

Proof: Since problem (8) is strictly convex by construc-
tion, it has a unique solution «, whose closed-form can
be found by applying the Karush-Kuhn-Tucker (KKT)
conditions. Therefore, the following holds:

Wha+ G+ Hiyp + cq =0, (10a)
N(Gaa — B) =0, (10b)
Hao — x =0, (10¢)
Gao — B <0, (10d)
A >0, (10e)

where A\ € R™*P)L and ;€ R2*(™+P) are the Lagrange
multipliers associated with the inequality and equality
constraints in (8), respectively.

Consider a generic set of active constraints in (8c), and
let us distinguish the Lagrange multipliers A € R™* asso-
ciated with the latter and the ones coupled with inactive
constraints, here indicated as A Accordingly, we denote
by G4 and (3 the rows of G4 and 8 associated with active
constraints, while we indicate with C;d, B the remaining
TOWS.

Since both (10b) and the dual feasibility condition in
(10e) have to hold for inactive constraints, \ is a vec-
tor of zeros and, thus, the KKT conditions in (10b) and
(10d) can be equivalently restated as:

Goa— =0, (11a)
Gaa— <0, (11b)

where the product with X in (11a) is neglected, since
this vector is non-zero by definition. Thanks to this re-
formulation, we can then merge (10c) and (11a), so as
to obtain a single equality condition, here defined as

Ga—b—Sx =0, (12)

i L H P
Ha 0 In(map)

and the dimensions of S depend on the number of active
constraints. We can then exploit the stationary condi-
tion in (10a) to express a as a function of the non-zero
Lagrange multipliers, i.e.,

where

a=—(WoH)! (é'5 + cd) , (13)

where § is given by § = [& »/]’. By merging (13) and
(12), we then obtain the equality

—Gwd—b—Sx=0 (14)

where Gy = G(W?)~'G" and b = G(W/)~'cq + b. We
can thus retrieve the closed-form expression for §, which
is given by o

§ = -Gy (b+ Sx). (15)

Since Gy can always be inverted according to our as-
sumptions, we can thus substitute (15) into (13), ulti-
mately obtaining the following data-driven expression
for a:

a=(Wh)? [é/é;vl(b+sx)—cd . (16)

Accordingly, we can retrieve the associated data-driven
expression for the predicted input sequence for a given
set of active constraints as

o, 00 = HE W) GG b+ e (A7)

By combining the primal and dual feasibility conditions
in (10d) and (10e), we can further characterize the poly-
hedral region where (17) holds, which is shaped by the
following combination of inequalities:

gd(Wg)*l[é’Gu}(éJer)fcd —B<0,  (18a)
where n) denotes the number of active constraints.
By considering all M possible combinations of active

constraints, straightforward manipulations result in an
explicit predictive control sequence defined as

Faax + faq if Eaix < Kan,
Ujo,L—1]= 9 : (19a)
FamX + fam if Eqmx < K,

where

Fai=HEW)HIG! ;Vls (19b)

fai=HEWE)! (égé;vflél - cd,i) , (19¢)
W 1GIGHE S,

Eai = [gd( dglé W ] (19d)

W,i*

4 Ga(W) L (cai — GiGit.bs

K:d’i: 6 d( d) ) 1d, Wi ) 7 (196)

forall i = 1,..., M, where G, Bi, cq,; and S; indicate
the rows of G, b, cq and S associated with the i-th set of



active constraint, and Gy,; is constructed accordingly.
Lastly, by selecting the first element of this sequence, it
can easily be shown that the control action to be applied
is indeed piecewise affine and that it has the structure
in (9), thus concluding the proof. O

Note that, the explicit control law in (9) has a structure
similar to the one obtained in the standard model-based
case [1, 3], but the dependence on the matrices of the
state-space model of P have now been replaced with
a set of data matrices. Moreover, differently from the
explicit predictive law introduced in [33], the obtained
piecewise affine law is inherently output-feedback, thus
not requiring a direct measurement of the state.

Remark 3 (Relaxation) Assumption 2 can be relazed
in practice, since redundant constraints can be removed
with degeneracy handling strategies, like the ones pro-
posed in [2].

Remark 4 (Coping with general constraints)
The data-driven law in (9) can be readily adapted to
handle more general polytopic constraints of the form

Gaor < B+ px. (20)

In this case, the definition of S in (12) changes as follows:

g - |> <p ] ,
In(m+tp)

with ¢ indicating the rows of ¢ associated to the consid-
ered set of active constraints. Nonetheless, the deriva-
tions in the proof of Theorem 2 remain unchanged, and
so does the form of the explicit control law.

4 A comparison with E-DDPC

The explicit law derived in Section 3.2 is not the first of
its kind. Indeed, a data-driven explicit law has already
been proposed in [33]. Our aim is thus to compare the two
DD-PC problems that R-EDDPC and E-DDPC solve.

To this end, let us recall the implicit problem considered
in [33] by focusing on the case in which the prediction,
control and constraint horizons are all equal to L, i.e.,

L—-1
Jmin S [zl + lael] + el (21a)
[0,L—1] k=0
T
U, U
st T =Xon —=M [ k=0,..., L1,
Xon | [Tk
(21b)
o=, (21c¢)
up, €U, 7, €X, k=0,...,L—1, (21d)

where x € R™ denotes the initial state for the prediction
at time ¢ and

Uoi.n = [Uﬁ ud g - Uﬁlv+n_1} ; (22)
Xo,n = |:1:(71L xz+1 I(Ii\f—i-n—l} ) (23)
Xin = [xfm 5'3;11-1-2 I?V+n:| ) (24)

with x% denoting the state measured or reconstructed
from data at instant k. Note that, since the input is per-
sistently exciting of order L 4 2n according to Assump-
tion 1, the condition required for the model in (21b) to
represent the behavior of the unknown system P holds
when the state is fully measured (see [33, Theorem 1]).
From (4) and (21) to be comparable, when the state is
not fully measured, we solve problem (21) by consider-
ing the non-minimal state realization

i
B= [ o Wy Y ] - (29)

Note that, for the predictive model in (21b) to be well
defined in this scenario, the input has to be persistently
exciting of order 2n + 1 [16, Theorem 7]. In our setting,
this condition still holds thanks to Assumption 1. By
relying on the above problem setting, we can prove the
existence of the following equivalence relations.

Lemma 2 (Model equivalence) The predictive mod-
els in (4b) and (21b) are equivalent.

Proof: See Appendix A.1 O

Lemma 3 (Constraints equivalence) The con-
straints in (4¢) and (21c) are always equivalent. Instead,
the ones in (4e) and (21d) are equivalent if: (i) X =Y
when the state is fully measured; (i) X = U™ x Y™
otherwise.

Proof: See Appendix A.2. |

Since (21) aims at steering both states and inputs to
zero, while (4) depends on the equilibrium (u®,y*), we
make the comparison for (u®,y®) = (0,0). We can now
derive the following result on the relationship between
(4) and (21).

Theorem 3 (Problem equivalence) Consider the



relazed data-driven problem

L—1 — 2
UL—n.—
min 3 (1l + | |17 | lal?
-y YlL—n,L—1]] IIP
(26a)
i - Hy.. d
it [U[ n.L 1]1 _ [ L+ (ud)] o, (26h)
Yl—n,L—1] Hpin(y?)
Ui,
l_[ ’”] = Xo. (26c)
y[—n,—l]
ur €U, ypo €Y Vkelp, (26(31)

where the terminal constraint in (4d) has been softened
and added to the cost. Then, (21) and (26) are equivalent
in the following cases:

(i) the state is fully measurable, po, — 0 and the weights
in (21a) are @ = Q, R = R, P = T'PT, where
T € R (m+p)n gotisfies

rr =T

U[Ln7L1]‘| (27)
T[L—n,L—1]

(#i) the state is not fully measured, p, — 0 and the
weights in (21a) are

RO
0@Q

Q=V V, R=0, P=P+Q, (28

with Ve RUmHP)xn(m+p) yerifying

Uk—1
Yk—1

Proof: See Appendix A.3. O

=VZ%,. (29)

Since the steps performed to compute R-EDDPC and
E-DDPC are fundamentally the same, the equivalence
between (4) and (26) shows that the two explicit law
are likely to match when p, vanishes and the terminal
constraint is lifted to the cost in (7) or, alternatively, the
terminal cost is replaced with a hard constraint in (21).

5 Extensions

We now highlight how the explicit solution derived in
Section 3.2 can be extended to two different scenar-
ios. Firstly, we show how the presented derivation can
be adapted to handle tracking tasks, according to the
scheme proposed in [6]. Then, along the line followed
in [7], we introduce a slack variable to further robustify
the approach with respect to noisy data and discuss how
this modifies the obtained explicit solution.

5.1 Handling changing set points in R-EDDPC

When the control objectives shifts from reaching a given
equilibrium point (u®,y®) to tracking an input/output
reference behavior (u”,y"), the implicit MPC problem
to be solved at each time step ¢ € N can be modified as
follows [6]:

ijl g(ak’ gk? us7 ys) (303‘)
Oc,‘u,g
[, Hp o (uf
st | TR ”] _ l L+ (“d)] a, (30b)
LY[—n,L—1] HL+n(y )
u[—n,—l]‘| = 0, (30C)
Yl—n,—1]
zf”"’“]] =o', (30d)
LU[L—n,L—1] y°
ur €U, ypo €Y Vkelp, (306)
(u®,y%) e U° x Y°, (301)

where the cost is now given by

L—1
e(akvgkausays) = Z ”ak - USH% + ||gk - yS”z?
k=0
+ [l =[G+ 1y = v |15 + pallall’,

so as to penalize the deviation of the set point (u®,y®)
from the desired target (u",y"), with ¥, ® > 0. Note
that, Q € {0, 1} +P)*m+p in (30d) is such that:

Moreover, the constraint in (30f) entails some value con-
ditions on the equilibrium point, here assumed to be still
characterized via a set of polytopic constraints.

Within this scenario, the resulting explicit predictive law
can be computed by relying on the following lemma.

Lemma 4 (Piecewise affine solution) Let & collect
the optimization variables of problem (30) and X stack
the initial conditions xo and the reference to be tracked,
ie.,

« X0
a= |u’|, X=|u"|. (31)
y* y"

Then, problem (30) is explicitly solved by a piecewise
affine law defined as in (9), with X substituting x.



Proof: Based on the definition of & in (31) we can rewrite
the constraint in (30b) as

[u[n,Ll]] _ [HL+n(ud) 0] a (32)
Y—n,L—1] Hryn(y) 0

This equivalent representation allows us to recast the
tracking MPC problem (8) as

1
min §|\a||%,; + X'Cae (33a)
s.t. Haa = Sy, (33b)
Gaa < B, (33¢)

where (33c) is obtained by merging (30e)-(30f). Note
that the matrices characterizing this equivalent problem
are defined as follows:

Wi = (HD)RH + (Hy) QA
+ (Su*’)/\IISuS + (Sys)/@sys + pal,

00 0]
cg=— 10w 0],
00 @
_ [HP o] L 100
Hd: 7S: 5
HT —Q] 000

with

HY = [l —cy o). A= M0 —cf ],
B
HE HT

and where S, selects any variable (denoted generically
with the placeholder ) within a given vector, while C}
allows one to construct L copies of it. This reformulation
allows us to follow the same step presented in Section 3.2
to derive the explicit law, by replacing S in (12) with

and cq in (13)-(18) with ¢4%. As a consequence, the pre-
dicted input sequence has the same closed-form in (19),

with
Fai=REW) ™ (GIGTLS: — eas)
fai=Hy (W) GiGhybi,
o[ (@GS e
d,t ~ ~ )
Gf%iSZ-
Kys = Bz - gd( 75)_157';@1}/262
| ~Giylibi ’

where G, Gy and b can be readily customized to the
current problem from the matrices introduced in Sec-
tion 3.2, while the subscript indicates the i-th set of ac-
tive constraints. We can then retrieve the input by ex-
tracting the first component of this sequence only. This
result leads to a law that takes the same piecewise affine
form as (9), thus concluding the proof. (]

5.2 Robustification with slack variables

Assume that the measured outputs y? used to construct
the Hankel matrices in (4b) are corrupted by noise. In
this case, a robust DD-PC formulation similar to the one
proposed in [7] can be recovered by introducing an addi-
tive slack variable o € RP(+7) on the predicted output
and the corresponding regularization term as follows:

L—1
min > (i, i) + pallel® + pollo|l? (34a)
R
S Hyo (ud
| J—n,—1] + O Hrn(y®)
Up
! ”] = Xo, (34c)
Yl—n,—1]
u[L—n,L—l]‘| =YL, (34d)
LY[L—n,L—1]
uy, €U, g €Y VkeTIr. (34e)

Along the line of [7, Remark 3|, we do not include any
constraint on the slack variable, by leveraging on the
fact that its values can be practically contained by se-
lecting p, > 0 sufficiently large. In turn, this entails that
(34) can be formulated without any prior information on
the measurement noise features, while accounting for the
possible mismatch between the outputs predicted from
noisy data and the true one.

To derive the explicit predictive law for this robust for-
mulation, let us introduce the extended optimization

variable
a=", (35)
o



and modify the constraint in (34b) as

lﬁ[—n,L—u
ﬂ[—n,Lq]

accordingly. By redefining the matrices in (5) as

a=| _
HL+n(yd) —Irin HL+n(?/d)
(36)

Fﬁmm o]~lmﬂwﬂd

I}'N['IYD: [E[L+n(’7d)]1:na H5: [E[LJrn(/yd)]?H”l:LJrn’
(37a)

H$ = [I:[L+n('7d)]L+1:L+nv H: = [I:IL+n('Yd)]k+1a
(37h)

where 7 is still a placeholder, we can retrieve the explicit
predictive law by following the same steps described in
Sections 3-3.2.

6 Benchmark numerical examples

In this section, we analyze the performance of R-EDDPC
on two benchmark examples. Initially, we consider the
problem introduced in [3, Section 7.1}, with the plant P
modified so as to force the whole state to be measurable.
This choice allows us to compare the performance of R-
EDDPC with the one of E-DDPC. We then consider the
example introduced in [7]. In this case, we juxtapose the
results attained by R-EDDPC with the ones achieved
designing the explicit MPC law using the standard two-
stage procedure, i.e., by identifying a state-space model
of the system first. We stress that, independently of the
considered example, R-EDDPC is always designed by
relying on data only. All computations have been car-
ried out on an Intel Core i7-7700HQ processor, running
MATLAB 2019b.

6.1 SISO system with fully measurable state

Consider the system introduced in [3, Section 7.1], which
is characterized by the following state dynamics:

0.7326 —0.0861 0.0609
Tg41 = TE +
0.1722 0.9909 0.0064

] Uk, (38)

and assume that its states are measurable. To construct
the matrices characterizing R-EDDPC, we have fed the
plant with a random input sequence of length N = 100,
that is uniformly distributed in [—5, 5], so as to consider
an experimental framework similar to the one introduced
in [33]. The collected data are here corrupted by additive
noise, t.e.,
yg = ffz + Uk,

where v ~ A (0, Y), with T being a diagonal matrix cho-
sen so as to yield an average Signal-to-Noise Ratio SNR
over the two output channels equal to 20 [dB].

T
E-DDPC

R-EDDPC
1 Oracle MPC |

0.5r

[Tr]l

-0.51 Sl

a) First state component
(a) p

E-DDPC
R-EDDPC
1 Oracle MPC | 1

0.5r e

EAR
1

-0.5f

(b) Second state component

Figure 1. SISO system with measurable state: comparison
between the performance of the oracle explicit MPC, E-D-
DPC and R-EDDPC over a noiseless test. The oracle is ob-
tained by using the true model of the system.

To compare R-EDDPC with E-DDPC, instead of solv-
ing (7), we explicitly solve a regularized version of the
data-driven problem shown in (26) with weights chosen
according to Theorem 3, namely

L—1
min > (a3 +llalE] + 17213 + pallal (392)
k=0

T H d

s.t. 'U,[ ,L 1]] _ l L+n(ud)] a, (Sgb)
f[—n,L—l] HLJrn(x )
T
[_[ , 1]] — %o, (39¢)
z[_n7_1]
o< <2 VkeT,, (394)

with L = 2, Q = Iz, R = 0.01 and P found by solving
a data-driven Lyapunov function, as explained in [16],
and the input feasibility constraint corresponding to
the one considered in [33]. We stress that the explicit
law for this alternative MPC formulation can still be
retrieved as in Section 3.2, by properly augmenting W/
and reshaping y in (8). The regularization parameter p,
is instead tuned using cross-validation, i.e., by selecting
the one minimizing the cost in (39a) within a set of
candidate values. Notice that such a procedure requires
a closed-loop experiment for each value of p, to be as-



Table 1 L

SISO system with fully measurable state: SNR wvs po and
RMSEp (mean £ standard deviation) over 30 Monte Carlo
simulations for each noise level.

Table 2

Linearized four tank system: DD-PC [7] vs R-EDDPC. Av-
erage time T [s] and worst case time Tyc [s] needed to find
the optimal control action and memory required for storage.

SNR [dB] pa (meantstd) RMSEo (meantstd) 7 [s] Twe [8] Memory [kB]
40 0.740.2 (0.3+0.2)- 102 DD-PC[7] 1.9-1072 1.2-107! 3302
30 2.0£0.6 (1.0£0.5)-107 R-EDDPC 85-1077 2.7-107° 2.1
20 6.24+2.2 (2.7£2.0) - 1072
- 6.2 Linearized four tank system
10 16.0£10.2 (9.8 £5.8)-10

sessed. In this work, cross-validation is performed by
considering a set of noisy state/input samples of length
N, = 100 gathered by feeding the plant with a new
random input sequence uniformly distributed in [—5, 5].
This procedure leads to the choice of p, = 5.

Let us denote by oracle explicit controller the law ob-
tained by using the actual model of P. Figure 1 reports
the comparison between the responses attained with
R-EDDPC, E-DDPC and the oracle explicit controller
over a noiseless closed-loop test. Clearly, the difference
between the three outcomes is generally negligible, with
a slight discrepancy in the transient response that can
be due to the different strategies employed to handle
noise in R-EDDPC and E-DDPC. This results is in line
with the expectations of Section 4.

We then assess the robustness of R-EDDPC to noisy
data by considering 30 different realizations of the
datasets used in cross-validation and other 30 realiza-
tions to construct the explicit law for increasing levels
of noise, for a total of 60 dataset for each noise level. We
stress that a new hyper-parameter p, is tuned for each
of the 30 training sets. To assess the performance of the
retrieved R-EDDPC, we consider the following indicator

2 49

RMSEo = %Z % > (el = o),

i=1 t=0

(40)

which compares R-EDDPC with the oracle explicit con-
troller over the same noiseless test considered in Fig-
ure 1, with {y7}~;! being the output resulting from
the use of the oracle controller. Table 1 shows that both
the sampled mean and standard deviation of the indica-
tor in (40) remain small. Instead, the values of the reg-
ularization parameter obtained via cross-validation are
modified to cope with the increasing noise level. This
highlights that the hyper-parameter p, can be actively
exploited to improve the performance of the explicit pre-
dictive controller against noise. We remark that the in-
dicators obtained when using the robustified approach
presented in Section 5 are comparable to the one in Ta-
ble 1, when p, > 100.

10

Consider now the following fourth order system:

Tr41 = Az, + Buy + wg, (413,)
1000
Y = T + Uk, (41b)
0100
where
0921 0 0.041 O 0.017 0.001
0 0918 0 0.033 0.001 0.023
A = s B =
0 0 0924 0 0 0.061
0 0 0 0.937 0.072 0

already considered in [7]. Differently from [7], the
state evolution is conditioned by the process noise
wg, ~ N(0,A), where A has been randomly chosen as

10 1 2 3

A~ 10-3 1 1001 2 1.5 ,
2 3 4
3 1.5 4 7

(notice that positive definiteness is verified), while the
measurement are affected by an additive noise vy ~
N(0,7), with T chosen equal to 5.76 - 107415, for the
average output Signal-to-Noise ratio to be comparable
to the one in [7]. Our goal is to force the inputs and out-
puts of the system to reach the equilibrium point

[ . Joes
u( = ) y‘ = )
1 0.77

without requiring them to satisfy any value constraint
over the prediction horizon. Since we share the same ob-
jective and specifications as [7], we design the explicit
predictive controller by considering the robust formula-
tion in (34) and by selecting the same parameters con-
sidered therein, i.e.,

L=30, Q=3L, R=10"*, po=0.1, p, =103



Table 3

Linearized four tank system: explicit MPC (E-MPC) vs R-
EDDPC. Comparison over 30 Monte Carlo runs with respect
to the percentage of unstable instances in closed-loop and
the values of J (mean + standard deviation) in (42).

Unstable runs [%] J (meanztstd)

83 %
0%

E-MPC+N4SID
R-EDDPC

81.94+122.18
9.0040.04

Analogously, we generate the data to construct the Han-
kel matrices in (4b) as in [7], by feeding the plant with
a random input sequence of length N = 400, uniformly
distributed within [—1, 1].

In this setting, we compare the responses attained
with the implicit DD-PC in [7] (denoted as yi) and
R-EDDPC, by considering the following indicator:

2
1
RMSEz = 5 Z

j=1 !

;| Nl
N Z (lyeli — [yils)
t=0

which allows us to assess the discrepancy in performance
attained with the two controllers over a closed-loop
test. Over a noiseless test of length N, = 600, we obtain
RMSE;z = 3.4 - 107, which shows that the implicit
and explicit law coincide in terms of performance, as ex-
pected. Nonetheless, in this case R-EDDPC is far more
convenient from a computational perspective and in
terms of memory occupation with respect to its implicit
counterpart. Indeed, as shown in Table 2, the average
and the worst case CPU times required to compute the
optimal input by starting from 10* randomly chosen
values of xo in (34c) are approximately 4 orders of mag-
nitude smaller for R-EDDPC, with the latter occupying
only 6% of the memory required to store all the matri-
ces needed for the implicit solution of (34). While the
first result is somehow expected, since with R-EDDPC
the optimization problem in not solved in real-time, and
the optimal input can be computed via simple function
evaluations, the result on memory occupation is mainly
due to the features of the considered MPC problem.
Indeed, due to the lack of value constraints in the con-
sidered problem, R-EDDPC is a linear law. Therefore,
this advantage in terms of memory requirements might
be lost if value constraints are included in the problem.

We now compare the performance attained by R-
EDDPC with the ones achieved by designing an explicit
predictive controller via the conventional two-phase
strategy. By using the same data exploited to con-
struct the Hankel matrices for R-EDDPC, we thus
identify a model for the system in (41) via the N4SID
approach [30,40] and, then, we design a model-based
predictive controller as in [3]. This two-stage solution
is here denoted as E-MPC. Note that, since the latter
needs the state of the system for the computation of
the optimal input, E-MPC further requires the design
of a Kalman filter [25] based on the identified model.

11

In this work, this additional step is carried out under
the assumption that an oracle provides us with the true
covariance matrices of the process and measurement
noise, so as to skip the Kalman filter design phase. We
point out that the need of the state estimator already
highlights an intrinsic advantage of R-EDDPC, which
relies on input/output data only and, thus, solely in-
volve the construction of the Hankel matrices to be
designed and deployed.

Initially, we evaluate the robustness of R-EDDPC and
E-MPC to noisy data. To this end, we consider 30
datasets, characterized by different realizations of the
process and measurement noise in (41). For each of
them, we identify a model of the system and then de-
sign the explicit MPC and the R-EDDPC laws. For
each of the explicit controllers obtained with E-MPC
and R-EDDPC, we then run the same noiseless test and
evaluate the attained closed-loop performance through
the following index:

N,—1

T = lllye = v° 113 + llue — v|%] ,

t=0

(42)

where N, = 600. Table 3 reports its mean value and
standard deviation over stable closed-loop instances
only. Clearly, R-EEDPC outperforms the standard
model-based approach in terms of robustness with re-
spect to different realizations of the training set, gener-
ally leading to better performance, as also confirmed by
the results reported in Figure 2. This remarkable differ-
ence between the two approaches can be linked to the
poor quality of the identified model, which indeed results
in an average fit of 15 % in validation, thus jeopardizing
the performance of both E-MPC and the Kalman filter.
On the other hand, avoiding a preliminary identification
step, adding the regularization term and further robus-
tifying R-EDDPC via the slack variable have proven to
be a valid strategy to handle both measurement and
process noise. We point out that similar results are also
obtained by choosing alternative covariance matrices
for the noise in (41) at random, while maintaining a
similar Signal-to-Noise Ratio on the output.

Remark 5 (Case-study dependend conclusions)
We wish to stress that the tests presented here, but per-
formed with no process noise, have led to much better
performance of the identification procedure and, thus,
of the model-based controller. It follows that this case
study must be considered as a special case, nonetheless
highlighting that it might be worthwhile to map the data
directly onto the predictive controller, instead of first
identifying the model of the system. Further research is
needed to generalize such a statement.

7 Conclusions

In this paper, we have presented a data-driven regular-
ized explicit predictive controller (R-EDDPC), which
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Figure 2. Linearized four tank system: E-MPC with identified model (left panels) vs R-EDDPC (right panels). Comparison
between the mean (line) and standard deviations (shaded areas) of the outputs resulting by the use of the two controllers,
limited to stable closed-loop instances only. When looking at the performance of R-EDDPC, the standard deviation is negligible.

can be designed with a batch of properly generated
input/output data. The effectiveness of R-EDDPC has
been proven on two benchmark simulation examples,
showing its correspondence with E-DDPC in [33]. The
numerical results additionally show that R-EDDPC
might outperform an explicit MPC relying on an poorly
identified model of the system to be controlled.

Due to the crucial role of the regularization parame-
ter on the performance attained in closed-loop, future
works will be devoted to devise hyper-parameter tun-
ing techniques not involving closed-loop experiments.
In addition, future research will explore strategies to
extend the latter to handle nonlinear systems.
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A Appendix A
A.1  Proof of Lemma 2

(i) Assume that the state is fully measurable and con-
sider the predictive model in (21b). By propagating
it over time, we can characterize the stack of pre-
dicted states 7|1 ) as follows:

T, = [Fd

where T'y and Z; are defined as in [33, Appendix
A]. Since uy is persistently exciting of order L+ 2n,
it exists a € R™ such that

HF
:d} N a=Hy(z))a,

T, = {Fd 2 F

where z = {xz}gjnﬂl, HE and HE are defined as

in (5) and the last equality stems from the defini-
tions of I'y and Z,.

Consider now the model in (4b) and decouple
the initial state from the predicted ones, by relying
on the decomposition in (5). Let us introduce the


arXiv/2101.01273
arXiv/2109.06643
arXiv/2108.08412
arXiv/2108.08412

transformation 7 € REmXL(m+p) gych that:

U _
I, = Tl [0.L 1]] )

Z[0,L—1]

By premultiplying both sides of (4b) for T, we ob-
tain

I 7 .
=T - a=Hp(xz))a,
Hy
where we have exploited the properties of 7 and we
have replaced the measured output with the state,
since they coincide. Therefore, the predictive mod-
els in (4b) and (21b) are equivalent.

Assume that the state is not fully measurable. Let
T be the transformation that allows to reconstruct
the predicted state sequence z|; ), with 2, defined
asin (25) fork=1,...,L, i.e,

Yl—n,L—-1]

< U -
Z[l,L]:T[ ok 1]]-

By premultiplying both sides of (4b) for this trans-
formation matrix, we obtain:

~ lHL+7L(ud)

- +
n =T ] o= Hp(z])a,
Hy i n(ya)

N+n

+_q.d
where z; = {z}; " and

) W) i

Let us now recast the model in (21b) according to
its input/ouput counterpart (see [16, Section VI]),

i.e.,
U "1z
_ A1,N U
Zr+1 = Z1,N o R (A1)
Zo,N Zy;
where
Zo,N = [wi zg-s-l IJdV+n—1:| ) (A.2)
21N = [335114-1 xi+2 x(]i\f+n:| :
(A4)

By propagating this model over time, we can ex-
press the predictive state sequence as

Z1,L = [f‘d éd} [U[O,_LH] - [f‘d id} [Zi} a,
y

1

<0
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where we have exploited the definitions of H% and
7—[5 in (5) and the fact that the input sequence
is persistently exciting of order L + 2n. Since I'y
and =4 embed the data-driven counterpart of the
(unknown) model of P, it can be straightforwardly
proven that the following holds:

where z:{ is defined as before, thus concluding the
proof.

A.2  Proof of Lemma 3

Consider the initial conditions in (4¢) and (21c). When
the state is fully measured, we can reconstruct the initial
state from input/state data as

“[ml]]
T[—n,—1]
where T' € R"*(m+P)" is the matrix characterizing this
coordinate transformation. By premultiplying both sides

of (4c) by T, it can be straightforwardly proven that the
following holds:

To=T

o = TXO =7z,
which corresponds to the initial condition imposed via
(21c). Instead, when the state is not measured, we can
rely on the use of the nonminimal representation (25) to
reformulate (21c) as:

Zo = Z.

Based on the definition of Z in (25), it easily follows
that (21c) is equal to (4c).

As for the conditions that have to be satisfied for the fea-
sibility constraints to hold, they stem straightforwardly
from the definition of g when the state if fully measur-
able, and the one of Z; when y;, # xj, thus concluding
the proof.

A.3 Proof of Theorem 3

The equivalence between the constraints of the problems
in (21) and (26) follows from the results in Lemma 2-3.
The conditions on the weighting matrices can instead be
proven as follows.

(1) When the state is fully measured, the transforma-
tion matrix 7" allows one to reconstruct the terminal
cost characterizing problem (21a). Moreover, since
the state is measured, we can replace g, with Tj.
Therefore, the equivalence of (26) and (21) can be



straightforwardly verified by choosing the weight-
ing matrices (), R and P as indicated in the state-
ment.

When the state is not fully measured, according to
the nonminimal representation in (25), the problem
n (21a) has to be modified as follows:

L-1

min Z[nzkuz lanlE] +1zl:  (Asa)

Ufo,L-1]

;
stz =Zin o “’“] k=0,... L—1,
Zo,N Zy

(A.5b)
Zo = Z, (A.5¢)
ur € U, z, €X (A.5d)

where Zy y and Z; n are defined as in (A.2) and
(A.3), respectively. By substituting the matrices in
(28) into (A.5), it can be easily seen that the cost

J(tjo,z.—1]) in (A.5a) is equivalent to:

J(,-1) = a1 |k + 151113
L—-1 H

+ ) lIgelld + llanlF +
k=0

P

[L—n,L— 1]
YlL—n,L—1
Since in (A.5) we optimize over @[, z_1j, the two

initial terms in the cost can be neglected, thus con-
cluding the proof.
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