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One of the major drawbacks of Time-Correlated Single
Photon Counting (TCSPC) is generally represented by
pile-up distortion, that strongly bounds the maximum
acquisition speed to few percents of the laser excita-
tion rate. Based on a previous theoretical analysis, re-
cently we presented the first low-distortion and high-
speed TCSPC system capable of overcoming the pile-
up limitation by perfectly matching the Single-Photon
Avalanche Diode (SPAD) dead time to the laser period.
In this work, we validate the proposed system in a stan-
dard fluorescence measurement by comparing experi-
mental data with the reference theoretical framework.
As a result, a count rate of 32 Mcps was achieved with a
single-channel system still observing a negligible life-
time distortion.
© 2021 Optical Society of America
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Time-Correlated Single Photon Counting (TCSPC) is a time-4

resolved technique to perform optical pulse measurements in a5

wide variety of different applications, as Fluorescence Lifetime6

Imaging (FLIM) [1, 2], single-molecule analysis [3], underwater7

depth imaging [4] and many others. TCSPC experiments can8

indeed offer a much better sensitivity to analyze fast and faint9

light signals when compared to a classical analog acquisition10

technique [5].11

Nevertheless, one of the major limitations of Time-Correlated12

Single Photon Counting is generally represented by pile-up dis-13

tortion, that strongly bounds the maximum acquisition speed14

to few percents (1-5 %) of the laser excitation rate [5, 6]. For15

instance, a constrained maximum speed of 4 Mcps is adopted16

while employing a pulsed laser with a typical repetition rate of17

80 MHz. Today, an overcoming of pile-up limitation is highly18

desirable as many advanced applications would greatly bene-19

fit from an increase in the measurement rate; among those it20

is worth mentioning single-pixel cameras [7–9] and fast FLIM21

techniques [10, 11].22

Over the years, several approaches have been followed in23

literature to overcome the pile-up issue, ranging from the ex-24

ploitation of multiple channels in parallel to detect more than25

one photon in one excitation period [6], to software corrections26

through post-processing algorithm [12]. A more radical and27

compact solution was presented by Cominelli et al. [13] in 2017,28

demonstrating that a perfect matching between the detector29

dead time and the laser period represents the key to avoid pile-30

up distortion even at high photon rates.31

Based on this theoretical analysis, we recently developed32

a new TCSPC instrument that implements the proposed ac-33

quisition technique [14]. The overall system is constituted by34

two main modules: a Detection Head to host the Single-Photon35

Avalanche Diode (SPAD) and a timing module to acquire and36

digitally convert the photon timing information. In particular,37

the Detection Head features a fully-integrated Active Quench-38

ing Circuit (AQC) [15] capable of varying the applied dead time39

by acting on the quenching and reset control pins. Exploiting40

this feature, it is therefore possible to experimentally verify the41

relation between detector dead time and distortion.42

More precisely, in this work we validate the novel low-43

distortion and high-speed TCSPC system [14], to finally demon-44

strate that the historical pile-up limitation can be overcome by45

matching the detector dead time to the laser period. To this aim,46

we performed a fluorescence measurement of fluorophore decay47

and we compared the obtained figures of merit (distortion and48

efficiency) with the numerically simulated graphs reported in49

the theoretical paper [13].50

1. EXPERIMENTAL SETUP51

The experimental setup is shown in Fig. 1. The illumination52

source is a supercontinuum laser (NKT Photonics, SuperK EX-53

TREME EXW-12) with a repetition rate equal to 80 MHz. The54

employed laser features a plug-in acousto-optical tunable filter55

(AOTF, NKT Photonics SuperK SELECT multi-line tunable fil-56

ter, 10 nm FWHM bandwidth), that allows to select an emitting57

wavelength within the absorption bandwidth of the desired flu-58

orophore. The filtered laser beam is coupled from the AOTF59

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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Fig. 1. Fluorescence experimental setup for the validation of
the ultra-fast and low-distortion single-channel TCSPC system.
L, lens; M, mirror; F, filter; O, objective.

graded-index fiber (NKT SuperK FD10) to a step-index fiber (30060

µm diameter, NA 0.4); it is then collimated and finally passed61

through a circular neutral density variable attenuator. The se-62

lected attenuator is driven by a stepper rotating motor, that63

regulates the light transmitted to the fluorescent sample. With64

high attenuation, the average number of photons impinging on65

the detector is kept well below the pile-up limit, thus constitut-66

ing a benchmark for fluorescence lifetime extraction. Conversely,67

to demonstrate the novel measurement technique, experiments68

were carried out by progressively increasing the incoming pho-69

ton rates above pile-up. A spherical lens (L1, f=60 mm) focuses70

the transmitted light on the chosen fluorescent sample and the71

collected fluorescence, selected by a long-pass filter F1 (Thorlabs72

FELH0550), is then focused by a 10x microscope objective O73

(Melles Griot 160/0.17 10x/0.25) on a 50-µm custom-technology74

SPAD detector, placed in the system Detection Head. The De-75

tection Head directly delivers the START signal to the TCSPC76

timing module, that receives the STOP signal from the laser it-77

self. Furthermore, an optional neutral density filter F2 can be78

included in the setup when performing efficiency measurements,79

as will be clearly explained later.80

Finally, it is worth noting that two major aspects have been81

taken into account while mounting and optimizing the described82

setup. First of all, it is of utmost importance to focus the final83

light spot exclusively on the active SPAD, as to avoid the arise of84

photocurrent in the dummy detector [14]. Otherwise, the unde-85

sired current of the dummy cell would have induced a variation86

of the timing electronic front-end threshold at different photon87

rates. Secondly, the setup is intended to deliver all the light88

power to the detector, in order to allow the highest acquisition89

rates predicted by theory (30-40 Mcps) [13].90

The test samples consisted of two cuvettes, one filled91

with a solution of ethyl alcohol and Rhodamine B and92

the other one with ethyl alcohol and 4–dicyanomethy-93

lene–2–methyl–6–p–dimethylaminostyryl–4H–pyran (DCM).94

The chosen fluorophores feature a lifetime of respectively about95

2.7 ns and 1.7 ns [16] and are excited at 520 nm.96

2. EXPERIMENTAL MEASUREMENTS97

As a first experiment, we evaluated the exponential lifetime98

distortion with respect to the detector dead time (Fig.2) at high99

photon rates (32 Mcps), as numerically simulated in the theoreti-100

cal article. The distortion error was calculated as follows:101

E[%] =
τmeas − τre f

τre f
· 100 (1)

and it represents the percentage deviation of a measured102

decay, compared to the actual one. Considering that the fluo-103

rophore lifetime can slightly vary depending on the environ-104

mental and temperature conditions, we decided to take as the105

reference lifetime (τre f ) the one measured with the exact same106

setup and instrument, yet with a count rate below pile-up limit107

(i.e. 2.8 Mcps), thus corresponding to a theoretical lifetime dis-108

tortion of 0.8 %.109

The measurement was carried out by progressively increasing110

the detector dead time, by acquiring the emitted decay curves111

and estimating their corresponding lifetimes. Since the Detec-112

tion Head features a high-performance Active Quenching Circuit113

(AQC) [15], it is possible to fine-tune the applied dead time by114

acting on voltage signals that directly control the duration of the115

sensor quenching and reset time. This operation is easily per-116

formed through an external Universal Asynchronous Receiver-117

Transmitter (UART) connection with the power board of the118

Detection Head module. The sensor reset time was set to a fixed119

value, in order to achieve the shortest possible reset interval and120

to consequently maximize the system efficiency[13]. Instead in121

both the distortion and the subsequent efficiency experiments,122

we swept the detector dead time from almost 12 ns up to over123

30 ns, corresponding to a quenching voltage control between124

0.12 V and 0.87 V. In this way, it was possible to cover more125

than an entire laser period, including two main points of inter-126

est, corresponding to a dead time of 12.5 ns and 25 ns. Indeed,127

according to the theory, dead times that are integer multiples of128

the laser period correspond to distortionless measurements, for129

the reason that a single exponential repetition is entirely masked130

and the periodicity of the experiment is thus preserved. It is131

worth mentioning that the relation between the quenching con-132

trol voltage and the resulting dead time is not linear; for this133

reason, we built a lookup table that allowed us to remap the134

measured lifetime distortion as a function of the dead time.135
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Fig. 2. Lifetime distortion error of Rhodamine B and DCM is
reported with respect to detector dead time with a photon rate
of 32 Mcps. By choosing an integer multiple of the laser period
as dead time (12.5 ns, 25 ns, etc.), almost zero distortion can be
achieved even far above pile-up.

The obtained experimental curves (Fig.2) faithfully follow the136
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periodical behaviour of the simulated results already reported137

in Cominelli et al. [13]. In particular, for both the Rhodamine138

B and DCM fluorophores, the graph features two fixed points139

characterized by almost zero distortion in correspondence of140

the integer multiples of the laser period, i.e. 12.5 ns and 25141

ns. Two other zero distortion intersections are present, still142

they can not be used in practical experiments as they directly143

depend on experimental parameters, such as the measured life-144

time. The obtained results clearly validate the previous theory145

and demonstrates that pile-up limitation is definitely overcome146

in our single-channel TCSPC system, provided that a matched147

dead time is employed for the SPAD detector. The system is148

thus paving the way to those advanced applications where high-149

speed represents an enabling factor.150

To better illustrate how pile-up distortion rises with variable151

dead time, in Fig. 3 we reported some significant exponential152

curves acquired from Rhodamine B. The reference curve (black)153

was measured at low count rates below pile-up (2.8 Mcps) with154

a non-matched dead time. Similar curves (overlapping) have155

been found at high rates (32 Mcps) but with a dead time equal156

to 12.5 ns. At this point, we increased the dead time still keeping157

the high rate, thus obtaining the distorted curves reported in the158

figure. In this scenario, two different cases can be distinguished:159

when the dead time exceeds the laser period by a quantity that160

is comparable to the time span of fluorescence, a remarkable161

change of slope is observed in the central part; on the contrary,162

with longer dead times the distorted curves are described by163

the classic pile-up model [5]. It is worth noting that all the164

obtained curves are in good accordance with previous theoretical165

studies presented in [6, 13], where the detector dead time was166

considered as the unique source of pile-up. In our system indeed167

the timing dead time can be considered negligible thanks to the168

adopted timing architecture [17].169

Besides demonstrating the effectiveness of dead time match-170

ing on lifetime distortion, it is of utmost importance to quantify171

the counting efficiency of our system, as to show that high rates172

can be actually achieved with the proposed technique. To this173

aim, two different measurements have been carried out on Rho-174

damine B and the obtained results are reported in Fig. 4.175

The first experiment was performed concurrently with life-176

time distortion estimation and consisted in the measurement of177

the average number of recorded photons per period (Prec) when178

varying dead time. The obtained experimental graph (Fig. 4a)179

features a step behaviour that is consistent with both theory and180

intuitive explanation: a rapid decrease in efficiency is indeed181

present around integer multiples of the laser period and corre-182

sponds to a progressive masking of the fluorescence pulse by183

dead time. Once the whole light signal is masked, the achieved184

efficiency reaches an almost constant plateau until the subse-185

quent integer multiple of the laser period is reached. Some small186

differences can be noticed with respect to the theoretical graph,187

in particular concerning the slight slope of the first plateau and188

the expected values for Prec. Nevertheless, these discrepancies189

can be attributed to the fact that the theoretical graph is still not190

taking into account the photons impinging during the detector191

reset phase, while our practical measurement also involves this192

non-ideal effect.193

To better visualize the efficiency reduction introduced by194

photons in the reset phase, we performed one last measurement195

and we plotted the average number Prec of recorded photons in196

a period as a function of the average number P of impinging197

photons in a period (Fig. 4b) with a dead time of 12.5 ns. Due198

to setup limitations, it is not feasible to directly measure the199
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Fig. 3. Exponential waveforms of Rhodamine B showing how
pile-up distortion affects lifetime estimation at different dead
times. The reference curve (mono-exponential fitting with
τ = 2.78ns and χ2

R = 0.992) is acquired with a count rate well
below pile-up, while the other curves are acquired at 32 Mcps.

value of the actual photons impinging on the 50-µm detector200

active area, i.e. the value P. For this reason, we resorted to an201

indirect estimation of the P quantity by inserting an optional202

neutral density filter, namely F2, in the experimental setup. On203

the other hand, the value of the recorded photons Prec could be204

easily retrieved from the TCSPC system itself.205

As a first step, we characterized the F2 filter attenuation206

parameter A at very low rates (50 kcps), by measuring the ratio207

between the incoming photon rates with the filter and without it.208

If both the acquired photon rates are sufficiently low, the system209

is not experimenting any counting loss related to the finite dead210

time, and the calculated attenuation faithfully replicates the real211

value. Afterwards, we progressively increased the optical power212

and once again we measured the achieved photon rates both213

with and without the filter. In this case, the value of Prec simply214

corresponds to the photon count rate without filter normalized215

by the laser excitation rate. Conversely, the value of P can be216

inferred by applying to the photons counts with filter both the217

effect of the filter itself and the frequency normalization, as in218

the subsequent equation:219

P[counts] =
C f ilter[Mcps]

A · flaser[MHz]
(2)

where C f ilter represents the count rate with filter, A is the filter220

attenuation and flaser is the laser frequency. In order to guarantee221

a correct estimation of the P value, the photon rate achieved222

with filter should be sufficiently low, as to avoid counting loss223

phenomena. For this reason, it is important to select a filter that is224

capable to attenuate also the highest photon rates corresponding225

for instance to a P value of 1 (i.e. 80 Mcps) or higher.226

The described procedure was repeated with different optical227

powers and the obtained experimental curve (Fig. 4b in black)228

was compared toward the theoretical equation derived in [13],229

that describes the relationship between P and Prec:230

Prec =
P

exp
[

P ·
(

1 − e−
Treset

τ

)]
+

exp
[

P·
(

1−e−
Treset

τ

)
−1
]

e
Treset

τ −1

(3)
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Fig. 4. Efficiency measurements for the novel TCSCP system

where Treset represents the finite reset interval of the SPAD de-231

tector and τ is the fluorophore lifetime. The green and lower232

curve in Fig. 4b is the estimation presented in the theoretical233

article, considering Treset= 4 ns and τ= 1 ns. This represents a234

worst case scenario, due to the high value of Treset and the small235

value of τ. The red and higher curve employs our experimental236

and system parameters, i.e. Treset= 1.6 ns from previous mea-237

surements [14] and τ= 2.7 ns of Rhodamine B. Finally, the blue238

curve represents the best interpolation for the experimental data,239

obtained from Eq. 3 by varying the Treset value with the fixed240

lifetime of Rhodamine B. The small difference between the previ-241

ously measured reset value (1.6 ns) and the inferred one (2.7 ns)242

could be attributed to second-order effects or non-idealities, like243

photon masking during reset, that are not taken into account in244

the mathematical derivation. Despite this, the obtained results245

show a good accordance with the theoretical predictions also246

for the efficiency performance. A significant increase is indeed247

achieved in the count rate, going from the 5% acquisition speed248

limitation imposed by pile-up to about 40% speed with the novel249

low-distortion technique.250

In conclusion, in this paper, we presented the experimental251

validation of a novel high-speed and low distortion timing sys-252

tem, that allows us to definitely overcome pile-up limitation in253

TCSPC experiments. By precisely selecting the dead time, the254

acquisition rate of a single TCSPC channel was pushed up to255

32 Mcps in a standard fluorescence measurement. Even though256

the instrument is specifically designed to target FLIM experi-257

ments (e.g. Förster Resonance Energy Transfer), we believe that258

the proposed approach is highly promising towards the speed-259

up of many other advanced applications, such as single-pixel260

cameras. Future work will then be devoted to the extension of261

the technique to a multichannel system to bring the advantages262

of this single-channel approach into a typical parallel channel263

configuration.264
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