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Abstract

Light-sheet microscopy is a powerful method for imaging small translucent samples in vivo, owing to its
unique combination of fast imaging speeds, large field of view, and low phototoxicity. This chapter briefly
reviews state-of-the-art technology for variations of light-sheet microscopy. We review recent examples of
optogenetics in combination with light-sheet microscopy and discuss some current bottlenecks and
horizons of light sheet in all-optical physiology. We describe how 3-dimensional optogenetics can be
added to an home-built light-sheet microscope, including technical notes about choices in microscope
configuration to consider depending on the time and length scales of interest.
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1 Imaging Translucent Organisms

Larval fish, flies, and worms are popular model organisms in devel-
opmental biology [1] and, increasingly, in systems neuroscience
[2–4]. Optical translucency make these organisms well-suited to
visualize physiological functions using high-resolution fluorescence
imaging with sub-cellular spatial resolution. Small size and their
ability to thrive when immersed in water make it possible even to
image embryonic development and behaviors in toto over hours or
days [5].

Light-sheet microscopy, also known as Selective Plane Illumi-
nation Microscopy (SPIM), has emerged as the method of choice
for imaging smaller organisms, offering a number of advantages
over point-scanning microscopy in speed, accessible volume, and
phototoxicity. The light-sheet revival over the last two decades is
tightly associated with important milestones in live tissue imaging,
including the iconic example of whole-brain imaging in larval zeb-
rafish (Danio rerio). Launched by early examples of calcium imag-
ing of fictive activity [6], several research groups worldwide now
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routinely record calcium activity from the nearly 105 neurons of the
young awake, behaving zebrafish. The resulting avalanche of data is
beginning to lead to new insights about the communication
between different brain areas (see [3, 7] for recent reviews).

A natural extension to such imaging studies is the integration of
optical methods for perturbation, such as optogenetics [8, 9],
optopharmacology [10], and cell ablation [11, 12]. The expanding
toolkit of molecular probes offers many optogenetic actuators to
remotely activate or inactivate cellular processes. In the context of
controlling neural activity, this progress in engineering molecular
probes, together with the development of suitable optical methods
[13], makes possible to photostimulate action potentials in cells
expressing photosensitive channels and read out the affected neural
activity using fluorescent reporters for calcium [14] or voltage
[15]. Many of these tools have been developed into transgenic
animal strains [16, 17]. Early demonstrations of optogenetic
manipulations in combination with light-sheet microscopy include
optogenetic control over a variety of physiological phenomena,
especially in larval zebrafish, from the beating of the heart [18] to
cellular control of reflexive behaviors [19].

In this chapter, we describe how optogenetics can be added to a
home-built microscope inspired by the open-source project Open-
Spim [20]. As an example, we describe in detail a microscope
configuration suitable for cellular or sub-cellular optogenetics in
larval zebrafish. The method involves adding two-photon photo-
stimulation shaped by computer-generated holography (2P-CGH).
The stimulation module exploits the high numerical aperture
(NA) detection objective of the light-sheet microscope to simulta-
neously excite multifocal points targeted either to sub-cellular
regions or to multiple somata. The light-sheet module provides
flexibility to readout neural activity in tiny organisms from small
volumes to whole brain. Volumetric imaging is achieved with an
electrically tunable lens, allowing independent control of imaging
depth without moving the detection objective and consequently
the axial location of the stimulation foci.

We provide technical notes on optical alignment, alternative
configurations for different applications, and limitations and chal-
lenges of combining optogenetics with light-sheet microscopy.
Finally, we offer some perspectives on extending all-optical physiol-
ogy to higher spatial resolution in vivo.

1.1 Light-Sheet

Technologies

The functioning principle of light-sheet microscopy is to illuminate
the sample with a thin sheet of light while collecting the fluorescent
signal at an angle (usually orthogonal) relative to the illuminated
plane. The illuminated plane is aligned with the focal plane of the
detection objective enabling an image to be collected by a camera,
as in a widefield microscope. Whereas laser-scanning confocal



1.1.1 Light-Sheet

Configurations

(

(i

� �

Optogenetics and SPIM 233

microscopy achieves optical sectioning through rejection of
photons generated outside of the excitation focus, light-sheet
microscopy avoids generating out-of-focus fluorescence. This
approach provides optical sectioning while minimizing photo-
bleaching and photoxicity.

Light-sheet microscopes can be implemented in a variety of con-
figurations, distinguished by the position and number of micro-
scope objectives, the sheet-forming illumination optics, and the
detection optics. Readers are referred to several excellent review
articles focused on developmental biology and high-resolution
applications [21, 22]. With respect to brain imaging, variations of
light-sheet microscopy have been driven by two main challenges:

i) Balancing optical sectioning with a large field of view (FOV).

i) Maximizing imaging speed to resolve fast dynamics from fluo-
rescent sensors.

Here, we briefly compare light-sheet configurations used for
whole-brain imaging in zebrafish, as shown in Fig. 1.

Selective Plane Illumination
The basic SPIM design (Fig. 1a) uses two orthogonal microscope
objectives for illumination (I) and detection (D) of fluorescence.
The illumination light is typically shaped into a two-dimensional
sheet with a cylindrical lens [23, 24]. To image a volume, the
sample is either translated with respect to the detection objective,
or the light sheet is scanned with a galvanometric mirror while also
keeping the illuminated plane conjugated to the camera with either
a piezo objective or an electrically tunable lens.

Later it was demonstrated that rapid scanning of a pencil beam
(a long, thin illumination profile in one dimension) could generate
a “virtual” sheet, as seen by the camera, with the major advantage of
reducing light exposure to the sample [25]. This approach is alter-
nately called digitally scanned light-sheet microscopy (DSLM). In
this case, volume acquisition requires a second scanning mirror.

For (relatively) small, translucent samples, where light can enter
the sample from any side, the SPIM design is convenient. Because
two (or more) objective lenses are used, this design decouples the
axial (△z) and lateral (△x, y) (△x, △y) resolutions that scale as the
inverse of the numerical aperture for excitation objective,
△z NAI

-1, and the detection objective, △x,△y NAD
-1.

The constraints on axial resolution limit the usable FOV. The
usable length of a Gaussian light sheet is proportional to its thick-
ness. For this reason, longer Gaussian profiles have poor optical
sectioning and increased phototoxicity by illuminating a sample
slice thicker than the detection depth of field. The most immediate
improvement for obtaining longer 1-D uniform excitation profiles
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Fig. 1 Selection of light-sheet microscope configurations used for whole-brain imaging in larval zebrafish.
(a) Fluorescence is collected along a sheet of light formed by side-ways illumination. (b) In variations of multi-
view light-sheet microscopy, additional objectives illuminate or collect fluorescence simultaneously allowing
for either greater uniformity of illumination or multiplexing image formation from different angles. (c) I
variations of single-objective LS, a tilted sheet is swept laterally across the sample while collecting a tilted
epifluorescence image. (d) Selective volume illumination microscopy is a hybrid of light-sheet illumination and
extended depth of field detection

comes as a trade-off with temporal resolution: tiling the excitation
light sheet [26] allows, in principle, to select only the central
uniform region of the excitation profile, stitching together multiple
images over an arbitrary FOV. However, in all-optical physiology
experiments, the decreased temporal resolution may be
unacceptable.
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An alternative way to obtain uniform illumination over a larger
FOV is to illuminate the sample from two sides using an additional
illumination objective opposite of the first (dual-sided light sheet).
Depending on how the sample is mounted in the microscope, it
may also be possible to illuminate from additional angles [27].

Multiview Illumination
In the case of multiple illumination sheets, each sheet needs to
cover only half of the total FOV, so a lower NA sheet can be used
to better preserve optical sectioning. For instance, the IsoView [28]
light-sheet microscope employs two different DSLM geometries to
simultaneously illuminate the sample from two opposite sides,
collecting the view with two cameras (Fig. 1b). In this method,
combining the overlapping images from multiple angles, it is possi-
ble to achieve isotropic spatial resolution [28]. This parallel excita-
tion also represents a robust solution against sample opacity.
Moreover, employing two sets of galvanometric mirrors in each
illumination arm (one for scanning, one for correcting incidence
angle on the sample) allows to employ online optimization algo-
rithms [29] to partially correct for low-order sample-induced aber-
rations. These improvements come at a cost in terms of both
hardware (the number of parts and alignment difficulty) and soft-
ware complexity. Additionally, because every image is collected
twice, the amount of data collected necessitates high-end storage
capabilities and lengthy analysis pipelines in order to properly fuse
the views into a final volume. An added benefit provided by this
geometry is the sample that can be left stationary, while the scan-
ning is performed by the galvanometric mirrors (to move the
excitation profile in 3D) coupled with piezo motors that keep the
detection objective focused on the illumination plane.

Swept Plane (Single Objective)
A single-objective light-sheet configuration, employing epifluores-
cence, can be obtained in several ways [30, 31] by generating a
tilted elongated focus (Fig. 1c). The tilted sheet is swept laterally
across the sample to image a volume. Swept plane approaches are
gaining ground in neuroimaging because they facilitate high vol-
ume speeds, as reviewed recently by Hillman [32]. The single-
objective geometry has the advantage of using the same sample
preparation as confocal or two-photon microscopy and, uniquely,
can also be extended to samples of arbitrary size [33]. While the
swept plane approach partially sacrifices resolution because every
image is formed collecting planes from regions far from the optimal
focus, re-imaging the tilted plane (and some post-processing) can
recover diffraction-limited resolution. Higher NA objectives with
short working distances can also be used when applying light-sheet
microscopy to small samples (e.g., single cells) [34, 35].
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Hybrid Light-Sheet Microscopes
A clever approach to improve imaging speed is to increase out-of-
focus contributions in a principled way. Manipulating the detection
point-spread function, for instance by adding spherical aberration
[36] or a cubic phase profile [37], extends the effective depth of
field of the detection objective so that information can be harvested
from a thicker illuminated volume. Other approaches for simulta-
neous volume acquisition borrow from light-field microscopy. For
instance, an exciting direction of hybrid imaging called selective
volume illumination (SVIM) [38] merges light-sheet excitation
with light-field microscopy techniques to allow extremely fast
(tens of Hz) volumetric imaging. The trade-off for resolution is
acceptable for somatic imaging [39], and SVIM significantly
improves contrast over light-field microscopy with widefield
illumination.

1.1.2 Engineering

Illumination Improves

Resolution and

Photodamage

Light-sheet microscopy is intrinsically efficient with photons. The
local intensity required for light-sheet imaging is smaller than that
for confocal techniques [40], including spinning disk confocal
microscopy. In fact, with scanning light sheet, the total energy
deposited at each point of a 3-dimensional (3D) sample is reduced
by a factor equal to the total number of sections obtained during
the imaging [41]. This minimizes photodamage to the specimen
and also has a positive effect on the imaging speed. Moreover,
detectors used in light sheet, as CCDs or sCMOS cameras provide
a better dynamical range rather than single-pixel detectors used in
point-scanning approaches (e.g., avalanche photodiodes or photo-
multiplier tubes). A poor dynamic range causes problems of detec-
tor saturation that translates to trade-offs in smaller volume or
slower acquisition time. Light-sheet illumination is less prone to
excitation saturation compared to point-scanning techniques, so it
is not necessary to compromise imaging speed with long frame
exposure times.

To further improve on minimizing illumination intensity and
photodamage, engineering the excitation beam to produce quasi-
non-diffracting beams, in particular, Bessel beams [42, 43], has
strongly impacted the field. Bessel-like beams preserve a small-
beam waist over a longer distance compared to beams with a
Gaussian amplitude profile (Table 1), translating to more uniform
illumination over the FOV of the detection objective.

Moreover, when propagating through inhomogeneous sam-
ples, Bessel-like beams have reduced scattering and beam spreading
due to their self-healing property; namely the beam recovers the
initial intensity profile after an obstacle. However, Bessel beams
have a major downside: a large portion of energy resides in side
lobes, which can spread out for a tens of microns beyond the central
peak. In fact, they may generate fluorescence signal from out-of-
focus planes, preventing the theoretical gain in optical sectioning
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Table 1
Beam properties. Bessel beam characteristics depend on the geometry of
an annular mask, placed in a plane conjugated with the back aperture of the
excitation objective. Parameters: e= pixel size; NA= objective numerical
aperture; M= magnification; n= refractive index; λ= wavelength; w=
annulus width; J1= Bessel function of the first kind; α, α′= constants
proportional to outer and inner annulus radius, respectively

Beam Axial uniformity Central peak

Gauss △z= n λ
NA2

n
M NA e

λ
2 NA

Bessel 2λ
w

J 1 αrð Þ - J 1 α ′ rð Þ
� �

2

while increasing phototoxicity. For this reason, researchers have
introduced methods to reduce the contribution of the side lobes
to the image:

– Prevention: Multiphoton excitation can prevent excitation of
fluorescence in the side lobes because of their lower instanta-
neous intensity [44] (as also discussed in Chapter 10 by Ji).

– Displacement: Interference between multiple illumination rays
can diminish illumination intensity in the side lobes. For exam-
ple, lattice light-sheet microscopy [45] employs a spatial light
modulator as active optical element to superimpose an array of
Bessel beams that destructively interfere and consequently
reduce the impact of undesired side lobes. This solution has
been proven effective not only in increasing resolution when
imaging cellular samples, but also when studying larger animals
(e.g., zebrafish embryos), if combined with adaptive optics
techniques to compensate for the aberrations introduced by
the morphology of larger organisms [46].

– Rejection: Electronically, fluorescence generated by side lobes
can be mitigated by only collecting signal confocal to the
scanned beam [47]. This approach only slightly increases system
complexity since modern CCD and CMOS cameras already
allow to calibrate an internal rolling shutter modality, where
only a few lines of pixels are active at a time, following the
central lobe of the Bessel excitation.

1.2 Design Choices Optimal choice of the light-sheet microscope configuration
depends on the research questions of interest, particularly with
respect to the spatial and temporal resolutions required. Small
organisms tend to have smaller cells than mammalian tissues, so
resolution is of particular concern in both imaging and photosti-
mulation. The choice of light-sheet approach is often a matter of

1.2.1 Prioritize Scale,

Resolution, or Speed
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choosing the best trade-off between speed and resolution, given
the dimensions and transparency of the sample.

In designing the system described below, we considered appli-
cations involving the larval zebrafish. For this sample, the SPIM
design is convenient. The larval zebrafish brain occupies a volume
of approximately 500×800×300 μm, and neuronal somata are typi-
cally 5–10 μm in diameter. The whole brain can be measured in a
single FOVof a 10x detection objective, with which cellular resolu-
tion is easily achieved. However, we also wanted the flexibility to
image sub-cellular resolution in smaller brain regions, so we have
used higher magnification to achieve sampling of better than 0.2
μmper pixel on the camera. This lateral resolution is achieved with a
high-NA water-dipping detection objective (practically limited to
NA<1.1 by commercial objectives). To achieve sub-cellular axial
resolution over most of the brain, we chose to apply the superior
optical sectioning of a Bessel beam.

For example, considering illumination with a laser source with
λ=488 nm, and an excitation objective with NA=0.29, a Bessel
profile can be generated to cover uniformly 160 μm with a central
peak width of ≃ 0.6 μm. To reach the same FOV, a Gaussian beam
would have more than double thickness (around 10 μm, as calcu-
lated following precisely the Rayleigh length formula): of course,
this value is chosen following a trade-off between length and the
acceptable divergence that can be tolerated at the edges of the FOV.

1.2.2 Type of

Photostimulation

The experimenter has many options to add photostimulation optics
to a light-sheet microscope, including the variety of methods dis-
cussed in Chapters 1, 3–5, and 11 of this book. Both scanning and
parallel approaches to photostimulation can be applied to small,
translucent samples. In the first case, resonant scanners or galvano-
metric mirrors steer a focused beam across multiple regions of
interest (ROIs), whereas, in the latter case, all the ROIs are illumi-
nated simultaneously by using computer-generated holograms
(CGHs) projected through spatial light modulators (SLMs).

The same excitation strategies applied in living animals require
increased optical sectioning and penetration depth, both provided
by two-photon (2P) illumination. For example, Dal Maschio et al.
[48] have integrated a 2P-CGH module with a two-photon-scan-
ning microscope, generating an instrument capable of identifying
behavior-related neural circuits in living zebrafish larvae. The stim-
ulation is targeted to single soma with a diameter of �6 μm and an
axial resolution of �9 μm over a volume of � 160×80×32 μm.
Comparable lateral and axial resolutions for circuit optogenetics are
achieved by McRaven and colleagues [49], in their 2P-CGH setup
coupled to a 2P scanning microscope with remote focusing, to
discover cellular-level motifs in awake zebrafish embryos. On the
other hand, De Medeiros et al. [12] have combined a scanning unit
with a multiview light-sheet microscope. This is a flexible
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instrument to perform ablation of single cells in zebrafish embryos
and also localized optogenetic manipulations with concurrent in
toto imaging in Drosophila. Here, the effect of the optogenetic
manipulation can be monitored at the embryo scale with cellular
resolution. Another example of SPIM integrated with 2P scanning
stimulation is presented in [27], where whole-brain imaging and
brain-wide manipulations in larval zebrafish reveal causal interac-
tion. All these works demonstrated that in the small brain of the
larval fish (� 0.1 μm3), it is possible to both record and stimulate
with millisecond temporal resolution and single-cell precision over
the full volume of the engaged neural circuit.

1.2.3 One Photon or

Two?

As mentioned in other chapters, multiphoton excitation is the
simultaneous absorption of n lower-energy photons to electroni-
cally excite a higher-energy single-photon transition. For visible-
absorbing optogenetics chromophores, near infrared (NIR) wave-
lengths (700–1100 nm) are typical for two-photon absorption.
NIR has the added advantage of high penetration depth in
biological tissues [50]. Transparent tissue might seem to obviate
the need for multiphoton microscopy. On the contrary, there are
several arguments for the use of two-photon excitation light-sheet
microscopy.

On the imaging side, scanned beam approaches also made
two-photon excitations feasible because the spherical focus can
generate the highest peak intensity for a given power, extending
light-sheet microscopy to imaging in highly scattering samples
[51, 52]. Even for optically translucent samples such as larval
zebrafish, scattering is noticeably reduced. For brain imaging in
larval zebrafish, two-photon microscopy is often preferred because
it is more orthogonal to the visual system [2]. Imaging with visible
light impacts general brain activity, visual sensitivity, and even
innate motor behaviors due to non-visual opsins [53], though by
carefully avoiding direct illumination of the eyes, it is possible to
deliver visual stimuli and even virtual reality [27].

For photostimulation with cellular, or sub-cellular, precision in
3D tissues, it is crucial to exploit multiphoton absorption for
optical sectioning. Since 2P absorption is a non-linear process, its
probability depends quadratically on the intensity of the excitation
light. The main consequence is an improved optical sectioning
because the stimulation is generated only in the vicinity of the
geometrical focus where the light intensity is the highest
[54]. The resolution of the multiphoton excited fluorescence is
described as the full-width half maximum (FWHM) of the three-
dimensional point-spread function (3D-PSF) of the fluorescence
intensity hi of the excitation. The following equations describe the
dependency of the 3D-PSF hi on the 3D-PSF of the illumination
intensity of two-photon excitation.
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h2Pðu,vÞ/jI ðu,vÞj2, ð1Þ
where u and v are, respectively, the axial and lateral coordinates of
the optical system.

It should be noted that all-optical experiments require careful
control to avoid heating effects induced by NIR stimulation
[55]. Compared to experiments in rodents or organotypic tissues,
small translucent organisms such as zebrafish larvae are fragile and
easily burned. Their small size, typically smaller than the beam waist
exiting the microscope objective, means that a significant fraction
of the animal’s skin is exposed to defocused light, even while a
tight, diffraction-limited focus may be achieved beneath the skin.
When exposed to NIR light, even small amounts of dark skin
pigment can lead to unintentional burning. Furthermore,
ectotherms such as zebrafish and Drosophila lack the ability to
maintain a constant internal body temperature and typically regu-
late temperature behaviorally (e.g., by heat-seeking or heat avoid-
ance behavior [3]). Even a 1–2 K rise in temperature may have a
notable effect on the physiology under study. In two-photon imag-
ing, intensity is typically kept around 0.1–0.5 mW/μm2 [56]. In
both 2-photon imaging and photostimulation, a potential control
experiment to evaluate the 1-photon NIR effect is to test photo-
stimulation with a lower peak power density, e.g., in mode-locked-
Ti:Sapphire lasers, switching into continuous-wave mode provides
a means to obtain the same average power with orders of magni-
tude lower than energy density.

2 Materials

All-optical physiological experiments require an imaging system
that combines a fluorescence microscope with a light path for
photostimulation. The microscope serves dual purpose: first to
acquire a baseline fluorescence image or movie to identify the
spatial location of ROIs and second to acquire a continuous read-
out of the effect of photostimulation. Here we describe an example
of a Bessel-beam light-sheet microscope and a 2P-CGH module.

2.1 Light-Sheet

Module

The microscope schematic shown in Fig. 2 is a digitally scanned
light sheet implemented by scanning a Bessel beam in a 2D plane.
The combination of an axicon with a plano-convex lens generates a
beam shaped as a hollow cylinder. Since this beam is collimated, any
subsequent conjugate plane can be chosen as the entry pupil of the
microscope. The collimated ring is conjugated with two galvano-
metric mirrors (G1, G2, Thorlabs, ax1210-A) and the back aper-
ture of the excitation objective (EO; Nikon, 10X/NA 0.3 CFI Plan
Fluorite).
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Fig. 2 Example configuration of light-sheet microscope with optogenetics (a) The system consists of a light-
sheet imaging module (left, blue lines) and an optogenetics module (right, red lines) that share a common light
path through the high-NA detection objective (DO). In the imaging module, a continuous-wave visible
wavelength laser is shaped in a Bessel beam by an axicon (A) and scanned onto the sample through galvo
mirrors G1 and G2 and excitation objective (EO). Fluorescence collected through the detection objective (DO) is
transmitted through a low-pass dichroic mirror (DM) and imaged onto a sCMOS camera by an electrically
tunable lens (ETL).The fluorescent signal is recorded with the confocal slit detection approach schematically
shown in panel b. In the 2P-DH module, a Ti:Sa pulsed laser beam is magnified through a telescope (L1, L2),
impinges on the SLM, placed in a plane where the wavefront is flat. Lenses (L3, L4) relay the wavefront from
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Fluorescence is collected through the detection objective (DO;
Olympus, 20X/NA 1.0 XLUMPLFLN), transmitted through a
low-pass dichroic mirror, and finally, the image is formed by a
300mm tube lens (L5). The image is relayed to the sCMOS camera
(Andor, Zyla 4.2) by a 1:1 telescope (L6 and L7, focal 150 mm).
An electrically tunable lens (ETL; Optotune, EL-16-40-TC-VIS-
20D), positioned in the common focus of the telescope, can scan
the signal at different depths.

To effectively eliminate the out-of-focus emission excited by
the side lobes of the Bessel beam, the design implements confocal
slit detection of the fluorescent signal, as shown in the inset of
Fig. 2b. The slit is virtually created using an active window of the
sCMOS camera that is rolled synchronously with scanning of the
Bessel-beam illumination. In this way, we minimize the detection of
fluorescence excited by the side lobes. The cost is a slower imaging
speed.

The ETL in the detection path allows independent control of
photostimulation in three dimensions and volumetric imaging,
without moving either the objective lens or the sample. The acces-
sible volume is determined by the choice of the tube lens L5. In
fact, given the objective the focal of the tube, lens is directly
proportional to the image magnification. For such a reason, longer
focal lengths give access to a smaller volume, while they achieve
better sampling of the fluorescence signal at the camera pixel. The
ETL in the configuration shown in Fig. 2a allows to image a volume
extending over 500 μm. The photostimulation can be performed
on a volume extending over 200 μm in depth, with the SLM being
the limiting factor in the theoretical axial FOV.

2.2 2P-CGH Module We implement computer-generated holography for spatial pattern-
ing of the photostimulation light. As shown in Fig. 2a, the ultra-
short pulses of NIR light, emitted by the Ti:Sa laser (Coherent,
Mira-900F), pass a combination of half-wave plate (HWP) and
Glan–Thompson Polarizer (GTP) to control the average power. A
mechanical shutter (S; Uniblitz, LS2S2Z1) allows to block or
transmit the light. Then the beam, magnified through a telescope
(L1 and L2, focal 25.4 mm and 150 mm), impinges on the SLM
(Meadowlark optics, P1920-600-1300-HDMI) placed in a plane
where the wavefront is flat (where the Gaussian laser beam is
collimated). Subsequent lenses relay the wavefront from the SLM

Fig. 2 (continued) the SLM to the pupil of the DO. In the focal plane of lens L3, the inverse pinhole (IP) blocks
the zero-order diffraction spot. (b) Left: Scheme of confocal slit detection. An active window (yellow line) on
the sCMOS camera is rolled synchronously with the scanning of the Bessel beam illumination (cyan line). In
this way, we minimize the detection of fluorescence excited by the side lobes of the Bessel beam (light cyan
halo). Right: Bessel beam projected into uniform fluorescent solution. The zoom in on the middle region of FOV
shows the central lobe of the Bessel beam as it appears with confocal slit detection
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to the pupil of the DO: here, the Fourier lens L3 (focal 250 mm)
and lens L4 (focal 500 mm) magnify the beam to fill the back
aperture of the objective. In the focal plane of lens L3, an inverse
pinhole (IP, diameter 1.4 mm) blocks the zero-order
diffraction spot.

The light paths of the light-sheet microscope and the 2P-CGH
module join at a dichroic mirror (DM; Semrock, FF01-720/SP-
25), with a cutoff wavelength at 720 nm. This mirror reflects the
NIR stimulation light to the sample and transmits the fluorescent
readout to the sCMOS. Two-photon-excited (TPE) epifluores-
cence can be recorded, and this is useful to characterize the photo-
stimulation beam as described in Subheading 3.1.

The choice of focal lengths of lenses L3 and L4 is important in
the design of the experiment. If the SLM image at the objective
back aperture is smaller than the aperture itself, the NA of the
objective is not fully exploited. This might be an intentional choice.
Otherwise, if the SLM image is larger, some stimulation light gets
lost. The best option is to choose a telescope magnification that
matches the dimension of the SLM image at the back aperture to
the aperture itself. In this case, the lateral resolution is only limited
by the objective NA.

The pixelated structure of the SLM chip introduces in the
reconstructed hologram a zero-order diffraction spot that appears
as a bright spot in the center next to the hologram. To separate the
hologram from the zero-order illumination, we can either proceed
algorithmically, or we can block the zero-order illumination physi-
cally. Since the result given by the second method can strongly
degrade the quality of the image, it is preferable to implement a
combination of the two approaches to preserve the image quality.
The hologram can be displaced from the zero order algorithmically
by introducing a constant defocus. Once CGH and zero order lay at
different depths, the zero-order beam is blocked by means of an
inverse pinhole without impairing the quality of the CGH.

In high-resolution applications, the spatial accuracy of photo-
stimulation is paramount. As reported in [57], the precision to
address a CGH to a specific target depends on the number of pixels
in the SLM and gray scale values available. Several companies
produce SLM with over 1000 pixels in the shorter axis, which
provide the spatial accuracy required for sub-cellular manipulations
and also a high number of degrees of freedom if the SLM is used as
an adaptive element to correct for high-order aberrations. The
accessible lateral and axial FOV for a CGH is inversely proportional
to the SLM pixel size. However, fairly large pixel size (in the order
of 10 μm) is preferred because, assuming a constant inter-pixel gap,
the fill factor increases with the pixel size. A larger pixel size also
reduces the cross-talk between pixels. Cross-talk acts as a low-pass
filter on the CGH, and it is due to fringing field effect that causes
gradual voltage changes across the border of neighboring pixels and
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by elastic forces in the liquid crystal material [58]. In the setup in
Fig. 2a, we use a 1920×1152 pixel liquid crystal on silicon (LCoS)
SLM with a pixel pitch of 9.2 μm. This device guarantees 95.7% fill
factor and a CGH switching rate of 31 Hz.

2.3 Sample

Preparation

In SPIM, samples are usually mounted in tubes made of fluorinated
ethylene propylene (FEP), a plastic with refractive index similar to
water. The tube is filled with a solution of water and low-melting-
temperature agarose (�1.5–2%) for short-term imaging (1-3
hours). For larval zebrafish, these conditions ensure stability of
the sample while maintaining good physiological conditions given
the time frame of the experiment. However, as reported in [59] for
longer experiments (over 1 day), it is recommended to use lower
agarose percentage (�0.1%) or methylcellulose solutions (�3%) to
ensure stability but also proper growth of the sample especially
between 24–72 h post-fertilization.

3 Methods

3.1 Microscope

Alignment

The microscope is aligned by visualizing the Bessel-beam profile.
By using the galvanometric mirror G1, responsible for the planar
scan, we can image the full profile of the Bessel beam at specific
locations:3.1.1 Align the Light-

Sheet Module

1. Prepare a low concentration solution of fluorescent dye such as
fluorescein (Invitrogen, F1300) diluted in demineralized
water.

2. Fill the sample chamber with the fluorescent solution and turn
on the excitation laser at low power (1 mW).

3. Optimize the beam thickness and uniformity in the center of
the FOV by setting the galvanometric mirror G1 at 0 V.

4. Optimize the beam focus at the edges of the FOV by setting
the galvanometric mirror G1 at its extrema, e.g., ±1 V. For
steps 3 and 4, the galvanometric mirror G2 and the ETL
voltages are kept to 0 V. These settings ensure that the axial
scanning range is centered. As schematically shown in Fig. 3a, a
properly aligned Bessel beam appears as a tiny, bright, and
straight line profile across the FOV. The inset shows a zoom-
in on a good example of Bessel beam where a sharp profile with
side lobes can be observed. Contrarily, Fig. 3b shows an exam-
ple of a misaligned Bessel beam. It is prominently tilted at the
edges of the FOV, and its profile is enlarged.

5. Perform an automated calibration to acquire a planar scan. The
planar calibration correlates the vertical displacement of the
Bessel beam across the planar FOV and the voltage given to
the galvanometric mirror G1. During this calibration,
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Fig. 3 Main steps of system alignment. (a) Example of good planar alignment. This image shows an overlay of
the Bessel profile at different positions across the planar FOV. Inset shows a shallow Bessel beam with its side
lobes. (b) Example of misaligned beam across the planar FOV. (c) Affine transformation between light-sheet
and 2P-CGH module: (1) 3D plot of the coordinates fed into the algorithm to generate a point cloud CGH of
random points spanning over a 3D volume. Those coordinates are defined in the coordinate system x′y′z′ of
the 2P-CGH module. (2) 3D plot of the coordinates measured on the TPE image of the CGH. Those coordinates
are defined in the coordinate system xyz of the light-sheet module. (3) Result of the affine transformation
between 2P-CGH coordinates and light-sheet coordinates
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sequentially change the voltages driving G1 and for each volt-
age and measure the position of the Bessel beam onto the
camera. The resulting data are voltages as a function of posi-
tion. The slope of the linear fit on these data yields the relation
between voltage and displacement.

6. Perform the volumetric calibration. This step allows to syn-
chronize the displacement of the Bessel beam in the volumetric
FOV with the ETL focal plane. This is achieved by sequentially
changing the voltages fed to both the galvanometric mirror G2
and the ETL. For each ETL voltage, scan the full range with G2
and collect an image at each step. For each image, measure the
maximum intensity of the central lobe of the Bessel beam.
Select the value of G2 corresponding to this maximum to get
the excitation profile in focus.

3.1.2 Align the 2P-CGH

Module

The 2P-CGH module is aligned by projecting the zero-order dif-
fraction beam into the same fluorescent solution used for the light-
sheet alignment:

1. Align the NIR beam to impinge on the SLM with a small angle
and to uniformly illuminate the whole SLM chip.

2. Check that the reflection of the zero-order beam from the SLM
is well-separated from the incoming beam and that these beams
have the same height.

3. Center the zero-order diffracted beam onto the irises placed in
front of the downstream optics.

4. Check the position of the beam at the sample using the sCMOS
camera. The beammust appear as a bright spot in the middle of
the camera FOV. If this spot appears far away from the center of
the camera, adjustments in the upstream optics are needed.

5. Install the inverse pinhole in the optical path and visualize a
CGH projected into the sample.

6. Calibrate the 2P-CGH module with the ETL voltages. For
this, load a series of single-point CGHs with different
z positions onto the SLM. For each CGH, adjust the voltage
on the ETL and acquire an image of the TPE fluorescence
produced by the CGH. Record the second moment of the
spot intensity as a function of the voltage on each image series.
The voltage corresponding to the minimum second moment is
considered the right voltage to have the point in focus. This
procedure links the z position of a CGH to the optimal voltage
needed for an image in focus.

3.1.3 Registration

Between Light-Sheet

Module and 2P-CGH

Module

To obtain good fidelity between the stimulation target and the
holographic illumination, it is critical that the light-sheet module
and 2P-CGH module share a common coordinate system. This is
accomplished by first calibrating the scan volume of the LS and
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then calibrating a 3D hologram. Both volumetric scans are achieved
by incrementing voltage on the ETL. Once the 2P-CGH and light-
sheet volumes are calibrated with the ETL, the two coordinate
systems are then aligned through an affine transformation (see
Note 1). This calibration is carried out before each experiment,
and the resulting affine transformation matrix is applied to the
ROIs location selected on the image to get the input coordinates
for the holographic stimulation:

1. Compensate for possible rotation and flip between the
2P-CGH and the light-sheet coordinate system. In the setup
shown in Fig. 2, the 2P-CGH coordinate system is rotated by
-90 ° and flipped vertically with respect to the imaging system
because of the orientation of the SLM and the odd number of
mirrors between the SLM and the DO back aperture.

2. Calculate a point-cloud CGH of random spots spanning the
volume relevant to the experiment (see Note 1) by using x′y′z′
coordinates defined in the 2P-CGH system. In the specific case
of the setup described here, the volume is covering
140×140× 200 μm (Fig. 2b).

3. Project the CGH into a concentrated solution of
fluorescent dyes.

4. Collect images of the TPE fluorescence induced by the CGH
and measure the xyz spots position in the light-sheet system
(Fig. 2b).

5. Calculate the affine transformation matrix through least square
minimization between the xyz and the x′y′z′ coordinates.

6. Align the xyz coordinates to the x′y′z′ by applying the affine
transformation matrix.

3.2 Workflow of

Light-Sheet

Optogenetics

Experiment

The general workflow for all-optical physiology experiment using
the system described above would be similar to other methods
described in this volume. After alignment of the system, it is typical
to first acquire a baseline fluorescence image or a 3D movie to
characterize anatomical structure and possibly baseline activity.
Then, the ROIs to be stimulated are selected. The criteria to choose
the ROIs from the baseline image are set by the experimenter and
fed into an algorithm for targeting light, e.g., CGH calculation.
Subsequently, we program a pulse sequence encoding for the CGH
where the stimulation light is temporally gated by an external
shutter. Afterward, the fluorescence signal is recorded over time.

3.2.1 Imaging Larval

Zebrafish

After microscope alignment, mount a zebrafish in FEP tubing. Use
brightfield illumination to orient and position the sample appropri-
ately. Obtain a baseline fluorescence image. A high-resolution vol-
ume is recommended to help with brain registration later in image
analysis. Based on anatomical or functional criteria, select regions of
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interest (ROIs) for photostimulation. Generate the hologram
(s) and set a gating sequence or method to trigger the photosti-
mulation sequence of interest.

3.2.2 Analysis of Large-

Scale Ca2+ Data Set

Figure 4 shows the analysis of a representative data set measuring
spontaneous neural activity in a 5 days past fertilization (dpf)
zebrafish larvae expressing nuclear localized GCaMP6s in neurons,
as acquired by volumetric calcium imaging on the described Bessel-
beam light-sheet microscope. Fluorescence was captured in 20 vol-
ume sections of the forebrain, spaced 8 μm apart, with an acquisi-
tion rate of 0.67 Hz. Motion correction and the extraction of
activity traces from individual neurons were implemented with the
open-source calcium image analysis package CaImAn [60]. Motion
artifacts were corrected through piecewise-rigid registration. Active
neurons were then detected in the motion-corrected data through
constrained non-negative matrix factorization (CNMF). To initial-
ize CNMF, the images were first filtered with a Gaussian kernel.
Thereafter, the Pearson correlation with neighboring pixels and the
peak-to-noise ratio was calculated for each pixel (Fig. 4a). Local
maxima in the pointwise product of the peak-to-noise ratio image
and correlation image were used as initialization positions. With
CNMF, the contours of found neurons (Fig. 4b) and activity traces
(Fig. 4c) were then extracted. In total, 2077 active neurons were
detected in the imaged brain volume (Fig. 4d,e).

3.3 Choice of CGH

Algorithm

The 2P-CGH module shown in Fig. 2a is based on Fourier holog-
raphy and requires an appropriate algorithm to calculate the desired
phase hologram. The aim of CGH algorithms is to retrieve the
phase mask, namely the phase of the hologram field Uh, to address
the SLM by knowing the field Uo of the target at the image plane,
where these fields are one and the Fourier transform of the other.
To generate a hologram of ROIs distributed in 3D, we compute a
3D hologram corresponding to a field Uo defined at different
depths z as schematically described in Fig. 5a. Optically, the Fourier
transform of the fieldUh is realized through the objective lens when
the SLM is conjugated to the objective back aperture through a
telescope (L3 and L4 in Fig. 2a).

The choice of the algorithm to calculate CGHs depends on
several considerations. Ideally, the algorithm provides high diffrac-
tion efficiency, uniformity over the volume of interest, and accuracy
between the target and the reconstructed hologram. The algorithm
should also be fast given the real-time nature of optogenetics
experiments. The shape and dimensions of the target photostimu-
lation pattern also influence the choice of CGH algorithm. When
the target object has a complex and extended lateral shape (>
1 μm), image-based algorithms are employed. They enable the
generation of extremely complex illumination patterns in very
short times; however, they are limited to illumination light focused
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Fig. 4 Analysis of light sheet calcium imaging data from the larval zebrafish forebrain with the open-source
calcium image analysis package CaImAn. (a) Images were obtained from the forebrain of a larval zebrafish
(5 dpf) expressing nuclear localized GCaMP6s. A total of 20 volume sections were imaged with Bessel beam
light-sheet microscopy at an acquisition rate of 0.67 Hz. To detect neurons, CNMF was initialized by filtering
the motion corrected timeseries data with a Gaussian kernel and calculating the peak-to-noise ratio and
Pearson correlation with 4 nearest neighboring pixels. Local maxima in the point-wise product of the peak-to-
noise ratio image and correlation image were then used as initialization positions. (b) Contours of neurons
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on a limited number of two-dimensional planes [61]. Conversely,
point-cloud algorithms allow one to target diffraction-limited spots
arbitrarily distributed in the three-dimensional field of view of the
optical system.

Many variations of these algorithms have been developed
(Table 2). Here we classify them into two categories (see Note 2):
classic algorithms, and more recent algorithms developed specifi-
cally for optogenetics applications. Random superposition and
Gerchberg–Saxton [62, 63] are the most known algorithms. The
first offers high speed but poor quality of the CGH in terms of
uniformity and efficiency, whereas the second provides improved
quality with an increased computational time. Recently, new algo-
rithms have been developed that are optimized for speed, such as a
compressive-sensing version of the Gerchberg–Saxton algorithm
[64]. Here the compressive-sensing method allows to reduce the
computational time by a factor of 10 without impairing the quality
of the CGH achieved with the standard implementation of
Gerchberg–Saxton. Another advanced algorithm recently available
is computer-generated holography by non-convex optimization
[61]. Arbitrary 3D holograms are generated through non-convex
optimization of custom cost functions. Another advanced algo-
rithm recently developed, called DeepCGH [65], is based on unsu-
pervised convolutional neural networks. Holograms computed via
DeepCGH showed improved computational times and high effi-
ciency suitable for neurostimulation experiments.

As an example, in the high-NA configuration hereby described,
we implement weighted Gerchberg–Saxton algorithm to generate
stimulation ROIs with a lateral dimension between �6 and 10 μm,
on the order of the size of small neurons in the larval zebrafish
brain. The principle of this approach is schematically described in
Fig. 5b, while Fig. 5d shows a 3D view of an extended CGH
projected into a thick Rhodamine slide. On the other hand, when
targeting sub-cellular regions, the compressive-sensing weighted
Gerchberg–Saxton algorithm is faster, but the lateral extension of
the CGH depends on the numerical aperture of the detection
objective. In the case that NA=1.0, the lateral extension of the
spots is on the order of �1 μm. Similarly to the previous case,
Fig. 5c illustrates the principle of point-cloud CGH, and panel 5e
shows a 3D view of the point-cloud CGH. The compressive-
sensing weighted Gerchberg–Saxton algorithm provides compara-
ble results in terms of spot brightness and uniformity as the point
clouds generated by the GS and WGS approaches while reducing
drastically the computational time [64].

Fig. 4 (continued) extracted with CNMF in a single section. (c) The fluorescence (△F/F) signals of 10 randomly
selected neurons. (d) Maximum intensity projection of the measured volume. (e) Activity map of 2077
fluorescence traces from neurons found in all sections clustered by correlation coefficient
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Fig. 5 CGH approach. (a) Optical transformation needed to project a 3D digital hologram. Uh represents the
spatial Fourier transform of the desired pattern Uozi defined at different depths. f is the focal length of the lens
(middle element). (b) Scheme of algorithms for extended CGH. Phase masks producing different features at
focal planes I, II, III are combined by superposition principle at the SLM. Each of the three phase masks is
calculated based on the corresponding image at the focal plane. (c) Scheme of algorithms for point-cloud
CGH. Phase masks producing different features at focal planes I, II, III are combined by superposition principle
at the SLM. Each of the three phase masks is calculated based on the coordinates xyz of the spots at the focal
plane. (d) 3D view of image-based CGH of a grid 160 × 160 × 100 μm. (e) 3D view of point-cloud CGH of the
same grid

3.4 Effect of

Aberrations on CGH

All algorithms previously described compute CGHs based on the
assumption that the sample has a uniform index of refraction. This
assumption is rarely true in neuroscience since brain tissue is gener-
ally optically turbid and non-uniform. Optical inhomogeneities of
samples cause a distortion of the stimulation pattern known as
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Table 2
Summary of computer-generated holography algorithms

optical aberrations. In Fig. 6, we show the effect of optical aberra-
tions on a point-cloud CGH. Specifically to the computed CGH
phase, we summed a phase encoding for horizontal coma aberra-
tion with progressively increasing coefficient. The aberrated CGH
has a decreased intensity, and it is displaced from its original posi-
tion. Sample induced aberrations can be compensated through
adaptive optics techniques using the SLM as an adaptive element.

4 Summary

Optogenetic manipulation coupled to light-sheet imaging is a
powerful tool to perturb and monitor living translucent samples
such as zebrafish larvae. Light-sheet imaging can be realized in
different flavors with emphasis on balancing optical sectioning
with the dimensions of the FOV and maximizing the imaging
speed to resolve fast dynamics as reported in Subheading 1.1.
Here, the light sheet is realized by scanning a Bessel beam in a 2D
plane. This illumination offers a more uniform illumination over
the FOV compared to Gaussian beams and a reduced scattering
thanks to the self-healing properties of Bessel beams. However, a
major drawback is the presence of the side lobes of Bessel profiles.
In our microscope design, the side lobes are electronically rejected
by implementing a confocal slit detection of the fluorescent signal.
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Fig. 6 Effect of coma on CGH: (a) TPE fluorescence induced onto a rhodamine slide by a one-point hologram
with progressively increasing horizontal coma coefficient. Subscripts on the images indicate the
corresponding peak-to-valley (PV) coefficient in units of the wavelength of horizontal coma. The additional
coma phase introduces a dramatic drop in the fluorescence intensity compared to the case without aberra-
tions (0 μm PV coefficient). (b) Bar plot showing the maximum intensity of each aliased fluorescent spot in
a. Intensities are normalized to the maximum intensity of the aberration-free spot (0 μm PV coefficient). The
maximum intensity is reduced below 50% compared to the intensity of the aberration-free spot. (c) Same
fluorescence images showed in (a) where the aberrated spots intensity is enhanced by a constant factor. (d)
Maximum intensity projection of the fluorescence images in (b) showing the position of each point across the
camera chip. The aberration besides the loss of intensity introduces a loss of the CGH fidelity
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Unfortunately, this solution sacrifices the imaging speed. To
improve this aspect, an interesting future upgrade of our imaging
system is the implementation of a NIR light source. In fact,
two-photon excitation can successfully mitigate the fluorescence
induced by the side lobes as reported in [44]. Moreover, NIR
wavelengths are often preferred for brain imaging of zebrafish
larvae due to their orthogonality to the visual system of the animal
[2]. The photostimulation module exploits the high NA of the
light-sheet detection objective to focus on the sample two-photon
computer-generated holograms. Those offer flexibility to illumi-
nate either sub-cellular ROIs with dimensions in the order of the
light diffraction limit or whole cell bodies extending over several
microns (≈ 6–10 μm). In the first case, optical aberrations due to
tissue inhomogeneities are a limiting factor to reach diffraction-
limited resolution. Hence, a next step in further developing the
2P-CGH technique is to include adaptive optics methods to com-
pensate for tissue-induced aberrations using the SLM as corrective
element. Another improvement could be to include temporal
focusing in the 2P holography module [66] to increase the axial
confinement of the stimulation light as also reported in Chapters
1, 6, 7.

Note 1 Linear affine transforms will account for all linear transfor-
mations between coordinates, including lateral and axial shifts,
magnification mismatches (independently for all axes), rigid rota-
tions, and coordinate shearing. Non-linear distortions, such as
barrel or pincushion distortion, would require a more complex
non-linear transform. Given that the FOV is limited to hundreds
of microns, non-linear effects rarely appear in a well-designed sys-
tem, and a linear transform provides sufficient accuracy even for
photostimulation of sub-micron structures. The linear affine trans-
form matrix between homogeneous coordinates is represented by a
4x4 matrix [67]; however, it is determined by only 12 values as the
last row in the matrix is always defined as {0, 0, 0, 1}. Hence, the
matrix can be determined through least square minimization
between vectors Xi of the image coordinates and Xi vectors of
12 SLM coordinates. The accuracy of the matrix estimation is
improved using more than 12 coordinates see Subheading 3.1.3.

Note 2 Algorithms for CGH.

Problem Description
The mathematical approach to calculate a CGH differs based on
whether we deal with image-based or point-cloud CGHs. To target
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complex and extended shapes spanning over few focal planes, the
electric field of the desired pattern per each focal plane is modeled
as

Uoðξ,η,zÞ=uoðξ,ηÞeiϕz , ð2Þ
where uo is the square root of the desired intensity at depth z and ϕz

is a random phase. The hologram field is defined as the fast Fourier
transform (FFT) of the field Uo at each focal plane. Then the phase
delay between the fields at different depths is optimized to get an
interference pattern at the SLM plane as close as possible to the
target illumination pattern. On the other hand for diffraction-
limited spots arbitrarily distributed in the 3D FOV, the hologram
field is defined as the wavefront generated by the coordinates x, y,
z of the single spots in the focal planes. Hence, the field at the SLM
is calculated as the superposition of the fields generating each
single spot:

Uh =
PN

n=1

uo,n � e - ið2πλf �ðxn�x 0þyn �y 0Þþ znπ

λ2f 2
�ðx 02þy 02ÞþϕnÞ, ð3Þ

where uo,n is the square root of the desired intensity of each spot at
the focal plane, f is the focal length of the optical system, λ is the
wavelength of the light source, xn, yn, zn are the coordinates of the
n desired spots in 3D space, x′ and y′ are the coordinates of each
SLM pixel, and ϕn is a constant term. This field can be related to the
field at the focal plane via a discrete Fourier transform (DFT) of the
single spots. Also in this case, the aim is to optimize the phase delay
between the fields generating each single spot.

• Random Superposition (RS)

The electric field of the desired pattern per each focal plane is
modeled as in Eq. 2. The hologram is calculated as the inverse
Fourier transform of the fieldUo, and it is backpropagated to the
SLM plane according to the Fresnel propagator in Fourier
Optics [68]. Then the interference field of all the holograms is
computed. The phase of this interference field is the hologram
retained as the phase mask to load onto the SLM. The average of
the hologram fields at different depths is based on the assump-
tion of independence between the depths. Thus, this method
does not take into account the interference of the fields at
different planes. This results in a degradation of the recon-
structed holograms, which is evident when we project holo-
grams with more than 2-3 depths [61]. This method is very
fast compared to iterative algorithms.
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• Gerchberg–Saxton (GS)

The electric field Uo of the desired pattern is modeled as in
the previous algorithm. Then the hologram is calculated as the
inverse Fourier transform of the object field Uo. In the resulting
hologram field, the phase is retained, while the amplitude is
substituted with a Gaussian amplitude. This new field undergoes
another Fourier transform to produce the object field at the
focal plane. The pattern produced at the focal plane is similar
to the desired one, but it has a decreased efficiency; hence, the
phase is kept, while the amplitude is replaced with the one of the
desired patterns. At this stage, the inverse Fourier transform of
the field is calculated to retrieve the phase mask at the SLM
plane. This procedure is repeated iteratively until the algorithm
converges to phase mask that produces the best intensity pat-
tern. This algorithm can be implemented for 3D holograms
including in the calculation the propagation of the fields to
different depth levels according to the diffraction theory [68].

• Weighted Gerchberg–Saxton algorithm (WGS)
This is a modified version of GS where all the features in the

CGH have a better uniformity. For this purpose, an extra degree
of freedom is introduced in the CGH calculation that is the
intensity weight of every feature in the pattern. At each iteration,
the intensity of each feature is optimized comparing the intensity
at the last iteration and the intensity of the target. The compu-
tational cost remains the same of GS.

Recent Algorithms

• Compressive-Sensing Gerchberg–Saxton (CS-GS)

This algorithm is a faster version of the GS for sparse
diffraction-limited spots in 3D. The field at the SLM is defined
as reported in Eq. 3, and it is iteratively calculated for a subset of
cM (where c is the compression factor and M is the number of
SLM pixels) randomly distributed pixels of the SLM with GS
algorithm. The last iteration is a standard GS calculation over all
the M pixels in the SLM. The computational cost scales as
Ni×Np× cM+Np×M, and this cost for cNi<<1 can be
approximated to M×Np, where Ni is the number of iterations,
Np is the number of points, andM is the number of SLM pixels.
It has been demonstrated [64] that a speed up of over one order
of magnitude can be achieved without compromising the quality
of the obtained hologram compared to regular multi-spot GS.
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• Compressive-Sensing Weighted Gerchberg–Saxton
(CS-WGS)

This algorithm is a faster version of the WGS for sparse
diffraction-limited spots in 3D. WGS is incompatible with the
compressive-sensing approach leading quickly to divergence,
but it is possible to run CS-GS for k-1 iterations and then
perform a final iteration with WGS. This method, known as
CS-WGS, has an approximately double computational cost com-
pared to CS-GS when c×Ni<<1. As reported in [69], both
CS-WGS and CS-GS can be implemented with GPU calcula-
tions on a low-cost graphic card. This upgrade permits to calcu-
late a CGH ten times faster compared to the standard version
using the FFT algorithm.

• Non-convex Optimization for VOlumetric CGH
(CGH-NOVO)

This iterative algorithm is to produce phase masks based on
the non-convex minimization of a custom-defined cost function
[61]. Given the intensity distribution of the target pattern V at
different depths z, the corresponding hologram is calculated via
the RS algorithm. A cost function is defined as

LðI ððϕsÞ,V ÞÞ, ð4Þ
where I(ϕs) is the distribution generated by the random phase
mask ϕs at each plane and V is the intensity of the desired pattern
at the focal plane. The minimization of the cost function in Eq. 4
gives the optimal phase ϕ�. When I(ϕ) and the cost function have
a well-defined derivative, the problem is solved with a gradient
descendant approach.

CGH-NOVO offers the advantage of choosing a cost func-
tion tailored for the specific application. For instance, one might
be interested in stimulating a subset of neurons, while minimiz-
ing the intensity received by off-target neurons below some
illumination threshold, cost functions optimized for binary pat-
terns are suitable. Another example of the flexibility of the
CGH-NOVO is the possibility to implement a cost function
optimized for 2P illumination. This algorithm can be implemen-
ted using a GPU to speed up the calculations.

• DeepCGH
The DeepCGH algorithm [65] uses convolutional neural

networks (CNNs) with unsupervised learning to compute 3D
holograms with the image-based approach. The distribution of
amplitudes A(x, y, z) of the 3D target pattern at the focal planes
is the input of the CNN. The CNN provides in output an
estimate of the complex field P(x, y, z=0) at depth z=0. This
field backpropagated to the SLM plane via 2D inverse Fourier
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transform gives the phase map Φ of the CGH. During unsuper-
vised training of the CNN, the goal is to minimize a loss func-
tion LðA, ~AÞ, where A is the intensity distribution of the target
and ~A is the intensity associated with the predicted SLM phase.
As shown in [65], this algorithm offers a 10 times faster compu-
tational cost and up to 41% increased accuracy compared to
iterative methods such as CGH-NOVO and GS. Moreover,
experimentally, DeepCGH holograms can elicit two-photon
absorption with 50% higher efficiency compared to GS or
CGH-NOVO algorithms, given the same experimental condi-
tions [65]. However, this algorithm requires a high-
performance graphic card for GPU calculations.
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