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ABSTRACT
In recent years, algorithm research in the area of recommender sys-
tems has shifted from matrix factorization techniques and their la-
tent factor models to neural approaches. However, given the proven
power of latent factor models, some newer neural approaches incor-
porate them within more complex network architectures. One spe-
cific idea, recently put forward by several researchers, is to consider
potential correlations between the latent factors, i.e., embeddings,
by applying convolutions over the user-item interaction map. How-
ever, contrary to what is claimed in these articles, such interaction
maps do not share the properties of images where Convolutional
Neural Networks (CNNs) are particularly useful. In this work, we
show through analytical considerations and empirical evaluations
that the claimed gains reported in the literature cannot be attributed
to the ability of CNNs to model embedding correlations, as argued
in the original papers. Moreover, additional performance evalua-
tions show that all of the examined recent CNN-based models are
outperformed by existing non-neural machine learning techniques
or traditional nearest-neighbor approaches. On amore general level,
our work points to major methodological issues in recommender
systems research.

CCS CONCEPTS
• Information systems→ Recommender systems; • Comput-
ing methodologies → Neural networks.
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1 INTRODUCTION
In the era of exponential information growth, recommender systems
have proven to be valuable tools to help users explore the vast num-
ber of options at their disposal. Over the last two decades, a large
number of collaborative filtering algorithms was proposed for item
ranking and relevance prediction, from early nearest-neighbors
approaches to machine learning models [16, 32, 34, 37, 39]. Among
these techniques, matrix-factorization (MF) algorithms were partic-
ularly popular in the past decade after the Netflix Prize competition
[4], both in industry and academia. These algorithms project users
and items into a low dimensional latent space [18, 19], and an in-
teraction between a user and an item is usually modeled as the dot
product of their respective latent vectors.

In recent years, the attention of researchers and industry has
moved to deep learning (neural) approaches for collaborative filter-
ing, and various network architectures have been proposed, e.g.,
[6, 14, 49]. In several of these approaches, researchers try to in-
corporate specific architectural components into their models that
were previously found to be effective in other application domains
of deep learning. Examples of such architectural components are
attention layers, autoencoders and convolution layers [24, 49]. In
particular Convolutional Neural Networks (CNNs) were success-
fully applied to different recommendation-related tasks, including
image or text feature extraction for content-based models [42],
sequential recommendations [40] or collaborative filtering [49].

In some recent works, different proposals were also put forward
to combine the proven power of low dimensional approximation
models (e.g., latent factor models) with CNNs. In particular, one
underlying idea of the proposals in [9, 13, 43, 48] is to use CNNs to
model and leverage correlations in the latent factors (embeddings)
space. In all these papers, the respective authors claim to have
obtained significant gains in accuracy by applying convolutions
over user-item interaction maps derived from the outer product of
user-item embeddings.

In some of these works—all of them originally published at the
highly-ranked IJCAI conference—the authors argue that these inter-
action maps can be viewed as analogous to images, an application
area in which CNNs are very effective. However, user-item inter-
action maps, as produced by common latent space approaches, do
not share the properties of images. For most common latent space
models, there is no natural order of the elements in the latent vec-
tors, the dimensions are independent, and the correlation between
the latent dimensions is actually not modeled. Therefore, it is more
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than surprising that the above-mentioned CNNs approaches were
able to benefit from detecting correlations between the dimensions.

In this work, we therefore critically examine the progress claimed
in these papers, based on both theoretical considerations and exper-
imental evaluations. In particular, we report the results of ablation
studies that were not present in the original papers. These results
indicate that the proposed CNN-based models do not capture cor-
relations between the embedding dimensions as claimed in the
original papers. Rather, they merely act as a non-linear function of
their element-wise product and the removal of the embedding cor-
relations leads to no significant effects. Our work therefore points
to major issues in the way these articles have justified and demon-
strated their claims. A particular problem in that context may lie in
the missing validation of the assumptions these models rely upon.1

The question however still remains how the authors were able
to demonstrate significant performance gains in their experimen-
tal evaluation. One reason might lie in the choice of the baselines
that were used in their evaluation. If the baselines were not strong,
demonstrating a “win” over previous methods might be possible
even if the added CNN layer merely acts as an additional universal
approximator function. We have therefore conducted additional
experiments, using the exact same experimental setup as in the
original papers, where we benchmarked the new methods against
established non-neural machine learning models and traditional
nearest-neighbor techniques. Our results show that for all algo-
rithms, datasets, and metrics, existing techniques outperformed the
recent CNN-based methods. We share the code and data used in
our experiments online.2

On a more general level, our work adds to the growing evidence
that we, as a community, face significant methodological problems,
which makes it difficult to judge if we are truly moving the field
much forward. Previous works in the area of recommender systems
[11, 28, 36], information retrieval [2, 44] or time-series forecasting
[30] found that the progress achieved with certain complex mod-
els is sometimes non-existent and was only observed because the
chosen baselines were weak or not properly optimized. In another
recent paper Rendle et al. [35] confirmed previous results that NCF
[14] is not able to consistently outperform non-neural baselines
[10, 11], and showed it is not trivial to learn a dot product with a
multilayer perceptron. These works indicate that sometimes the
experimental evaluations are not well suited to demonstrate the
authors’ claims regarding which part of a complex architecture
actually contributes to an observed performance gain. The same
observation was recently made by Lipton et al. [26], where it was ar-
gued that sometimes papers present complex algorithms involving
several components (e.g., architecture, preprocessing steps, train-
ing procedure) without reporting any ablation study to clarify the
contribution of the individual components. The article encouraged
authors to ask “What worked?” and “Why?” rather than just “How
well?”, highlighting the importance of sound empirical inquiry,
which can yield new knowledge or insights even when no new
algorithm is proposed.

1A clear explanation of such underlying assumptions is also stipulated in
the Machine Learning Reproducibility Checklist (https://www.cs.mcgill.ca/~jpineau/
ReproducibilityChecklist-v2.0.pdf), which was, for example, adopted in recent years
as part of the NeurIPS submission process.
2https://github.com/MaurizioFD/RecSys2019_DeepLearning_Evaluation

With our study, we address such questions and encounter signs
that the lack of theoretical underpinnings of new deep learning
approaches may contribute to the observed problems.

2 BACKGROUND
2.1 Principles and Assumptions of CNNs
A convolutional neural network is a multilayer feed-forward neural
network that was originally developed to address image recognition
problems [47]. Unlike other types of neural networks, CNNs were
therefore designed for certain types of inputs, e.g., images, which
have a specific topology. As stated in [20], the paper describing the
seminal AlexNet model for image classification, CNNs are based on
two strong and important assumptions regarding the nature of the
processed input data (i.e., the images): stationarity of statistics and
locality of pixel dependencies, that is, pixels that are close will be
strongly correlated [21].

With data exhibiting these properties, local features (e.g., lines,
corners) emerge from their respective immediate surroundings,
regardless of their absolute position in the observed data. CNNs
have also been proven effective in several other scenarios where the
data exhibits feature locality (e.g., time series forecasting, natural
language processing). The importance of translation invariance and
feature locality for CNNs has been widely discussed, both in terms
of spatial locality [22, 27, 41, 45], and time locality for sequence
modeling [3].

Technically, CNNs in their traditional form consist of a convolu-
tion layer and a pooling layer.3 The convolution layer uses a kernel,
with certain weights, which is moved across the two dimensional
feature matrix (i.e., the image). Sharing the kernel weights across
the image allows a CNN to have much fewer parameters than a
fully connected NN and to leverage the spatial locality and location
invariance of features. The pooling layer reduces the dimensional-
ity of the data, allowing successive convolution layers on a broader
field of view. Multiple convolutional layers are then able to interpret
increasingly complex patterns by further aggregating lower-level
features. As stated in [21], after the detection of a feature, only the
relative position of that feature with respect to other features is
relevant, not the absolute one.

Convolution is usually applied on a local area (i.e., the kernel
size) of a two-dimensional map of a certain size. Identifying the
local area on which to apply the convolution requires a definition of
proximity between points. Depending on the use case, different def-
initions of proximity may be used. In case of images, the proximity
is defined in spatial terms, i.e., pixels that are close in the image will
be perceived as close by an observer and are therefore meaningful
for the reconstruction of more complex patterns. Other definitions
of proximity have also been developed for non-Euclidean data like
social networks or knowledge graphs [8].

2.2 Use of CNNs in Recommender Systems
A growing number of papers aim to use CNNs for collaborative
filtering tasks. Most existing approaches can be grouped into three
categories [49]:

3The use of max-pooling to reduce the dimensionality of the data has been recently
criticized, see [38].
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Feature extraction: In this case, a CNN is used to extract features
from heterogeneous data sources, e.g., images, video, audio,
which are then used in another recommendation model [42].

Pretrained embeddings: In such approaches, a CNN is applied
on user or item embeddings that were pretrained by another
model, e.g., [13, 43].

Learnable embeddings: Also in this case the CNN is applied on
user or item embeddings. Differently from the previous case,
the embeddings are an integral part of the model and are
trained along with the CNN (i.e., they are not pre-trained
with another approach), e.g., in [17, 48].

In this paper we will focus on the last two cases, when CNNs are
applied on embeddings.4

If we compare images or graph data to embeddings in the specific
form of latent factors derived from a user-item rating matrix, there
is a key difference. For images or graphs, there is a “natural” way
of defining the local area, e.g., based on the distance in pixels or
the number of hops in the graph. The corresponding proximity
measure has a strong relation with the data semantics.

However, the papers analyzed in this work, i.e., [9, 13, 43, 48],
do not clearly provide a definition of locality for the embeddings,
nor do they describe the semantic topology of the input data. In
the ConvNCF approach [13], for example, the input to the CNN
is a user-item interaction map that is created by computing the
outer product of embeddings pretrained using matrix factorization.
While the authors argue that this map is analogous to an image
and therefore the use of CNN is justified, they do not demonstrate
or discuss in detail what the resulting map topology should repre-
sent and whether it possesses typical image properties (e.g., spatial
locality and translation invariance). Technically, the interaction
map created by the outer product of the embeddings in the de-
scribed approach contains two components: (i) the main diagonal
that represents the element-wise product between two embedding
vectors and (ii) the off-diagonal elements that capture embeddings
correlations. Unfortunately, none of the analyzed papers measured
and compared the contribution of the two components to the pro-
posed CNN model. In all papers the authors claim that the CNN is
able to model the correlations between embeddings based on the
fact that CNN models outperform other models that are not using
convolutions. This, we argue, is not sufficient. Comparing models
with vastly different structures means that a multitude of factors
may have an impact on the results. Ultimately, it is not entirely
clear from the provided experiments how much the correlations
between embeddings, as modeled by the CNN, actually contributed
to the observed performance gains.

3 OVERVIEW OF ANALYZED APPROACHES
In this paper we examine three recent neural approaches that use
convolutions over embeddings derived from a user-item rating ma-
trix. All approaches were published at previous IJCAI conferences
and for all of them the source code was available. We identified an
additional relevant work [17]. Its experimental setting (i.e., source

4Note that we only consider approaches that use a user-item rating matrix as an input.
CNNs were also applied for session-based recommendation [46], where they however
showed some limitations as well [29].

code and data) was however not reproducible based on the material
provided by the authors.

3.1 Convolutional Neural Collaborative
Filtering

Convolutional Neural Collaborative Filtering (ConvNCF ) was pro-
posed in [13]. The ConvNCF model is trained in two steps. First,
a matrix-factorization model is fitted on the data. Then, for each
user-item interaction, the outer product of their embedding is com-
puted, resulting in a two-dimensional interaction map on which the
CNN is applied.

Following the original notation, let 𝑢 be a user and 𝑖 an item,
𝑃 ∈ R𝑀×𝐾 and𝑄 ∈ R𝑁×𝐾 the embeddingmatrix of users and items,
respectively; 𝐾 the embedding size, 𝑀 the number of users and 𝑁
the number of items. Lastly, let 𝑝𝑢 , 𝑞𝑖 ∈ R𝐾 be their respective
embeddings. Based on these embeddings, the interaction map 𝐸 ∈
R𝐾×𝐾 is obtained by computing their outer product as follows:

𝐸 = 𝑝𝑢 ⊕ 𝑞𝑖 = 𝑝𝑢𝑞𝑇𝑖
𝑒𝑥,𝑦 = 𝑝𝑢,𝑥 · 𝑞𝑖,𝑦 (1)

In the original paper, pretraining is performed with an MF BPR
model [34] and, in a subsequent paper, the authors extend the
pretraining to FISM and SVD++ models [9]. As mentioned before,
the interaction map is said to be analogous to an image, but there is
no deeper discussion of this claim, which is therefore not verified,
and the CNN is said to model embedding correlations but no direct
measurement of their contribution is provided.

3.2 Convolutional Factorization Machines
Convolutional Factorization Machines (CFM) were proposed in
[43] as a context-aware model able to overcome the limited model-
ing capacity of Factorization Machines (FM) [33], which are con-
strained by a linear representation of feature interactions. Simi-
larly to ConvNCF, CFM applies a convolution operation on the
outer product of the embeddings. In the CFM approach, however,
the embeddings are obtained from a FM via a self-attention layer,
which reduces the model’s dimensionality. The outer product of
the embeddings is computed independently for each context and
all interaction maps are stacked on top of each other, forming an
interaction cube, on which 3D convolution is applied. If 𝐶 is the
number of contextual features, the interaction maps in the memory
cube will be 𝐶 (𝐶 − 1)/2.

Although the scenario of application is different from ConvNCF
and the embeddings are obtained from a different pretraining step,
CFM has the same theoretical problems as ConvNCF in that the
outer product is treated as if it were an image, without ever demon-
strating that this assumption holds. The ability of CFM to model
embeddings interaction is again claimed based on it outperforming
baselines with quite different architectures, including ConvNCF.

3.3 Coupled Collaborative Filtering
Coupled Collaborative Filtering (CoupledCF ) was proposed in [48]
as a method to learn implicit and explicit couplings between users
and items, taking advantage of them not being independent, to
leverage side information more effectively (e.g., user demographics,
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item features). The model is composed of two cooperating architec-
tures, one is a deep collaborative filtering model which only uses
user-item interactions, while the other is a CNN on user and item
embeddings whose aim is to learn the couplings.

CoupledCF is different from the other two methods examined
here in that the embeddings are not pretrained but are parameters
of the model to be learned. In [48], the authors show experimen-
tally that the quality of the model is improved by adding the CNN
and claim this demonstrates that the model is effectively learn-
ing the couplings. Again, as previously mentioned, the paper does
not distinguish between the contribution of the the embeddings
correlation and the element-wise product.5

4 ANALYSIS
One fundamental assumption of the analyzed papers is that the
interaction map computed via an outer product is analogous to
an image (i.e., exhibits spatial locality and translation invariance).
In this section, we demonstrate why this is not the case. We will
first discuss this aspect theoretically and then present the results
of two empirical studies. In the first study we show that changing
the input topology (i.e., the ordering of the latent factors) does not
have an impact on accuracy. Clearly, if the interaction map had
local features a significant drop in accuracy would be expected.
The second study consists of two ablation analyses showing that
the correlations between embeddings do not provide a statistically
significant contribution to the accuracy of the CNN models.

4.1 Theoretical Considerations
As previously stated, CNNs were developed to model data that
exhibits feature locality and a strong topology. To assess whether
CNNs are an appropriate tool to be used on interaction maps, we
first have to analyze what constitutes the topology in an interaction
map and why two points are within or outside each others’ local
area.

Consider three cells of an interaction map E, created via Equation
1, with coordinates (𝑥,𝑦), (𝑥,𝑦 + 1), (𝑥,𝑦 + 4). If we consider point
(𝑥,𝑦), with a kernel size of 2, (𝑥,𝑦 + 1) will be in its local area while
(𝑥,𝑦 + 4) will not. But what is the relation between 𝑦, 𝑦 + 1 and
𝑦 + 4? If the embeddings are created with a typical latent factor
model (e.g., MF or FM), as done in two of the analyzed papers, the
answer is that the latent factors 𝑦 and 𝑦 + 1 are direct neighbors in
the embedding vector, while 𝑦 and 𝑦 + 4 are not.

The question now is whether the position of the latent factors
has a specific meaning. If we look at typical matrix-factorization al-
gorithms, such as MF BPR or iALS [16], we can see that a prediction
is computed as follows [34].

𝑟𝑢𝑖 = 𝑝
𝑇
𝑢 · 𝑞𝑖 =

𝐾∑
𝑘

𝑝𝑢,𝑘 · 𝑞𝑖,𝑘 (2)

Here, 𝑟𝑢𝑖 is the predicted relevance for user 𝑢 on item 𝑖 , 𝑝𝑢 and 𝑞𝑖
are the user and item embedding vectors, and 𝑘 is the latent factor
index.

From Equation 2, we see that the ordering of the latent factors
has no impact on the prediction, and the model only requires a
5An additional issue regarding the choice and optimization of the baselines used in
[48] was recently reported in [10].

biunivocal correspondence between the columns of 𝑃 and 𝑄 , re-
gardless of their relative ordering. Such a lack of a natural ordering
of the latent factors is common to many matrix-factorization al-
gorithms including MF BPR, AsySVD, and iALS [16, 34]. Only for
some techniques, like PureSVD [7], the latent factors are ordered
according to the decreasing singular value they are associated with.
Due to this lack of a natural ordering, the specific arrangement of
the latent factors is mainly a contingent property and a multitude
of equivalent models can be learnt from the same data due to the
stochastic nature of the training process. Each permutation of the
ordering of the factors leads to an equivalent MF model but to a
different interaction map, which will exhibit different local features.

The effects of permutating the columns of the vectors can also be
analyzed visually. Consider two randomly created vectors 𝑢 and 𝑣
of length 10 (Figures 1.a and 1.b) and two permutations of the same
vectors (Figures 1.d and 1.e), where darker cells indicate higher
values. It can be easily seen that the interaction map of the original
vectors (Figures 1.c) and the one of the permuted vectors (Figure
1.f) do not have any identifiable pattern in common.

(a) Vector 𝑢

(b) Vector 𝑣

(c) Interaction map

(d) Vector 𝑢

(e) Vector 𝑣

(f) Interaction map

Figure 1: Effects of permutating the columns of vectors𝑢 and
𝑣 on their resulting outer product (the interaction map).

This lack of a natural ordering provides evidence that the inter-
action map is not analogous to an image because it does not exhibit
spacial locality (i.e., meaningful local features).

4.2 Experiment Configurations
We conducted three types of computational experiments.6 Two of
them, discussed in Section 4.3 and Section 4.4, were designed to pro-
vide evidence that convolutions over the user-item interaction map
do not lead to the claimed effects. The third, discussed in Section
4.5, shows that the analyzed CNN-based methods are consistently
outperformed by existing non-neural techniques, which points to a
problem in how the baselines were selected and optimized in the
original works.
6We share the code and data used in our experiments online: https://github.com/
MaurizioFD/RecSys2019_DeepLearning_Evaluation
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In all our studies, we used the same experimental designs as in
the original papers. In particular, we used the original code, data,
data splits, as well as hyperparameters that were provided by the
authors.7 To determine the number of epochs, which is not usually
reported, we apply early-stopping, see also [11]. The training is
stopped if the recommendation quality does not improve for 5
consecutive evaluation steps. The evaluation setup for each method
was as follows.

ConvNCF was evaluated on a dataset from Yelp. The algorithm
code and the data split for the Yelp data was published by the
authors, but not the preprocessing code. We preprocessed
the data based on the information in the paper. MF BPR was
used to pretrain the latent factors.

CFM was tested on a music dataset from Last.fm. The code and
the preprocessed data split for Last.fm were provided by the
authors. The latent factors were pretrained using a Factor-
ization Machine.

CoupledCF was tested on the Movielens1M dataset, which also
contains side information about users and items. CoupledCF,
as stated above, does not use pretrained models but learnable
embeddings.

Note that in the original papers additional evaluations with simi-
lar outcomes were reported for alternative datasets. For the purpose
of this present study, which aims to show that CNNs in principle
cannot work as claimed, it is sufficient to provide one counterex-
ample. Therefore, we limit our discussions to one of the datasets
that was used in the original paper.

In all original papers the authors use a leave-one-out evaluation
procedure. In two cases a number of randomly sampled negative
items (e.g., 99 for CoupledCF) were ranked with the true positive.
The Hit Rate (HR) and the NDCG are used as evaluation measures
in all papers, using different cut-off lengths.8 In our evaluation we
applied, for each algorithm, the exact same evaluation setting as
described in the original paper.

4.3 Varying the Input Topology
In our first experiment, we varied the topology of the inputs (i.e.,
the order of the latent factors) which are fed to the CNN. Given our
theoretical considerations from Section 4.1, altering the topology
should have virtually no impact on the model quality because the
topology cannot provide any relevant information. To empirically
validate this consideration, we designed the following experiment
for the approaches that use pretrained embeddings (ConvNCF and
CFM).

First, we pre-train the embeddings as done in the original articles,
i.e., using either MF BPR or FM. We then create 20 equivalent pre-
trained models by randomly permutating the positions of the latent
factors. Each permutation is applied consistently on the user and
item latent factors in a way that the latent factor model remains
equivalent. Each permutation will lead to different interaction maps.
For each of these permutations, a convolution model is trained,

7This is appropriate because the optimization problem is unchanged and the train-test
split remains identical.
8Due to the leave-one-out procedure, other metrics like Recall, Precision and F1 are
linearly correlated to HR.

and the quality of each resulting model is evaluated based on the
measures used in the original papers (HR and NDCG) at cutoff 10.

NDCG HR

MF BPR 0.1576 ± 0.0000 0.2966 ± 0.0000
ConvNCF 0.1623 ± 0.0008 0.3052 ± 0.0019

FM 0.1230 ± 0.0000 0.2234 ± 0.0000
CFM 0.1730 ± 0.0398 0.3155 ± 0.0724

Table 1: Averaged performance results and standard devia-
tions obtained for 20 permutations of the interaction maps.

The results of this experiments are reported in Table 1. We both
report (i) the results for the model without the CNN layer (MF
BPR and FM) and (ii) the results for the full model (ConvNCF and
CFM). For each algorithm, we report the averaged accuracy and
the standard deviation resulting from the 20 permutations. The
following observations can be made.

• For the “plain” MF BPR and FM models, the standard devi-
ation is zero, as expected by definition from Equation (2).
However, also for the CNN-based models, the standard devi-
ation is almost zero. This confirms that changing the input
topology has no relevant impact on the results, indicating
that the order of the latent factors, as expected, does not
matter and no local features can exist in the interaction map.
Note that statistical tests like the t-test cannot be applied
when the variance is zero.

• The CNN models show improved accuracy over the pretrain-
ing models. For the ConvNCF method, the gains are tiny, i.e.,
we could not reproduce in our experiments that the CNN
adds much value.9 For the CFM model, which applies a more
complex preprocessing step, improvements over the plain
FM model could be reproduced. These gains, however, can-
not be attributed to the fact that the interaction maps can be
considered as images (given the irrelevance of the ordering
of the “pixels”).

To put these observed gains into perspective, we, as mentioned
above, executed additional experiments in which we compared
the performance of CFM and other methods with existing non-
neural techniques, see Section 4.5, The results are in line with
previous observations in [11] and show that the gains happen at
a performance level that is largely below the performance of a
traditional ItemKNN method [39] (see Table 5).

4.4 Ablation Studies
Despite being on a low performance level, the results shown in Table
1 indicate that the CNN layer, at least in one of the cases, seems
to have at least some positive effect on the overall performance.
According to our theoretical considerations, these gains cannot
stem from leveraging correlations in the embeddings as claimed
in the papers, but might be merely the result of adding a neural
network layer to the pretraining model, which acts as a universal
9See also [11, 36] on related problems of reproducing reported gains in the recom-
mender systems literature.
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Algorithm Mode Ablation Study 1 Ablation Study 2
NDCG HR NDCG HR

ConvNCF full 0.1623 ± 0.0008 0.3052 ± 0.0019 0.1623 ± 0.0008 0.3052 ± 0.0019

ConvNCF element-wise 0.1622 ± 0.0008 0.3051 ± 0.0016 0.1632 ± 0.0012 0.3068 ± 0.0015
ConvNCF correlations 0.0193 ± 0.0076 0.0403 ± 0.0150 0.1522 ± 0.0013 0.2900 ± 0.0020

CFM full 0.1730 ± 0.0398 0.3155 ± 0.0724 0.1730 ± 0.0398 0.3155 ± 0.0724

CFM element-wise 0.1730 ± 0.0398 0.3155 ± 0.0724 0.1805 ± 0.0034 0.3292 ± 0.0062
CFM correlations 0.0015 ± 0.0003 0.0032 ± 0.0008 0.0011 ± 0.0001 0.0019 ± 0.0002

CoupledCF full 0.5272 ± 0.0491 0.7865 ± 0.0470 0.5272 ± 0.0491 0.7865 ± 0.0470

CoupledCF element-wise 0.5404 ± 0.0631 0.7744 ± 0.0994 0.5763 ± 0.0059 0.8243 ± 0.0071
CoupledCF correlations 0.5137 ± 0.0903 0.7822 ± 0.0659 0.5503 ± 0.0343 0.7978 ± 0.0391

Table 2: Results of the two ablation studies. Ablation Study 1 evaluates the contribution of each component of the interaction
map to a model trained on the full map. Ablation Study 2 evaluates the contribution of training on different parts of the
interaction map. Significant improvements over the full map are printed in bold.

approximator.We conducted two types of ablation studies to further
investigate this question.

Ablation Study 1. In order to measure how much the CNN model
has learned to represent the embeddings correlation, we designed
a novel type of ablation study, which was not part of the original
papers. We started from the models previously trained on the full
interaction map, but we computed the recommendations using only
certain interaction map components. For CoupledCF, which does
not use pretrained embeddings, we trained and evaluated the model
on 20 random train-test splits.

Remember that the correlations in the embeddings are repre-
sented by the elements of the interaction map (Equation 1) that
are not on the main diagonal. The following configurations were
tested:

• full : This corresponds to the original setting.
• element-wise: Only the element-wise products (i.e., main
diagonal elements) are considered.

𝑒𝑥,𝑦 =

{
𝑝𝑢,𝑥 · 𝑞𝑖,𝑦 if 𝑥 = 𝑦

0 otherwise.

• correlations: Only the embeddings correlations (i.e., off-diagonal
elements) are used.

𝑒𝑥,𝑦 =

{
𝑝𝑢,𝑥 · 𝑞𝑖,𝑦 if 𝑥 ≠ 𝑦

0 otherwise.

The results of this ablation study are reported in Table 2. They
show that there is no statistical difference10 between the models
evaluated using the full interaction map and when only using the
element-wise product (diagonal elements).

In other words, the off-diagonal correlation elements are not
contributing anything to the overall performance. Interestingly,
when the recommendations are computed using only the embed-
dings correlation, the observed results for ConvNCF and CFM are
10The statistical significance of the difference between the observed results with
𝛼=0.05 was verified using a paired t-test if the values were normally distributed; and a
Wilcoxon signed-rank test otherwise. To assess if the values of the metrics are normally
distributed we used both Shapiro-Wilk and Kolmogorov-Smirnov tests.

lower by at least an order of magnitude. This suggests both models
have in some ways learned to ignore the embedding correlations. For
CoupledCF, the accuracy obtained with the embeddings correlation
is similar to the full interaction map. Therefore, although the model
has learned to use the embeddings correlation, this did not prove
to be beneficial for the model’s quality. Overall, the results clearly
indicate that the convolutional models are not learning to represent
the embeddings correlation when these are pre-trained (i.e., Con-
vNCF and CFM). They also do not benefit from them even when
they are learnable (CoupledCF), which is in direct contradiction to
what was stated in the original articles.

Remember that in the original articles a similar ablation study
was not present. The contribution of the embeddings correlation to
the convolution model was therefore never directly measured.

Ablation Study 2. In Ablation Study 1, we observed that training
the model on the full interaction map resulted in the embeddings
correlation not contributing to improve the performance over the
simple element-wise product.

While in Ablation Study 1 we trained the model on the full inter-
action map, in Ablation Study 2, we isolate the different components
of the interaction map at an earlier stage, i.e., during the training
phase. Therefore, we do not train the network on the full map as
in Ablation Study 1, but instead we train the model on specific
components of the map.

In this new experiment, different models are therefore trained
from scratch, using only the interaction map component associ-
ated with a given configuration (i.e., full-map, element-wise, corre-
lations).11 As a result, a model trained only on the element-wise
product will never observe embeddings correlations and vice versa.
This allows us to measure how much of each component the con-
volution algorithm learns to model when the other is not present.

The results of Ablation Study 2 are also reported in Table 2. Since
the training data (i.e., interaction map) fed to the CNN in the two

11As discussed by Rendle et al. [35] in the element-wise configuration it should be
trivial for a simple CNN to learn the dot product of the embeddings, since the dot
product is equal to the diagonal of the outer product.
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ablation studies are different, it is expected that the absolute values
of the measurements are different. However, we can again observe
that the results obtained when training the convolution model on
the full interaction map and on the element-wise product are not
different to a statistically significant extent for ConvNCF and CFM.
The convolution operation is therefore not leveraging the embed-
ding correlations in any effective way. As a result, these correlations
can be discarded entirely during the training phase without degrad-
ing the model’s performance. Remarkably, for CoupledCF we can
observe that training the model on the element-wise product alone
results in significantly better results than when using the full map.
Remember that CoupledCF does not use pretrained embeddings but
learns them during the training process, while ConvNCF and CFM,
use pre-trained embeddings instead. Our result indicate that the
additional parameter space provided by the learnable embedding
correlations even seems to introduce noise, effectively harming the
model quality.

Interestingly and differently from Ablation Study 1, we can see
for ConvNCF and CoupledCF that training the convolution on the
embeddings correlation elements alone yields results that are very
close to those obtained when using the full interaction map. This
suggests that the pretrained embeddings in ConvNCF do indeed
carry some information that can, to an extent, be modeled. Sim-
ilarly, CoupledCF can learn some correlations, although with a
rather high standard deviation. However, the CNN models are, as
demonstrated through Ablation Study 1, not able to leverage cor-
relations to improve the accuracy obtained on the element-wise
product alone.

There may be different reasons for this. First, it might be that the
convolution on the full mapwas only able to model information that
was redundant and already captured by the element-wise model.
An alternative explanation is that the CNN model did not succeed
in hybridizing these two pieces of information in a synergistic way,
i.e., it only learned to select the best-performing or the less noisy
one.

4.5 Comparison with Non-Neural Baselines
In all original papers investigated here, the claim is made that the
proposed CNN-based algorithm is able to outperform the state-of-
the-art. This claim is also used as demonstration that all models are
effectively able to leverage embeddings correlations, which, as we
showed before, is not the case. Recent research has found several
instances of works where similar claims were possible only due
to methodological issues such as the choice of weak baselines, the
lack of proper optimization of the baselines, or information leakage
from the test data [11, 25, 36]. In particular, two of the algorithms
we analyze here (ConvNCF and CoupledCF) have been reported
in [10] to be not competitive against simple baselines. We could
replicate the performance results reported in [10] for ConvNCF
and CoupledCF. Furthermore, we have conducted additional exper-
iments of the same form for CFM, for which such an analysis was
missing so far.

Like in Ferrari Dacrema et al. [10, 11], we compared all CNN-
based algorithms to the same set of known non-neural, adequately
optimized baseline algorithms. We used the evaluation framework

shared by [10, 11], and extended the framework with an implemen-
tation of the CFM method which was made publicly available by
the authors of the method.12

4.5.1 Baseline algorithms. The baseline algorithms we report here
are a subset of those used in [10], and they represent algorithms of
different families.
TopPopular A non-personalized model recommending the most

popular items.
ItemKNN An item-based nearest neighbor model [39] using co-

sine similarity and shrinkage.
UserKNN A user-based nearest neighbor model [37] using cosine

similarity and shrinkage.
P3𝛼 A graph-based model implementing a random-walk between

user and item nodes [5]. The method is equivalent to a KNN
item-based CF algorithm, with the similarity matrix being
computed as the dot-product of the probability vectors.

RP3𝛽 A version of P3𝛼 which involves a reranking step [32].
PureSVD Amatrix factorization approach based on the traditional

SVD decomposition [7].
Sparse Linear Models (SLIM) An item-based recommendation

model that learns the similarity between items via linear
regression [31]. In our work, we use themore scalable variant
proposed in [23].

Implicit Alternating Least Squares (iALS) A matrix factoriza-
tion model for implicit feedback datasets proposed in [16].
In the iALS method, the implicit feedback signals are trans-
formed into confidence values.

4.5.2 Hyperparameter optimization. In order to optimize the hy-
perparameters of the baseline methods we create a validation split
from the train data, by applying the same splitting procedure that
was used to create the test data. We use a Bayesian search [1, 12, 15],
available as part of the Scikit-Optimize13 package, exploring 50 hy-
perparameter configurations, with the first 15 used as an initial
random initialization. Once hyperparameter values were found that
optimize the recommendation accuracy on the validation data, we
train the model again on the union of train and validation data and
report the recommendation accuracy on the test data. Each baseline
algorithm has a different set of hyperparameters. The complete list
of these parameters as well as their range and distribution is the
same as in reported in [10].

4.5.3 Results. The result of this comparison against simple base-
lines can be observed in Table 3 (ConvNCF), Table 4 (CoupledCF)
and Table 5 (CFM). For all of these algorithms it was possible to
reproduce both the experimental setting (i.e., the source code devel-
oped by the original authors and at least one dataset were available)
and the numerical results reported in the original paper.

However, as it is possible to observe, we could not confirm that
any of the algorithms is able to outperform the state-of-the-art.

• ConvNCF on the Yelp dataset is outperformed by all base-
lines, sometimes by more than 10%. Similar observations

12The results obtained for ConvNCF and CoupledCF refer to the same train-test
split and hyperparameter setting and are, therefore, perfectly reproducing the results
reported in [10].
13https://scikit-optimize.github.io/
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were made for the Gowalla dataset, which served as a sec-
ond dataset in the original paper.

• CoupledCF on Movielens1M is able to achieve recommenda-
tion accuracy results that are competitivewith neighborhood-
based and graph-based baselines. It is however not competi-
tive with known techniques based on matrix factorization
or linear regression. The results are similar for the Tafeng
dataset used in the original paper.

• Lastly, CFM achieves surprisingly poor recommendation
accuracy, sometimes only reaching half the level of the base-
lines for the Last.fm dataset. For the second dataset that was
used to evaluate CFM in [43], we could not reproduce the
original results because the code shared by the authors did
not execute correctly14.

Overall, our results indicate that the analyzed CNN-based algo-
rithms, despite their computational complexity15, are actually not
able to outperform comparably simple and long-known baselines
and to advance the state-of-the-art. While the use of an additional
CNN layer may have some positive effects in some cases, these
effects are (i) not the result of CNNs capturing correlations in the
user-item interaction maps, (ii) not sufficient to raise the perfor-
mance level of the CNN-based methods over the state-of-the-art.

Table 3: Experimental results for ConvNCF for the Yelp
dataset.

@5 @10 @20
HR NDCG HR NDCG HR NDCG

TopPopular 0.0817 0.0538 0.1200 0.0661 0.1751 0.0799

UserKNN CF 0.2068 0.1355 0.3126 0.1695 0.4401 0.2017
ItemKNN CF 0.2521 0.1686 0.3669 0.2056 0.4974 0.2385

P3𝛼 0.2146 0.1395 0.3211 0.1737 0.4442 0.2049
RP3𝛽 0.2202 0.1431 0.3323 0.1793 0.4667 0.2132

SLIM 0.2330 0.1535 0.3475 0.1904 0.4799 0.2238
PureSVD 0.2011 0.1307 0.3002 0.1626 0.4238 0.1938
iALS 0.2048 0.1348 0.3080 0.1680 0.4319 0.1993

ConvNCF 0.1947 0.1250 0.3059 0.1608 0.4446 0.1957

5 CONCLUSIONS
In this work, we analyzed recently published articles using CNNs on
the interaction maps obtained from user and item embeddings. We
argued that the original articles lacked a proper discussion on two
crucial claims they made: (i) the analogy of embeddings and images,
and (ii) the ability of CNNs to model embeddings correlations.

Our work has shown both through theoretical considerations
and through empirically studies that embeddings do not share the
topological properties of images. The use of CNNs is therefore
not well justified since the embeddings interaction map does not
exhibit feature locality and translation invariance, hence it is not
analogous to an image. Moreover, we have shown that CNNs, as
14We contacted all the authors to resolve the issue, but without success.
15Even on high-end GPUs, the computation time need to fit the CNN models including
early stopping on a typical dataset is about 8 hours for CoupledCF, 17 hours for CFM
and 24 hours for ConvNCF.

Table 4: Experimental results for CoupledCF for the Movie-
Lens1M dataset.

@ 1 @ 5 @ 10
HR NDCG HR NDCG HR NDCG

TopPopular 0.1593 0.1593 0.4217 0.2936 0.5813 0.3451

UserKNN CF 0.3540 0.3540 0.6884 0.5324 0.8060 0.5704
ItemKNN CF 0.3305 0.3305 0.6682 0.5080 0.7940 0.5488

P3𝛼 0.3316 0.3316 0.6543 0.5031 0.7687 0.5402
RP3𝛽 0.3464 0.3464 0.6743 0.5198 0.7959 0.5591

SLIM 0.3906 0.3906 0.7116 0.5625 0.8315 0.6014
PureSVD 0.3735 0.3735 0.7088 0.5522 0.8132 0.5861
iALS 0.3816 0.3816 0.7121 0.5581 0.8200 0.5933

CoupledCF 0.3522 0.3522 0.7018 0.5374 0.8247 0.5775

Table 5: Experimental results for CFM for the Last.fm
dataset.

@5 @10 @20
HR NDCG HR NDCG HR NDCG

TopPopular 0.0016 0.0009 0.0023 0.0011 0.0033 0.0014

UserKNN CF 0.5964 0.4527 0.6715 0.4773 0.7032 0.4855
ItemKNN CF 0.5975 0.4425 0.6776 0.4689 0.7070 0.4764

P3𝛼 0.6327 0.4929 0.6744 0.5066 0.7014 0.5135
RP3𝛽 0.5896 0.4458 0.6756 0.4739 0.7071 0.4821

SLIM 0.6674 0.5169 0.6972 0.5267 0.7102 0.5300
PureSVD 0.4026 0.3117 0.4891 0.3397 0.5652 0.3590
iALS 0.6110 0.4811 0.6735 0.5017 0.7033 0.5093

CFM 0.2241 0.1485 0.3338 0.1839 0.4661 0.2173

opposed to what was claimed in the original articles, are insensitive
to the embeddings correlation and fail to improve over a model only
using the element-wise product. Furthermore, we have compared
the CNN based algorithms against a set of established and well
optimized non-neural baselines. This was done using the same
experimental setup as reported in the original papers. We could
show that the proposed complex CNN algorithms were not able to
outperform the state-of-the art.

Overall, while we do not argue that convolution cannot be ap-
plied on embeddings, we stress that a deeper understating and the-
oretical analyses of the semantics that new approaches are claimed
to leverage are essential to obtain reliable progress in this field.
Similarly, claims regarding the improved modelling capacity of
an algorithm cannot be based simply upon its ability to outper-
form a set of baseline algorithms and datasets whose choice is not
well justified. Instead, these aspects should be directly verified via
specifically designed experiments.

Ultimately, our work also puts forward a new research question,
which previously did not receive much attention. Specifically, the
question is how to create an interaction map that captures poten-
tially existing correlations in the data in its topology, such that
CNNs can be successfully leveraged on these embeddings interac-
tion maps.
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