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a b s t r a c t

Current decarbonization strategies are driven by the fast-paced diffusion of non-programmable
renewable energy sources (NP-RESs), mainly through solar and wind power generation. Energy
storage technologies are emerging as key solutions for coping with the variability and low-inertia
characteristics of NP-RESs. Particularly, battery energy storage systems (BESS) are diffusing more
widely for both behind-the-meter (BTM) and utility-scale applications. In this context, we still lack
a shared solution on how to proceed from the on-field data collected about the performance of BESS
to reliable and fast mathematical formulations for operational optimization. This study provides a
validated modeling framework that can be exploited during or after BESS commissioning to (i) identify
and derive the useful parameters to characterize BESS performances, (ii) formalize them in a mathe-
matical formulation while being aware of its specific trade-off between accuracy and computational
effort, and (iii) exploit the selected BESS model within a multi-energy system optimization problem.
We discuss three different modeling approaches that we developed for optimizing BESS operation,
with each providing a different balance between modeling accuracy and computational effort. These
three mathematical models were validated against a numerical simulation model based on on-field
performance data, and they were eventually tested on a reference case study. The results indicate
that it is possible to restrict the average error in estimating BESS efficiency while simultaneously
limiting the computational effort of the model. Regarding the operation of BESS, the conducted
simulations demonstrate that an approximate BESS model may result in an overestimation of the
expected revenues.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Current decarbonization schemes are mainly driven by the
roliferation of renewable energy sources (RES), especially wind
nd photovoltaic (PVs) [1]. Owing to the high variability and in-
ermittency in production using RESs, the security and reliability
f networks that transmit electricity is being threatened [2]. Par-
icularly, it is well-known that inverter-based power generation
ecreases the inertia in power systems, thereby increasing both
he number and magnitude of frequency fluctuations [3]. More-
ver, the unpredictability of non-programmable power resources
esults in the need for repeatedly using flexibility services offered
y system operators; these include a very short activation time
nd high power gradients [4]. This condition is exacerbated by
he gradual decommissioning of conventional generators, reduc-
ng the generation of baseload power and raising the need for
ime-shift energy consumption or production [5,6].
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In this scenario, storage systems are supposed to play a fun-
damental role in (i) coping with frequency instability and pro-
duction uncertainty and (ii) meeting energy demands through
generation. Particularly, battery energy storage systems (BESS)
are among the most promising storage technologies because of
their high efficiency and fast response times; furthermore, they
have recently surged in industrial development and their pro-
duction costs have significantly reduced [7,8]. According to the
International Energy Agency (IEA), annual global storage addi-
tions have increased from below 1 GW in 2015 to above 5 GW in
2020, with lithium-ion technologies currently playing a leading
role. The IEA also forecasts a worldwide BESS storage potential
of almost 600 GW by 2030, with a substantial balance between
behind-the-meter (BTM) and utility-scale applications [9].

Despite decreasing cost projections, investors are still strug-
gling to understand how to maximize the revenues generated
by storage investments. The possibility of revenue stacking is a
solution often studied in existing literature [10–12]. This consists
of exploiting the same BESS for multiple purposes, such as energy
arbitrage, peak shaving, or flexibility provision. Thus, the elabora-

tion of a procedure based on complex analysis to carefully assess
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nd govern BESS operations is becoming increasingly relevant for
nvestors. On the other hand, researchers are trying to under-
tand how it is possible to properly model BESS performance,
roviding accurate evaluations. This usually implies a trade-off
etween maintaining the detail in the models and increasing the
omputational effort.
Research has typically focused on the performance simulation

f BESS, with an emphasis on increasing the efficiency of the elec-
rochemical processes taking place within the cells [13–16] and
attery management system (BMS) emulation, which involves
arefully handling the energy conversion and transformation oc-
urring outside battery cells [17,18]. Instead, the present study
argets the whole energy transformation chain in BESS, including
spects such as electrochemical cell efficiency, power conversion
ystem (PCS) performance, and BMS dynamics, all within a single
odeling approach. Additionally, BESS auxiliary systems have
een treated separately with an ad-hoc representation.
Considering this approach, this study also proposes, validates,

nd tests three different mathematical formulations for the ad-
anced modeling of BESS operations, allowing the inclusion of
ESS performance evaluation within operational optimization
roblems. Modeling the complexity mainly addresses the possi-
ility, within the presented formulations, of handling how BESS
erformance is influenced by current operating conditions, in-
luding the state of charge (SoC), requested power level, and
xternal ambient conditions. Model testing and validation have
een carried out with a focus on the trade-off between accuracy
nd computational effort; a range of specific comparative param-
ters has been assessed. Computations have been carried out, in
ll cases, using a commercial out-of-the-shelf solver (Gurobi).
The paper contribute is twofold. First, the study validates
modeling framework that can be exploited during or after

he commissioning of a BESS to characterize and simulate its
perational performance. Based on the developed mathematical
ormulations, an operator:

- gains knowledge of the parameters suitable to characterize
BESS performance in a sufficient way,

- owns a set of validated modeling approaches to simulate
BESS operations with a well-known accuracy and compu-
tational efficiency, and

- can use the selected modeling framework within a more
complex optimization problem, encompassing different ser-
vices provided by the BESS, including arbitrage, peak shav-
ing and frequency regulation.

Second, three mathematical formulations are introduced and dis-
cussed, each offering a different trade-off between accuracy and
computational effort. This enables the asset manager to make an
informed choice based on current boundary conditions, primarily
including the optimization horizon, power delivery time, number
of controlled assets, and services provided.

The remainder of this paper is organized as follows. Section 2
resents a review of the most important approaches for the
umerical modeling of BESS performance. Section 3 introduces
hree models that provide different mathematical approaches to
ppropriately include the consideration of BESS performance in
ptimization problems. Section 4 describes the validation of the
eveloped models in terms of accuracy and computational effort
sing the IEC 62660-1 standard. Section 5 tests the presented
ixed-integer linear programming (MILP)-based models used to
easure the impact of different modeling accuracies on the finan-
ial aspects of a case study where BESS provides BTM services.
inally, Section 6 presents the main conclusions and plans for

uture work.

2

2. Review of literature approaches and numerical models for
BESS performance simulation

The accuracy of BESS performance models plays a fundamental
role in correctly estimating the possible revenues coming from
both BTM and front-of-the-meter (FoM) applications, especially
when multiple services are being stacked. In existing literature,
three main approaches can be found: electrochemical, equivalent
circuit, and empirical models.

Electrochemical models try to directly represent the physical
phenomena taking place in battery cells, thus accurately emu-
lating both the dynamics of the electrochemical reactions and
the equilibrium conditions reached at the end of these reac-
tions. This approach grants a high accuracy at the cost of a huge
computational effort [19].

The equivalent circuit models provide a compromise between
the accuracy and computational effort, modeling a battery as an
electric circuit featuring a voltage source (or a capacitor) and a
series of impedances (usually R-C circuits) to emulate specific
phenomena [20,21]. These models have been exploited for a wide
range of applications, including online controllers implemented
on a BMS [22].

Finally, empirical models exploit the mathematical correla-
tions between the operating variables of BESS to emulate electric
and electrochemical phenomena and thereby reproduce BESS
performance [23]. The variables usually considered include the
alternating current (AC) and direct current (DC) and the SoC of the
storage. BESS performance is determined through experimental
campaigns or on-field data [24], and then, variables are correlated
in specific equations to reproduce BESS behavior. Although this
approach reduces the computational effort, it often results in lim-
ited accuracy [24]. The number of errors increases when real-life
operating conditions are far from experimental ones; on the other
hand, tests covering all the performance maps are expensive
and invasive; thus, they can hardly be performed on deployed
systems [23]. Table 1 provides an overview of the most frequently
used and important empirical models found in existing literature,
highlighting the presence of two main approaches: MILP and
the meta-heuristic (MH) approach. MILP has been considered the
more reliable solution for the optimization of complex district
energy systems [25]; advantageously, it can uniquely identify the
global optimum with a shorter computational time than the MH
algorithms can.

Optimizing the BESS performance for quasi-real-time oper-
ations requires a high modeling accuracy. Regarding this, the
constant efficiency model widely adopted in existing literature
lacks an understanding of the non-linearities of BESS perfor-
mance. Moreover, further elements, including auxiliary power
consumption and BMS limits, which have a fundamental role in
BESS operation, need to be considered [37]. On top of that, it
is difficult to understand how to properly derive a performance
map for BESS operations, especially including information about
its capability curve and auxiliaries consumption.

Sakti et al. in [38] derive a non-linear formulation of internal
losses for an electrochemical cell and scale it up to simulate the
performances of a 10 MW BESS. The utilized approach is based
on a detailed modeling of phenomena linked to cell thermody-
namics, charge conductivity, charge transfer and mass transport,
through a set of specific equations. Hence, model characterization
is based on laboratory tests conducted on a single cell (Sanyo 2.05
Ah Li-NMC), then scaling up the obtained parameters to simulate
a utility scale BESS. Thus, authors model BESS losses as a function
of the exchanged power and of the state-of-charge, highlighting
an over-estimation up to 10% of arbitrage-related revenues by a
constant efficiency BESS model when compared to an enhanced

representation.
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Table 1
Main approaches found in existing literature for modeling BESS.
Reference Modeling technique Modeling of BESS performance

Electrochemical
efficiency

Auxiliary
consumption

Capability
limits for BMS

Inverter
performance

[26] Evolutionary algorithm Constant NO NO YES
[27] Decomposition method - dynamic

programming
Constant NO NO YES

[28] Decomposition method - dynamic
programming

Constant NO NO NO

[29] Mixed-integer linear programming Constant NO NO NO
[30] Decomposition methods - dynamic

programming
Constant NO NO NO

[31] Swarm intelligence- based technique Constant NO NO NO
[32] Mixed-integer linear programming Constant NO NO YES
[33] Mixed-integer linear programming Constant NO NO NO
[34] Evolutionary algorithm Constant NO NO NO
[35] Mixed-integer linear programming Constant NO NO YES
[36] Evolutionary algorithm Constant NO YES NO
A different approach is presented by Park et al. in [39]. In this
ase, battery losses are expressed as a function of the internal
ell resistance, resulting in a non-linear function correlating the
harging efficiency with the charging power. In addition, inverter
fficiency is considered constant. Authors compare a stair-wise
ormulation, approximating the 1-D non-linear BESS efficiency
unction, with a conventional average efficiency model. The ex-
loitation of the two approaches for peak shaving and energy
rbitrage applications shows that a dynamic simulation of BESS
fficiency improves the accuracy of obtained results, even if it
ntails a major computational effort.
Pandzic et al. in [40] propose a laboratory procedure to obtain

he dependence between the battery charging capability and its
tate of charge. They use experimental results to accurately repre-
ent BESS efficiency considering the reduced charging capacity af-
er battery’s switching from constant-current to constant-voltage
harging, which is especially significant for high C-rate charging.
he effect of constant-voltage charging is linearized through a
iecewise curve correlating the state-of-charge variation capabil-
ty (hence the charging power) with the state-of-charge of the
attery. Authors test the developed model against a constant
harging power limit approach, obtaining that the latter results
o be over-conservative, and that the proposed representation is
ble to fulfill and overcome the day-ahead schedule, in particular
f the BESS is working at low C-rate values (0.2C is tested).

While it is complex to accurately model BESS non-linearities,
he literature review highlights also the importance of mov-
ng from a proper estimation of BESS performances. Three main
pproaches can be derived from above cited works. First, elec-
rochemical or electrical models emulate the behavior of cells,
ncluding chemical, physical and thermodynamic phenomena.
owever, on one hand this approach implies very complex equa-
ions that are hard to be linearized, on the other hand it typically
xcludes a set of elements that heavily influence BESS perfor-
ances but are not directly related to cell’s behavior, such as
ower conversion systems and auxiliaries. Second, performance
aps often used for empirical models are derived from laboratory

ests. Also in this case, the main drawback is related to the dif-
erence between on-bench efficiency and on-field performances;
he latter can differ due to specific contingencies linked to the
mbient conditions and to some possible differences in cells’
anufacturing. Third, system wide approaches focus on testing

he real-life performances of the overall BESS architecture, includ-
ng cells, conversion systems and auxiliaries. The advantage is to
btain on-field results that are expected to be more accurate than
aboratory tests. The main limitation consists in the difficulty of
overing all the performance maps with expensive and invasive

n-field tests, and in the current lack of experience about BESS

3

aging effects on real-life applications. This work aims at providing
a modeling framework where it is possible to parametrize BESS
efficiency starting from an empirical BESS performance map de-
rived from on field testing. The analysis moves form the results
presented by Rancilio et al. in [23]; a similar approach is proposed
in [41] although, in this second case, the correlation between
efficiency and state of charge is not adequately evaluated.

Rancilio et al. in [23] presented an empirical model including
three main elements, as reported in Fig. 1. The first element
includes battery cells and the power conversion system (PCS),
comprising DC-AC conversion (inverter) and voltage transfor-
mation (transformer). The second element consists of the BMS,
which controls the operation of the battery in real-time through
the so-called capability curve. The third element includes all
the auxiliaries, such as heating, ventilation, and air conditioning
(HVAC); alarms; supervisory and data acquisition (SCADA); and
monitoring systems. This three-element-based architecture was
used as a reference for the analysis carried out in this study.

The BESS performance has been simulated through a 3-D
performance map where the BESS efficiency depends on the
SoC and AC side power needed from the BESS, including losses
in the electrochemical reactions within the battery pack and
PCS [23]. The efficiency surface results from the linear interpo-
lation of points sampled during a campaign experiment. These
sampling points are represented as white dots in Fig. 2(a), and
their linear interpolation represents the BESS performance map.
The output efficiency obtained from the BESS performance map
can be used for calculating the requested DC-side power and the
consequent variation in SoC (i.e., the variation in the BESS energy
content). The BMS is responsible for maintaining the safety of
BESS operations, limiting the output power for some specific SoC
conditions. Particularly, as shown in Fig. 2(b), the discharging
power is limited for SoC values that are too low, and the charging
power is limited when the SoC of the BESS is close to 100%;
such constraints result from the maximum and minimum voltage
thresholds managed by the BMS. The application of power limits
imposed by the capability curves allows the final DC-side power
and actual corresponding SoC variation to be calculated.

3. Mathematical formulations for modeling of BESS perfor-
mance

MILP involves discrete and non-discrete decision variables
with linear objective functions and constraints. It is widely used
in optimization problems for planning and scheduling applica-
tions owing to its relatively simple resolution owing to the avail-
ability of very efficient commercial solvers and the guarantees for
global optimality.
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Fig. 1. (a) Operational and (b) modeling architectures for BESS system representation.
Fig. 2. (a) BESS performance map for evaluation of storage efficiency. (b) BESS capability curves that represent BMS limits.
As presented in Section 2, BESS modeling is characterized by
everal nonlinearities, including BESS efficiency, capability limits,
nd auxiliary consumption. In this section, we introduce three
ifferent MILP-based mathematical approaches to deal with the
on-linearities of BESS efficiency; these models implement a
iecewise linearization of the BESS performance map with di-
erse strategies. Each approach has advantages and drawbacks,
ainly in terms of the modeling accuracy and computational
ffort. The objective is to develop a library of possible formu-
ations to accurately model the BESS performance within the
ptimization problems typically used for the daily scheduling of
nergy storage assets. Moreover, the presented models could use
ny performance data coming from either on-field experimental
ampaigns or ad-hoc simulations as inputs, showing potential for
ccurately representing the real-life behavior of a BESS through a
etailed mathematical model.
The following sub-sections describe these three formulations,

ntroducing the most important characteristic constraints for
ach. The mathematical formulation for each modeling approach
s completely described in Appendix A. The overall modeling
pproach is complemented by two further sets of constraints that
eal with the BMS capability limits and the energy consump-
ion of the auxiliary systems. The corresponding mathematical
ormulation is presented in Appendix B.

.1. First approach: triangle formulation

The first MILP-based formulation builds on the linearization
f the BESS performance map through an ensemble of flat trian-
les; accordingly, it is called triangle formulation. The sampling
oints representing the BESS performance map were elaborated
o develop two look-up tables (LUTs), characterizing either the
ischarging or charging phase. The obtained LUTs correlated the
oC and DC-side and AC-side powers, and they are made of
-tuples:
4

Table 2
BESS performance look-up table (LUT) for triangle formulation of discharging
phase.
PAC [p.u.] SoC [%]

0 15 50 85 100

PDC [p.u.]

0 0.0000 0.0000 0.0000 0.0000 0.0000
0.05 0.0367 0.0367 0.0371 0.0346 0.0346
0.09 0.0826 0.0826 0.0826 0.0798 0.0798
0.18 0.1628 0.1628 0.1737 0.1704 0.1704
0.36 0.3464 0.3464 0.3503 0.3447 0.3447
0.54 0.5109 0.5109 0.5210 0.5199 0.5199
0.72 0.6708 0.6708 0.6914 0.6861 0.6861
0.9 0.8351 0.8351 0.8519 0.8341 0.8341
1.07 1.0012 1.0012 1.0213 1.0000 1.0000

• [Pdis,DC
i , SOCdis

j , Pdis,AC
i,j ] for the LUT for the discharging

phase
• [Pcha,AC

i , SOC cha
j , Pcha,DC

i,j ] for the LUT for the charging phase.

Table 2 presents the LUT elaborated for the discharging phase:
it correlates the SoC and DC-side power with the AC-side power.
Considering the roundtrip efficiency reported in [23], assuming
the same efficiencies for the charging and discharging phases, the
LUT for the charging phase can be defined in a similar way.

Given that four adjacent sampling points belong to the LUT,
it is possible to isolate the rectangle resulting from the union of
these points and draw two triangles cutting it along the diagonal.
The obtained triangles can be distinguished as upper and lower
triangles that share a hypotenuse; this is presented in Fig. 3(a),
where the 2-D representation of four adjacent rectangles pivot-
ing around a sampling point (i,j) is shown. Fig. 3(b) expands a
single rectangle to a 3-D representation, where two flat triangles
approximate the curved surface representing a slice of the BESS
performance map. Finally, the full piecewise linearization for the
LUT of the discharging phase used in the triangle formulation
takes the form shown in Fig. 3(c). A corresponding linearization
was also performed for the LUT of the charging phase.



F. Bovera, M. Spiller, M. Zatti et al. Sustainable Energy, Grids and Networks 36 (2023) 101152

f

c
c
F
t
[

o
p
t

m

z

h

h

w
r
p
u

Fig. 3. (a) 2-D graphical representation of triangle formulation approach. (b) 3-D graphical representation of triangle formulation approach. (c) Application of triangle
ormulation approach to 3-D BESS performance map.
b
T
r

a
h
n
s
d
e
m

3

t
t
k
i
h
b

t
a
f
a
P
i
c
o
t
(
c
o

The current AC-side power provided by the BESS was cal-
ulated by selecting a single triangle h among all the triangles
onstituting the linearized BESS performance map, as shown in
ig. 3(c). The selected triangle was uniquely defined by three ver-
ices, corresponding to three sampling points (e.g., [i, j] [i + 1, j]
i + 1, j + 1]). The final values of the AC-side power and those
f the corresponding SoC and DC-side power were obtained by
roperly weighting these three sampling points, moving within
he flat area that defined the selected triangle.

The described procedure is expressed through the following
athematical constraints:∑
i

∑
j

ychai,j,t = zchat , 0 ≤ ychaj,t ≤ 1 ∀t (1a)∑
i

∑
j

ydisi,j,t = zdist , 0 ≤ ydisj,t ≤ 1 ∀t (1b)

cha
t + zdist ≤ 1 ∀t (1c)∑
i

∑
j

(
hup cha
i,j,t + hlow cha

i,j,t

)
= zchat ∀t (1d)

∑
i

∑
j

(
hup dis
i,j,t + hlow dis

i,j,t

)
= zdist ∀t (1e)

up cha
i+1,j+1,t + hlow cha

i+1,j+1,t + hlow cha
i,j+1,t + hup cha

i+1,j,t

+ hup cha
i,j,t + hlow cha

i,j,t ≥ ychai,j,t ∀t (1f)
up dis
i+1,j+1,t + hlow dis

i+1,j+1,t + hlow dis
i,j+1,t + hup dis

i+1,j,t

+ hup dis
i,j,t + hlow dis

i,j,t ≥ ydisi,j,t ∀t (1g)

here t identifies the time; ydisi,j,t and ychai,j,t are continuous variables
anging from 0 to 1 used to assign a weight to each sampling
oint;

(
hup cha
i,j,t , hlow cha

i,j,t

)
and

(
hup dis
i,j,t , hlow dis

i,j,t

)
are binary variables

sed to select the corresponding triangle; and zcha and zdis are
t t

5

inary variables regulating the charging/discharging dichotomy.
he full set of constraints used for the triangle formulation is
eported and illustrated in Appendix A.

The dense interpolation of the performance map under the tri-
ngle method is expected to accurately represent BESS efficiency;
owever, owing to the large number of variables, especially bi-
ary variables, a high computational effort will be needed to
olve the optimal scheduling problem. To solve this issue, we
eveloped a mathematical formulation that could model BESS
fficiency through a simplified representation of the performance
ap.

.2. Second approach: stepwise formulation

The second MILP-based formulation involves approximating
he BESS performance map through a stepwise function where
he efficiency value in the contour of a sampling point [i, j] is
ept constant and equal to the sampling point value. This makes
t possible to linearize the BESS efficiency in a stepwise manner;
owever, this will result in the limitation of step-way variation
etween a working operation point and the adjacent ones.
Stepwise LUTs are developed through the parametrization of

hree quantities linked to BESS operations: power required, SoC,
nd BESS operating efficiency. Fig. 4(a) presents the stepwise
ormulation concept in a 2-D graphical form. The efficiency profile
t a fixed SoC value (corresponding to index j) and for different
AC levels is indicated by a black line. A step function (in red)
s built around each sampling point such that the efficiency is
onsidered constant within a specific interval i in the contour
f a sampling point. Fig. 4(b) represents the 3-D evolution of
he stepwise concept: the red contour of each sampling point
where efficiency is constant) is now a 2-D space, enabling the
onstruction of many stepwise, flat surfaces for different values
f both SoC and P .
AC



F. Bovera, M. Spiller, M. Zatti et al. Sustainable Energy, Grids and Networks 36 (2023) 101152

i

Fig. 4. (a) 2-D graphical exemplification of stepwise approach; and (b) approximation of BESS performance map through stepwise formulation.
Fig. 5. Graphical representation of a single cell of the LUT for the discharging
phase.

In the stepwise formulation, each LUT (both charge and dis-
charge phases) appears as a 2-D array, wherein every single
efficiency value corresponds to a cell delimited by two subse-
quent breakpoints of power (along i) and SoC (along j), as shown
n Fig. 5. This means that:

• for the discharging phase, ηdis
i,j is identified by

(
Pdis,DC
i , Pdis,DC

i+1

)
and

(
SOCdis

j , SOCdis
j+1

)
; and

• for the charging phase, ηcha
i,j is identified by

(
Pcha,AC
i , Pcha,AC

i+1

)
and

(
SOC cha

j , SOC cha
j+1

)
.

The breakpoints for power and SoC lie halfway between the
sampling points of the performance map (see Fig. 2(a)). This
means that the number of breakpoints in the stepwise LUTs will
be respectively (I+1) and (J+1), where I and J are the number of
sampled points in Fig. 2(a).

Through the mathematical formulation of the stepwise ap-
proach, a cell from the LUTs for the charging and discharging
phases that models the current BESS operations can be chosen.
The following constraints are used for this selection: xchai,j,t and
xdisi,j,t , which are binary variables used to activate a specific cell
(i.e., a power-SoC interval [i, j]) in a given time instant t; and
zchat and zdist , which are binary variables that regulate the charg-
ing/discharging dichotomy. The full set of constraints used for the
stepwise formulation is reported and illustrated in Appendix A.∑

i

∑
j

xdisi,j,t = zdist , xdisi,j,t ∈ [0, 1] ∀t (2a)∑
i

∑
j

xchai,j,t = zchat , xchai,j,t ∈ [0, 1] ∀t (2b)

dis cha
zt + zt ≤ 1 ∀t (2c)

6

xchai,j,t ∗ Pcha,AC
i,t ≤ pcha,ACi,j,t ≤ xchai,j,t ∗ Pcha,AC

i+1,t ∀t (2d)

xi,j,t ∗ Pdis,DC
i,t ≤ pdis,DCi,j,t ≤ xi,j,t ∗ Pdis,DC

i+1,t ∀t (2e)

xchai,j,t ∗ SOC cha
j,t ≤ socchai,j,t ≤ xchai,j,t ∗ SOC cha

j+1,t ∀t (2f)

xdisi,j,t ∗ SOCdis
j,t ≤ socdisi,j,t ≤ xi,j,t ∗ SOCdis

j+1,t ∀t (2g)

The stepwise formulation, which includes a few binary vari-
ables, is expected to reduce the computational effort required
with respect to that under the triangle approach. In the step-
wise formulation, the accuracy of the modeling and the com-
putational effort increase with the number of steps considered;
consequently, a proper trade-off is required.

3.3. Third approach: fast-piecewise formulation

The two formulations proposed thus far have contrasting char-
acteristics. The triangle formulation is more accurate in emu-
lating the BESS performance but requires more variables and
constraints. On the other hand, the stepwise formulation exploits
a few variables and requires lower computational effort but at the
cost of a reduced accuracy. Considering this, the third approach
attempts to reduce the number of variables needed with respect
to the triangle model while keeping the accuracy of the model
as high as possible. This limits the computational time, making
the approach fast enough to be applicable in situations where
almost real-time BESS operations are needed. Accordingly, this
formulation is called fast-piecewise formulation.

In fast-piecewise formulation, the operating setpoint of the
BESS is determined by assigning a weight to each sampling point
without imposing that the interpolating points be adjacent. This
means that it is possible to avoid introducing the triangle vari-
ables h, providing freedom for choosing how to appropriately
weight each sampling point of the LUTs in the optimization pro-
cedure. The LUTs were again defined in terms of AC-side power,
DC-side power, and SoC.

However, the absence of these ‘‘proximity’’ constraints risks
hindering the modeling accuracy because of two main issues.
First, if the LUT is highly nonlinear, the interpolation between
two nonconsecutive sampling points is very detrimental. This is
clearly represented for the generic 2-D case in Fig. 6(a), where
a non-linear function is presented; this shows how interpolation
between two distant sampling points induces a large modeling
error. To solve this problem, it is necessary to split the curve
(and thus the LUT) into more parts, which reduces the error but
increases the formulation complexity (Fig. 6(b)). This linearity
problem is not an issue for representing the BESS performance
because the surface in Fig. 3(a) shows limited nonlinearity.
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Fig. 6. (a) Interpolation error due to the absence of the proximity constraint in fast-piecewise formulation; (b) solution for the modeling error induced by the absence
of the proximity constraint that is obtained splitting the curve, and consequently the corresponding LUT, in two parts.
Second, because fast-piecewise LUTs are not ordered (i.e., the
oncept of adjacency does not exist), it is not possible to include
zero-power sampling point among them. Indeed, this would in-
roduce strong nonlinearity because the efficiency is not defined
or a power setpoint equal to zero (i.e., ηBESS =

PdisAC
PdisDC

=
0
0 = ND);

this is demonstrated using the numerical example in Appendix C.
Due to this second issue, the formulations of fast-piecewise

LUTs do not include zero-power values. To provide the possibility
of idle BESS operations during optimization (i.e., power set-point
equal to zero), a further binary variable that identifies moments
in the idle condition, has been introduced (z idlet ). Overall, the
fast-piecewise formulation is based on

• two 3-D LUTs for the discharging ([Pdis,DC
j , SOCdis

j , Pdis,AC
j ])

and charging ([Pcha,AC
i , SOC cha

i , Pcha,DC
i ]) phases, equivalent

to the one exploited under triangle formulation, with the
exclusion of zero-power points; and

• one 1-D LUT for the idle condition (SOC idle
k ), including only

SoC values (AC-side and DC-side powers are equal to zero
(by definition) and can hence be neglected).

The absence of the proximity constraint in the fast-piecewise
formulation allows for a more slender formulation, as reported
below, where ydisj,t , y

cha
i,t and yidlek,t are continuous variables ranging

from 0 to 1 that were used to perform the linear interpolation
between the sampling points of the LUT in a given time instant t.
he summation over the points within the LUT should be either 1
r 0, depending on whether the BESS is charging, discharging, or
dle; accordingly, zchat , zdist and z idlet are binary variables regulating
he charging, discharging, or idle trichotomy operations.∑
j

ydisj,t = zdist , 0 ≤ ydisj,t ≤ 1 ∀t (3a)∑
i

ychai,t = zchat , 0 ≤ ychaj,t ≤ 1 ∀t (3b)∑
k

yidlek,t = z idlet , 0 ≤ yidlek,t ≤ 1 ∀t (3c)

. Model validation: measurement of performances of devel-
ped MILP-based formulations

The MILP-based formulations were compared to the numerical
imulation presented in [23] for comparison; a common power
et-point was placed on a generic BESS whose performances were
lternatively modeled through the three MILP-based formulations
7

and the numerical model presented in [20]. Tests were conducted
on a 32 GB RAM and Intel I9X-8 core 4 GHz processor.

Fig. 7 shows the power profile adopted in the validation pro-
cedure, which was obtained from the IEC 62660-1 testing profile.
The exploited power profile ranged from 1 p.u. in the discharge
mode to 0.5 p.u. in the charging mode and lasts for 400 min. Mod-
ifications with respect to the IEC 62660-1 cycle were introduced
to cover the entire BESS capacity, which ranged from 100 to 0%
SoC during testing. The BESS characteristics considered for the
validation procedure coincided with a nominal energy of 1000
kWh and a nominal power of 440 kW for an Energy-to-Power
Ratio (EPR) of 2.27.

Three key performance indicators (KPIs) were exploited for the
validation procedure:

• Mean Average Error (MAE) of BESS efficiency (Eq. (4a));
• MAE of SoC profile (Eq. (4b)); and
• Maximum SoC error evaluated with respect to the overall

energy cycle (Eq. (4c)).

The third indicator, called the SoC Maximum Relative Error (MRE),
is calculated as the maximum SoC differential between the nu-
merical simulation and MILP-based models (expressed in kWh),
divided by the total energy cycled by the BESS during testing.

MAEefficiency =
1
n

n∑
i=1

efficiencysimulink,i − efficiencypyomo,i (4a)

MAESOC =
1
n

n∑
i=1

SoCsimulink,i − SoCpyomo,i (4b)

MRESoC =
∆SoCmax ∗ Enom∫

PBESS
AC · dt

(4c)

4.1. Results of validation procedure

The results of the validation procedure are reported in Fig. 8.
As already mentioned, the numerical simulation presented in [23]
was used as a reference benchmark. The comparison results re-
vealed that the triangle formulation showed the highest accuracy
in estimating the BESS efficiency, both in terms of shape and
absolute terms. The fast-piecewise formulation performed well
when the BESS was operated at standard SoC values, but showed
some errors when the BESS was discharging at very low SoC
values. Finally, the stepwise model was less accurate, with dif-
ferences in both the shape and the efficiency value, which varied
between +4 and −2%.
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Fig. 7. Test cycle adopted for the validation procedure of the three MILP-based formulations.
Fig. 8. Comparison of BESS efficiency evaluated on the validation cycle with that of the developed MILP-based formulations and the benchmark numerical simulation
presented in [20].
Regarding the efficiency, the estimation of the SoC profile
could also be used as a proxy for modeling the accuracy. Fig. 9
shows that the SoC profiles are substantially aligned; however,
differences sprung up as time passed due to the differences in the
charging/discharging efficiencies and the intervention of capabil-
ity limits when the SoC value became low. This suggested that the
real and estimated (using the model) values of the SoC should be
periodically aligned to guarantee correctness in the operations of
the BESS.

Table 3 reports the KPIs calculated for each MILP-based model,
together with the computational effort required for the sim-
ulation. The SoC MRE made it possible to highlight how the
fast-piecewise method showed the best computational perfor-
mance among those under all the three methods. Moreover, it
coherently showed that the degree of accuracy increased with the
computational effort.
8

5. Model testing: optimizing BESS scheduling in a real-life case
study

The three developed models were validated, meaning their
performances could be compared with that of a benchmark nu-
merical model. A further testing procedure was useful in under-
standing how modeling performance could affect the results of an
optimization process aimed at defining the operational schedule
of a generic BESS. This was done by testing the MILP-based
models on a real-life case study coinciding with a building of the
Politecnico di Milano University campus located in the northern
part of Milan. This building hosts classrooms and offices, having
a high-power demand during the central part of the day (peak
load of approximately 350 kW) and baseload consumption during
the night (minimum load of 150 kW). The building load can be
satisfied through a PV power plant connected under the same
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Fig. 9. Comparison between the evolution of the benchmark SoC during the simulation and the SoC values estimated by the three developed models.
Table 3
KPIs for MILP-based models.
MODEL MAESoC [%] MAEefficiency [%] MRESoC [%] Computational Effort [s]

Triangle 0.79 2.08 0.42 672
Stepwise 1.02 2.39 0.44 302
Fast-piecewise 0.91 2.46 0.51 10
Fig. 10. Case study architecture considered for testing procedure.
low voltage (LV) substation; the PV plant has a nominal power
of 800 kW, which is almost 230% of the peak load value; the case
study is presented in Fig. 10. The testing procedure considered
the power demand and data on the PV-produced power for three
consecutive days.

Within the optimization problem, the BESS can charge and
discharge whenever an optimal situation arises. The objective
function involves the minimization of operating costs; the final
variable considers the expenditure for the energy withdrawn
from the public grid (eebill) and the revenues coming from selling
energy. The energy sold (eesold) coincides with the energy injected
into the public grid and is valued at the zonal market price (Pzonal).
On the other hand, the electricity purchased (eepurch) is paid
according to a trinomial structure, with a fixed component (ΩPOD,
in euro per point of connection); a power-based component
(ΩkW, in euro per kW of peak power withdrawn ee with,MAX); and
an energy-based component (the zonal price Pzonal, in euro per
kWh of energy volume withdrawn). Finally, the electricity balance
within the internal private grid includes the power produced by
the PV plant (EEPV); the electricity demand (EELOAD); the power
charged (ee BESS,charge) and discharged (eeBESS,discharge) by the BESS;
and, possibly, the energy injected or withdrawn from the pub-
lic grid. The formulations for the objective function, electricity
bill, and energy balance are reported in Eq. (5a), (5b) and (5c),
9

respectively.

minimize

(
eebill −

∑
t

(
eesoldt ∗ Pzonal

t

))
(5a)

ebill =

∑
t

(
eepurcht ∗ Pzonal

t

)
+ ΩkW

∗ eewith,MAX
+ ΩPOD (5b)

eeint = eeoutt
eeint = EEPV

t + eeBESS,discharget + eepurcht

eeoutt = EELOAD
t + eeBESS,charget + eesoldt

(5c)

Considering that the production of the PV plant cannot be
controlled in a situation without the BESS, there will be some
energy withdrawal during night-time and some injection during
daytime (Fig. 11). The following sub-section compares the eco-
nomic results of this reference situation (without any BESS) with
a configuration obtained by adding a BESS rated 250 kW and 550
kWh; the BESS was alternatively scheduled by exploiting each of
the three previously introduced MILP-based models.

While power injection has fully energy-based remuneration,
energy withdrawal is valued in the electricity bill according to
a mixed, capacity, and energy-based payment. In this context, a
BESS is expected to provide the following:

- an arbitrage service, exploiting the different market prices
during the time considered; and
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Fig. 11. Power exchanges during the three days of the testing procedure: reference configuration without any BESS.
Table 4
Technical and economic results of the testing procedure.

u.m. Ref. Case
W/O BESS

With BESS
Stepwise Model

With BESS
Triangle Model

With BESS
Fast-Piecewise
Model

Technical Data

Consumption kWh 18,068 18,299 18,421 18,413
Production kWh 9,474 9,474 9,474 9,474
Self-consumption kWh 7,682 8,951 8,860 8,720
Withdrawal kWh 10,385 9,347 9,560 9,693
Peak power
withdrawn

kW 314 267 295 294

Injection kWh 1,792 523 614 754
BESS-mean efficiency % – 89.70% 91.34% 91.74%
BESS-energy cycled kWh – 3,033 3,368 3,487
BESS-auxiliary
demand

kWh – 105 84 83

Economic Data

Bill-power comp. (A) =C 1,580 1,340 1,485 1,476
Bill-energy comp. (B) =C 5,775 4,775 4,723 4,766
Bill-PoD comp. (C) =C 122 122 122 122
Bill–total (D=A+B+C) =C 10,244 8,628 8,763 8,845
Electricity sold (E) =C 1,112 315 371 476
Opex (D - E) =C 9,132 8,313 8,393 8,369
p
f
5

f
B
(
a
t
u
−

O

- a peak-shaving service, reducing the peaks in power with-
drawal as much as possible.

5.1. Results of testing procedure

Optimized scheduling over a three-day horizon using a 15 min
ime-step was carried out by exploiting the three MILP-based
ESS models; the technical and economic results are presented
n Table 4.

Examining the technical performances shown in Table 4, the
nergy consumption increases with respect to the reference case
without the BESS), owing to the presence of an energy demand
rom the BESS auxiliaries and some energy losses during the
harging and discharging cycles of the BESS. This higher energy
emand varies from a maximum of +2% (fast-piecewise model)
o a minimum of +1.2% (stepwise model), depending on the
odel.
Second, the BESS supports an increase in the self-consumption

f PV generated power, with small differences between the differ-
nt BESS modeling approaches, with the self-consumption being
10
15% greater than that in the reference case. Additionally, both
the withdrawal and injection of energy were consequences of
the self-consumption level. Indeed, greater self-consumption of
energy implies that less energy has been withdrawn and injected.

Third, peak power withdrawal (calculated on a 15-minutes
base) decreased owing to the BESS, confirming that the BESS had
been exploited to provide a peak-shaving service, driven by the
presence of a =C/kW tariff on the peak capacity withdrawn. The
eak power decreased by 20 kW under both the triangle and
ast-piecewise models, with its decrease ranging between 40 and
0 kW under the stepwise model.
Differences considered from a technical standpoint also re-

lected the economic results. Particularly, while the impact of the
ESS modeling approach on the overall operating expenditures
coinciding with the objective function) seemed modest, within
range of +/−1%, looking at the single cost components, cer-

ain differences could be observed. Indeed, the stepwise model
nderestimated the costs associated with peak power, with a
10% estimation with respect to that under the triangle model.
n the other hand, differences in the energy cost estimation were



F. Bovera, M. Spiller, M. Zatti et al. Sustainable Energy, Grids and Networks 36 (2023) 101152

s
v

s
P

m
p
t
e
p
f
c
n
t
i
p

t
i
r
B
b
i
o

Fig. 12. Power exchanges during the three days of testing procedure. Configuration with an installed BESS and the exploitation of the triangle modeling approach.
maller, while they remained when considering the estimated
alue of energy injection.
Finally, when looking at the BESS power profiles, the different

ervices for which the BESS was exploited could be classified.
articularly, the following observations were obtained (Fig. 12).

- The BESS was charging both during the night-time, when
prices (red dashed line) were low, and during the daytime,
but only when there over-generation from the PV; the en-
ergy coming from the PV panels was stored in the BESS
instead of being injected into the grid;

- The BESS was discharging during the morning and evening
load ramps, which was exacerbated by the PV plant, due to
which the power went from being withdrawn and injected
into the grid and vice versa (from 6:00 to 10:00 and from
16:00 to 20:00).

Power was discharged during the net-load ramps to reduce the
energy withdrawal during hours characterized by high prices (red
dashed line). Indeed, the peak power withdrawal was increased
during the night when prices were lower to exploit the energy
stored during more expensive hours.

6. Conclusion

This study presents three novel mathematical approaches to
odel complex BESS performances that consider both storage
arameters (SoC and C-rate) and external conditions (ambient
emperature and auxiliary consumption). The presented models
xplored the trade-off between modeling accuracy and com-
utational effort. Particularly, the fast-piecewise mathematical
ormulation resulted in a good compromise, providing a great
omputational performance and proper modeling accuracy. Fi-
ally, a testing procedure based on a real-life case study showed
hat the different BESS modeling approaches could significantly
mpact the optimization results, with different operational set-
oints being imposed on the BESS schedule.
The development of new mathematical formulations to model

he complexity of BESS performance is fundamental for schedul-
ng them optimally, particularly with the growing need for near
eal-time optimization tools for multi-energy systems where
ESS play a key role. This study presented three different MILP-
ased formulations, validating them against a benchmark numer-
cal model exploiting an IEC 62660-1 based test cycle. Two out
f the three models showed a fundamental imbalance between
11
the computational time and modeling accuracy. However, the
fast-piecewise formulation resulted in a good balance between
the two, showing a great potential for application in near real-
time problems requiring a high modeling accuracy. Finally, the
study reported a test case wherein all the three models developed
were tested on a real-life case study. The results showed that ex-
ploiting modeling tools with slightly different performances could
greatly diversify the optimization results, which is fundamental
for the on-field application of optimization tools, and hinder the
requested rate of return for a BESS investment.

Table 5 summarizes the main advantages and drawbacks of
the three modeling approaches introduced in the study. As re-
ported in Table 3, the triangle formulation shows the highest
accuracy, but suffers from a significant burden in terms of needed
computational time. The stepwise formulation halves the com-
putational time, but loses in precision. Finally, the fast-piecewise
formulation has a computational time that is almost two orders
of magnitude lower than the triangle one, while at the same
time containing the accuracy loss, possibly overperforming the
stepwise approach. In addition, the fast-piecewise formulation
allows, when building the BESS performance map through an
on-field testing campaign, to sample and characterize it even
only in a partial manner, still keeping the modeling accuracy
high; however, this is possible only if non-linearities in BESS
performance are confined to specific operational regions: for per-
formance maps strongly non-linear, the fast-piecewise approach
should be excluded.

The obtained results allow to draw two main conclusions.
First, it is possible to formulate and exploit specific approaches
dedicated to BESS modeling that show a proper trade-off between
accuracy and computational effort. The fast-piecewise method,
thanks to its fast computation time, could fit with a Model Pre-
dictive Control (MPC) strategy for real-time BESS operations, cou-
pling it with appropriate state-forecast simulation tools. This kind
of application could be particularly relevant in the context of con-
trol architectures based on edge computing, where the optimal
operation of the assets near real-time is left to on-field controllers
rather than to cloud ones. Second, the exploitation of different
modeling approaches for BESS performance simulation can result
in very diverse operational setpoints, thus largely changing the
economic profit coming from BESS operations. This aspect holds
significant importance considering the growing emphasis on ser-
vices and revenue stacking, which has emerged as a promising
means of recouping BESS investments. When multiple services
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Table 5
Comparison of the developed modeling approaches.
MODEL Advantages Disadvantages

Triangle • High accuracy • High computational time
• Need to characterize the whole
performance map

Stepwise • Average computational time • Low accuracy
• Need to characterize the whole
performance map

Fast-piecewise • Very low computational time
• Good accuracy (with smooth
performance map)
• Possibility to characterize the
performance map only partially

• Limited application for highly
non-linear performance maps
A

t

[

[

coincide across various time horizons, ranging from month-ahead
to intra-day, employing an appropriate modeling approach can
make a substantial difference as each scheduling step influences
subsequent ones. Therefore, it is possible to employ a highly accu-
rate modeling approach, such as the triangle model, for long and
mid-term optimization scheduling, while leveraging the low la-
tency of a lightweight modeling approach, like the fast-piecewise
model, for short-term operations.

Three main considerations still remain. First, it is necessary to
nderstand the resilience of each modeling approach with respect
o the different types of electrochemical storage technologies.
his analysis is expected to be affected by the non-linearities
hown by each storage technology within its own performance
ap. Second, it is necessary to evaluate the impact of battery
ging on BESS modeling; the contribution of both calendar and
ycling aging on the variation of the BESS performance map in
ime should be quantitatively assessed. Third, for the real-time
ptimization of the BESS power set-point, it is necessary to de-
elop a tool that can monitor the state-of-health and performance
f the BESS and consequently update the LUT and optimization
arameters of the BESS in a coherent manner.
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ppendix A. Complete mathematical formulation of devel-
ped models

The complete mathematical formulation for all the three mod-

ling approaches presented in the paper is reported below.

12
.1. Triangle formulation

In the triangle formulation, BESS operating setpoint is defined
hrough the following constraints, where t is the optimization
period, i and j are the indexes of the charging and discharging
LUTs.

[Bool]
∑

i

∑
j

ychai,j,t = zchat , 0 ≤ ychaj,t ≤ 1 ∀t (A.1a)

[Bool]
∑

i

∑
j

ydisi,j,t = zdist , 0 ≤ ydisj,t ≤ 1 ∀t (A.1b)

[Bool] zchat + zdist ≤ 1 ∀t (A.1c)

[p.u.] pdis,DC
t =

∑
i

∑
j

Pdis,DC
i,t ∗ydisi,j,t ∀t (A.1d)

[p.u] pdis,AC
t =

∑
i

∑
j

Pdis,AC
i,j,t ∗ydisi,j,t ∀t (A.1e)

[p.u.] pcha,DC
t =

∑
i

∑
j

Pcha,DC
i,j,t ∗ychai,j,t ∀t (A.1f)

[p.u.] pcha,AC
t =

∑
i

∑
j

Pcha,AC
i,t ∗ychai,j,t ∀t (A.1g)

[%] soct =

∑
i

∑
j

SOCdis
j,t ∗y

dis
i,j,t

+

∑
i

∑
j

SOCcha
j,t ∗ychai,j,t ∀t (A.1h)

kWh] EBESS,nom
∗soct = et ∀t (A.1i)

kWh] eBESSt = eBESSt−1 +

(
pcha,DC
t − pdis,DC

t

)
∗PBESS,nom

∗∆t ∀t (A.1j)

[Bool]
∑

i

∑
j

(
hup cha
i,j,t + hlow cha

i,j,t

)
= zchat ∀t (A.1k)

[Bool]
∑

i

∑
j

(
hup dis
i,j,t + hlow dis

i,j,t

)
= zdist ∀t (A.1l)

[Bool] hup cha
i+1,j+1,t + hlow cha

i+1,j+1,t + hlow cha
i,j+1,t

+hup cha
i+1,j,t + hup cha

i,j,t + hlow cha
i,j,t ≥ ychai,j,t ∀t (A.1m)

[Bool] hup dis
i+1,j+1,t + hlow dis

i+1,j+1,t + hlow dis
i,j+1,t

+hup dis
i+1,j,t + hup dis

i,j,t + hlow dis
i,j,t ≥ ydisi,j,t ∀t (A.1n)

[Bool] hup cha
0,j,t = hlow cha

0,j,t = hup cha
i,0,t = hlow cha

i,0,t = 0 ∀t (A.1o)

[Bool] hup dis
0,j,t = hlow dis

0,j,t = hup dis
i,0,t = hlow dis

i,0,t = 0 ∀t (A.1p)

[Bool] hup cha
6,j,t = hlow cha

6,j,t = hup cha
i,10,t = hlow cha

i,10,t = 0 ∀t (A.1q)

[Bool] hup dis
= hlow dis

= hup dis
= hlow dis

= 0 ∀t (A.1r)
6,j,t 6,j,t i,10,t i,10,t
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Equations (A.1a), (A.1b) and (A.1c) distinguish charging and
discharging operations, where ydisi,j,t and ychai,j,t are continuous vari-
ables ranging from 0 to 1, used to perform the convex hull of the
sampling points [i, j] in a given time instant. Their summation
over all the points within the LUT should be equal to 1 or 0,
depending on whether the BESS is charging or discharging, ac-
cordingly. Finally, zchat and zdist are binary variables regulating the
charging/discharging dichotomy. Equations from (A.1d) to (A.1h)
define the linear interpolation between the sampling points:
based on the values assumed by ydisi,j,t and ychai,j,t , a specific weight is
assigned to the LUT values (DC power, AC power and SoC, either
in the discharging or charging phase). Hence, the corresponding
variables (pdis,DCt , pdis,ACt , pcha,DCt , pcha,DCt , soct ) are calculated as the
weighted sum of the LUT values, where weights are provided
by ydisi,j,t and ychai,j,t . Eq. (A.1i) links the SoC value to the energy
content of the storage, updated in every time interval according
to the power exchanged by the BESS and Eq. (A.1j) enforces the
energy storage level according to the power exchanged by the
BESS. Eqs. (A.1k) and (A.1l) introduce the triangle binary variables(
hup cha
i,j,t , hlow cha

i,j,t

)
and

(
hup dis
i,j,t , hlow dis

i,j,t

)
: they represent the upper

and lower triangles defined for each 4-tuple of adjacent sam-
pling points. Thanks to such two equations, the triangle binary
variables are equal to one when the specific triangle is activated,
zero otherwise. Eqs. (A.1m) and (A.1n) limits the ydisi,j,t and ychai,j,t
variables to be different from zero only when the corresponding
triangle is selected thanks to the previous three equation. This
way, the convex hull is computed among the vertexes of the
specific triangle that contains the current BESS setpoint. The
last four Equations (from (A.1o) to (A.1r)) are there to force
the deactivation of the boundary triangles, which are all those
triangles actually laying outside of the performance map (hence
making no sense, physically speaking), but still needed to keep
the mathematical formulation consistent.

A.2. Stepwise formulation

In the stepwise formulation, BESS operating setpoint is defined
through the following constraints, where, t is the calculation
period, i, j and k are the indexes of charging, discharging and idle
LUTs.

[Bool]
∑

i

∑
j

xdisi,j,t = zdist , xdisi,j,t ∈ [0, 1] ∀t

(A.2a)

[Bool]
∑

i

∑
j

xchai,j,t = zchat , xchai,j,t ∈ [0, 1] ∀t

(A.2b)

[Bool] zdist + zchat ≤ 1 ∀t
(A.2c)

[p.u.] xchai,j,t∗P
cha,AC
i,t ≤ pcha,ACi,j,t ≤ xchai,j,t∗P

cha,AC
i+1,t ∀t

(A.2d)

[p.u.] xi,j,t∗P
dis,DC
i,t ≤ pdis,DCi,j,t ≤ xi,j,t∗P

dis,DC
i+1,t ∀t

(A.2e)

[p.u.] pdis,ACt =

∑
i

∑
j

pdis,DCi,j,t ∗ηdis
i,j ∀t

(A.2f)

[p.u.] pcha,DCt =

∑
i

∑
j

pcha,ACi,j,t ∗ηcha
i,j ∀t

(A.2g)

[%] xchai,j,t∗SOC
cha
j,t ≤ socchai,j,t ≤ xchai,j,t∗SOC

cha
j+1,t ∀t
(A.2h)
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[%] xdisi,j,t∗SOC
dis
j,t ≤ socdisi,j,t ≤ xi,j,t∗SOCdis

j+1,t ∀t
(A.2i)

[%] soct =

∑
i

∑
j

(
socchai,j,t + socdisi,j,t

)
∀t

(A.2j)

kWh] eBESSt = EBESS,nom
∗soct ∀t

(A.2k)

kWh] eBESSt = eBESSt−1 +

(
pcha,DCt − pdis,DCt

)
∗PBESS,nom

∗∆t ∀t

(A.2l)

Equations (A.2a), (A.2b) and (A.2c) distinguish charging and
ischarging operations, where xchai,j,t and xdisi,j,t are binary variables
sed to activate a specific power-SoC interval [i, j] (a ‘‘step’’)
n a given time instant t. As a consequence, zchat and zdist , also
inary variables, regulate the charging/discharging dichotomy.
qs. (A.2d) and (A.2e) identify the powers intervals to be acti-
ated in the given time period for both the charging and the
ischarging phases; the same formulation is exploited for the SoC
n Eqs. (A.2h) and (A.2i). Eqs. (A.2f) and (A.2g) allow to calculate
he AC-side discharging or DC-side charging power corresponding
o the selected operating interval through the application of the
ischarging or charging efficiency (parameters derived from the
orresponding LUT). Finally, Eqs. (A.2j) and (A.2k) correlate the
UT identification of the SoC with the current value of energy
tored in the BESS, expressed in kWh. Eq. (A.2l) updates the
nergy storage level according to the power exchanged by the
ESS, ensuring the coherence between SoC update and power
xchanged.

.3. Fast-piecewise formulation

In the fast-piecewise formulation, BESS operating setpoint is
efined through the following constraints, where, t is the calcu-
ation period, i, j and k are the indexes of charging, discharging
nd idle LUTs.

[Bool]
∑

j

ydisj,t = zdist , 0 ≤ ydisj,t ≤ 1 ∀t (A.3a)

[Bool]
∑

i

ychai,t = zchat , 0 ≤ ychaj,t ≤ 1 ∀t (A.3b)

[Bool]
∑
k

yidlek,t = z idlet , 0 ≤ yidlek,t ≤ 1 ∀t (A.3c)

[Bool] zdist + zchat + z idlet ≤ 1 ∀t (A.3d)

[p.u.] pdis,DCt =

∑
j

Pdis,DC
j,t ∗ydisj,t ∀ft (A.3e)

[p.u.] pdis,ACt =

∑
j

Pdis,AC
j,t ∗ydisj,t ∀t (A.3f)

[p.u.] pcha,DCt =

∑
i

Pcha,DC
i,t ∗ychai,t ∀t (A.3g)

[p.u.] pcha,ACt =

∑
i

Pcha,AC
i,t ∗ychai,t ∀t (A.3h)

[p.u.] soct =

∑
j

SOCdis
j,t ∗ydisj,t

+

∑
i

SOC cha
i,t ∗ychai,j,t +

∑
k

SOC idle
k,t ∗yidlek,t ∀t (A.3i)

[kWh] eBESSt = eBESSt−1 +

(
pcha,DCt − pdis,DCt

)
∗PBESS,nom

∗∆t ∀t (A.3j)

[kWh] EBESS,nom
∗soc = e ∀t (A.3k)
t t
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Table B.1
Look-up table (LUT) used to linearize the capability limits imposed by the BMS
Index SoC PCC,dis [p.u.] PCC,cha [p.u.]

1 0% 1.00 0.09
2 2% 1.00 0.72
3 5% 1.00 1.00
4 95% 0.54 1.00
5 100%

Equations (A.3a), (A.3b), (A.3c) and (A.3d) distinguish charging,
ischarging and idle operations, where ydisj,t , ychai,t and yidlek,t are

continuous variables ranging from 0 to 1, used to perform the
linear interpolation between LUT’s sampling points in a given
time instant. Their summation over all the points within the LUT
should be equal to 1 or 0, depending on whether the BESS is
charging, discharging or idle, accordingly. Finally, zchat , zdist and
z idlet are binary variables regulating the charging, discharging or
idle operations trichotomy. Equations from (A.3e), (A.3i) define
the linear interpolation between the sampling points: based on
the values assumed by where ydisj,t , y

cha
i,t and yidlek,t , a specific weight

is assigned to the LUT values (DC power, AC power and SoC,
either in the discharging or charging phase, only SoC in the idle
phase). Hence, the corresponding variables (pdis,DCt , pdis,ACt , pcha,DCt ,
pcha,DCt , soct ) are calculated as the weighted sum of the LUT values,
where weights are provided by ydisj,t , y

cha
i,t and yidlek,t . Eq. (A.3j) links

the SoC value to the energy content of the storage, updated in
every time interval according to the power exchanged by the
BESS and Eq. (A.3k) enforces the energy storage level according
to the power exchanged by the BESS.

Appendix B. Mathematical formulation for BMS capability lim-
its and auxiliary systems

Two further modeling blocks are included in the problem
formulation, emulating the capability limits imposed by the BMS
and the energy demand for auxiliaries. First, capability limits are
modeled linearizing the two curves presented in Fig. 2(b) for
the discharging and charging phases. This is done exploiting a
LUT where the SoC is correlated with the maximum available
discharging and charging power. In particular, the LUT used to
linearize the capability curve is reported in Table B.1.

The mathematical formulation to linearize the capability curve
limits is reported below. Two variables ranging from zero to one
are used to weight the LUT sampling points, namely yCC,dis

j,t and
yCC,cha
j,t . Eqs. (B.1a) and (B.1b) impose their summation along LUT’s

index to be equal to one. Depending on BESS SoC (soct ), Equations
from (B.1c) to (B.1f) regulate the values of yCC,dis

j,t and yCC,cha
j,t in

order to select the correct LUT interval. Based on these values,
maximum discharging and charging powers (pMAX,dis

t and pMAX,cha
t )

are computed through the linear interpolation between power
limits imposed by the capability curves at the specific SoC value
(PCC,dis

j,t and PCC,cha
j,t ) (Eqs. (B.1g) and (B.1h)). Finally, BESS power

set-point, being the AC-side discharging or charging power (pdis,ACt
and pcha,ACt ), is limited to be lower than the maximum power
imposed by capability curve limits through Eqs. (B.1i) and (B.1j).

[Bool]
∑
k

yCC,dis
k,t = 1, 0 ≤ yCC,dis

k,t ≤ 1 ∀t (B.1a)

[Bool]
∑
k

yCC,cha
k,t = 1, 0 ≤ yCC,cha

k,t ≤ 1 ∀t (B.1b)

[%] soct ≥

∑
k

SOCCC
k,t∗y

CC,dis
k,t ∀t (B.1c)

[%] soct ≤

∑
SOCCC

k+1,t∗y
CC,dis
k,t ∀t (B.1d)
k
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Table B.2
Look-up table (LUT) used for auxiliaries’ consumption.
Index Tamb [◦C] PAC [p.u.] PAUX [p.u.]

1 0 0.00 0.00288
2 40 0.00 0.00554
3 0 1.00 0.00633
4 40 1.00 0.01141

Table C.1
Generic LUT for fast-piecewise interpolation.
Index PAC [p.u.] PDC [p.u.] η BESS

1 0.450 0.500 90%
2 0.002 0.010 20%
3 0 0 ND

[%] soct ≥

∑
k

SOCCC
k,t∗y

CC,cha
k,t ∀t (B.1e)

[%] soct ≤

∑
k

SOCCC
k+1,t∗y

CC,cha
k,t ∀t (B.1f)

[p.u.] pMAX,dis
t =

∑
k

PCC,dis
k,t ∗yCC,dis

k,t ∀t (B.1g)

[p.u.] pMAX,cha
t =

∑
k

PCC,cha
k,t ∗yCC,cha

k,t ∀t (B.1h)

[p.u.] pdis,ACt ≤ pMAX,dis
t ∀t (B.1i)

[p.u.] pcha,ACt ≤ pMAX,cha
t ∀t (B.1j)

Second, auxiliaries are modeled through a set of linear con-
straints. The LUT reported in Table B.2 is used to calculate aux-
iliaries consumption depending on ambient temperature and on
AC-side requested power; all powers are expressed in per unit as
a function of BESS nominal capacity.

The mathematical formulation used to compute auxiliaries’
demand through the LUT reported above is presented in equa-
tions below. A variable ranging from zero to one (yAUXk,t ) is used
weight the points of auxiliaries LUT (Eq. (B.2a)). Its value is chosen
based on the ambient temperature (T AMB

t , given as an input) in
Eq. (B.2b), and on BESS AC-side power in Eq. (B.2c), calculated
through one of the three approaches presented above. Finally,
depending on yAUXk,t value, auxiliaries setpoint is computed in
Eq. (B.2d), expressed in per unit.

[Bool]
∑
k

yAUXk,t = 1, 0 ≤ yAUXk,t ≤ 1 ∀t (B.2a)

[
◦C] T AMB

t =

∑
k

yAUXk,t ∗T AUX
k,t ∀t (B.2b)

[p.u.] pdis,ACt + pcha,ACt =

∑
k

yAUXk,t ∗PAC
k,t ∀t (B.2c)

[p.u.] pAUXt =

∑
k

yAUXk,t ∗PAUX
k,t ∀t (B.2d)

Appendix C. Nonlinearity demonstration for zero-power set-
point in the fast-piecewise formulation

Let us consider a generic LUT presenting AC-side and DC-
side power sampling points. It is possible to associate some
efficiencies to each of the sampling points (see Table C.1).

If the optimization procedure requires to have an AC-side
power of 0.01 [p.u.] and the LUT includes also zero-power sam-
pling points, the discharging efficiency will be far from being the
real, expected one. Indeed:
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t
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CASE (1): NO ZERO-POWER POINTS

pdis,AC = 0.01 [p.u.] = x1 ∗ Pdis,AC
1 + x2 ∗ Pdis,AC

2

= 0.01785 ∗ 0.45 + 0.98215 ∗ 0.002
dis,DC

= 0.01785 ∗ 0.5 + 0.98215 ∗ 0.01 = 0.01875 [p.u.]

ηBESS =
pdis,AC

pdis,DC
= 53.33%

CASE (2): WITH ZERO-POWER POINTS

pdis,AC = 0.01 [p.u.] = x1 ∗ Pdis,AC
1 + x3 ∗ Pdis,AC

3

= 0.02222 ∗ 0.45 + 0.97778 ∗ 0
dis,DC

= 0.02222 ∗ 0.5 + 0.97778 ∗ 0 = 0.01111 [p.u.]

ηBESS =
pdis,AC

pdis,DC
= 90.00%

hich shows that zero-power points allow to artificially maintain
he discharging efficiency at very high values. Since this high
fficiency condition is favorable for BESS operations, then this
rick will be systematically adopted during the optimization pro-
edure, thus cheating on real performances and decreasing the
odeling accuracy.
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