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A B S T R A C T

Purpose: The aim of this study was to analyze the performance of multivariate
machine learning (ML) models applied to a speech-in-noise hearing screening
test and investigate the contribution of the measured features toward hearing
loss detection using explainability techniques.
Method: Seven different ML techniques, including transparent (i.e., decision tree
and logistic regression) and opaque (e.g., random forest) models, were trained
and evaluated on a data set including 215 tested ears (99 with hearing loss of
mild degree or higher and 116 with no hearing loss). Post hoc explainability
techniques were applied to highlight the role of each feature in predicting hear-
ing loss.
Results: Random forest (accuracy = .85, sensitivity = .86, specificity = .85,
precision = .84) performed, on average, better than decision tree (accuracy =
.82, sensitivity = .84, specificity = .80, precision = .79). Support vector machine,
logistic regression, and gradient boosting had similar performance as random
forest. According to post hoc explainability analysis on models generated using
random forest, the features with the highest relevance in predicting hearing loss
were age, number and percentage of correct responses, and average reaction
time, whereas the total test time had the lowest relevance.
Conclusions: This study demonstrates that a multivariate approach can help
detect hearing loss with satisfactory performance. Further research on a bigger
sample and using more complex ML algorithms and explainability techniques is
needed to fully investigate the role of input features (including additional fea-
tures such as risk factors and individual responses to low-/high-frequency stim-
uli) in predicting hearing loss.
Age-related hearing loss has a high prevalence, and
if left untreated, it can lead to cognitive decline, social iso-
lation, and mental health problems that can translate from
a health care system perspective into an increased access
to care and higher costs (Dalton et al., 2003; Davies et al.,
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2017; Reed et al., 2019). Despite this, hearing loss is fre-
quently considered an inevitable component of aging.
Adult hearing screening can help increase consciousness
and subsequent early detection of hearing loss and help
prevent the effects of undiagnosed hearing loss on quality
of life (Davis et al., 2007; Feltner et al., 2021).

An important recent trend in hearing health care is
related to the development of methods for adult hearing
screening, particularly those based on speech-in-noise test-
ing, delivered either locally or at a distance (Blamey et al.,
2015; Leensen et al., 2011; Paglialonga et al., 2014, 2020;
eptember 2022 • Copyright © 2022 The Authors

onCommercial-NoDerivatives 4.0 International License.

961

Terms of Use: https://pubs.asha.org/pubs/rights_and_permissions 

https://orcid.org/0000-0003-0731-7505
https://orcid.org/0000-0002-1341-2560
https://doi.org/10.1044/2022_AJA-21-00194


Smits et al., 2004; Watson et al., 2012). Speech-in-noise
testing has become a popular approach for adult hearing
screening as the first difficulties experienced by adults with
hearing loss are typically related to understanding speech
in noisy environments. Furthermore, speech-in-noise tests
can be performed in nonclinical settings without a strin-
gent need for calibrated equipment or transducers (e.g.,
Smits et al., 2004). Typically, the outcome of a speech-in-
noise screening test is the speech recognition threshold
(SRT; Leensen et al., 2011; Paglialonga et al., 2020; Smits
et al., 2004; Watson et al., 2012) or the number/
percentage of correct responses (Blamey et al., 2015;
Paglialonga et al., 2013). Therefore, the screening outcome
is commonly determined based on a single variable. Spe-
cifically, hearing loss is usually detected whenever the
SRT or the number/percentage of correct responses is
above or below a certain cutoff value, respectively. The
use of these speech-in-noise measures to predict hearing
loss, as assessed using pure-tone thresholds, is frequently
reported in the literature, particularly in the area of hear-
ing screening tests (e.g., Blamey et al., 2015; Paglialonga
et al., 2014; Smits et al., 2004). Although widespread, such
a univariate approach can present limitations. First, there
is a well-known mismatch between pure-tone thresholds
and SRTs as individuals with normal pure-tone thresholds
may have difficulties in speech understanding and, vice
versa, individuals with hearing loss may be able to reach
satisfactory speech recognition performance (Humes, 2013;
Killion & Niquette, 2000). Second, other features, in addi-
tion to SRT, might be valid predictors of hearing loss, for
example, the subject’s age or the average reaction time
(Humes, 2013; Nuesse et al., 2018; Polo, Zanet, Lenatti,
et al., 2021; Polo, Zanet, Paglialonga, & Barbieri, 2021).
Nevertheless, possible multivariate classification methods
for identifying hearing loss from speech-in-noise tests have
not been systematically explored yet.

In recent years, machine learning (ML) has gained
increasing popularity in a wide variety of domains, not
least in the medical field. As ML models can uncover hid-
den patterns that are not immediately visible to the clini-
cian’s eye, they can support clinical decision making and
may help in the process of automating screening tests,
potentially allowing for their widespread adoption (Kumar,
2019). In general, ML is envisioned as an appropriate solu-
tion to discover latent correlations and can be used to
assist medical personnel to identify existing conditions or
patients at risk of developing disease. ML offers advan-
tages not only for predictive and prescriptive analytics but
also for feature ranking and model interpretation, that is,
for a deeper understanding of the role of input features in
determining the model output, and as such, it can help cli-
nicians in interpreting the model outcomes. There is grow-
ing interest in the area of explainable artificial intelligence
(XAI) as, broadly speaking, model explanations (in a
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variety of formats) can support health care experts in mak-
ing data-driven decisions and therefore provide more per-
sonalized and trustworthy treatments (Belle & Papantonis,
2021; Vaccari et al., 2021; Vilone & Longo, 2021).
Explainability approaches can be broadly grouped into
“transparent” models (e.g., decision trees [DTs] and logistic
regression [LR]) and “opaque” models (e.g., random forest
[RF] and support vector machine [SVM]) combined with
post hoc explainability techniques (Belle & Papantonis,
2021). The former provide insights into the procedure they
carry out to generate predictions, for example, in terms of
hierarchical rules (e.g., DT) or numerical coefficients, which
combine with the input features to provide the outputs
(e.g., LR). Conversely, the latter rely on more complex
mechanisms like high-dimensional representations and data
transformations (e.g., SVM) or combinations of models
(e.g., RF), and therefore, they are not inherently explain-
able (further details are reported in the ML Approach sec-
tion). In this context, post hoc explainability techniques
applied to opaque models can help define a suitable bal-
ance in terms of explainability and accuracy (Moreno-
Sanchez, 2020). A variety of post hoc explainability tech-
niques have been developed to increase transparency and
therefore understanding of the logic underlying the models
as, based on the context and application, different formats
of explanations can be considered, for example, numerical,
rule-based, textual, visual, or a mixture of formats (Vilone
& Longo, 2021). Examples include implicit feature impor-
tance scores, SHapley Additive exPlanations (SHAP), and
partial dependence plots (PDPs; Carvalho et al., 2019;
Friedman, 2001).

Recently, we have developed and validated a new
tool for speech-in-noise testing that is able to extract a
number of features related to the individual performance,
for example, SRT, average reaction time, age, total test
time, and number and percentage of correct responses
(Paglialonga et al., 2020). Preliminary results showed that
by introducing ML models, the tool is able to identify the
presence of hearing loss with a satisfactory level of accu-
racy. Indeed, preliminary results showed that multivariate
classifiers based on, for example, LR, SVM, k-nearest
neighbors (KNN), or RF can be more accurate than a
univariate classifier based on the SRT to identify hearing
loss of slight/mild degree or higher (Zanet et al., 2021), as
defined by the former World Health Organization (WHO)
definition (WHO, 1991).

The aim of this study was to (a) investigate different
ML explainability approaches, including transparent and
opaque models, in combination with post hoc explainabil-
ity techniques, to identify hearing loss in adults using the
newer WHO definition, introduced on March 2021
(WHO, 2021a, 2021b), and (b) characterize the features
extracted from the speech-in-noise screening test in terms
of their contribution to the prediction of hearing loss.
2022
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Such an XAI-based approach could help generate more
knowledge about the features that can effectively charac-
terize hearing sensitivity in adults and, in turn, help build-
ing accurate methods for hearing loss identification, thus
being of substantial interest to researchers and developers
of audiological instrumentation.
Method

Participants

Data were collected from a cohort of 207 unscreened
adults (66 men and 141 women; Mage = 52 years, SD = 20,
range: 20–89 years) of varying native languages (Italian:
170 subjects; English: 12 subjects; Arabic: six subjects;
Spanish: six subjects; French, German, Somali, Albanian,
Filipino, Moroccan Arabic, Igbo, and Efik: less than four
subjects) during hearing loss prevention and awareness
events for the public held at not-for-profit organizations
and lifelong learning institutes. Inclusion criteria were age
of ≥ 18 years and ability to use a mouse and interact with
the platform. Exclusion criteria (ear-specific) were hearing
aids or implantable devices. Participants were given the
option to choose in which ear(s) to perform the test. In
the experiment, only eight subjects were tested in both ears
(i.e., yielding a data set of 215 records).

Procedure

Pure-tone testing was performed at 0.5, 1, 2, and 4
kHz using a clinical audiometer (Amplaid 177+, Amplifon
with TDH49 headphones). Speech-in-noise testing was
performed by using a recently validated user-operated
screening test (Paglialonga et al., 2020; Polo, Zanet,
Lenatti, et al., 2021; Zanet et al., 2021). The test is based
on a three-alternative multiple-choice speech recognition
task, that is, with three written alternatives displayed on
the screen, and delivers speech stimuli at varying signal-
to-noise ratio (SNR) based on a newly developed one-up/
three-down staircase algorithm (Paglialonga et al., 2020;
Zanet et al., 2019). The test stimuli are 12 meaningless
vowel–consonant–vowel (VCV) syllables in the context of
the vowel /a/ (e.g., ata and asa) recorded from a profes-
sional native English speaker (Paglialonga et al., 2014,
2020). The rationale for using meaningless stimuli in a
multiple-choice task was to limit the influence of educa-
tion and literacy in a way that only basic reading skills
and minimal knowledge of the Latin alphabet are required
to perform the test (Cooke et al., 2010; Mattys et al.,
2009; Paglialonga et al., 2020). The spoken stimuli from a
native English speaker were selected from a multilingual
corpus from an earlier VCV-based test (e.g., Paglialonga
et al., 2014; Vaez et al., 2014). Specifically, the English set
Downloaded from: https://pubs.asha.org 151.48.143.204 on 09/22/2022, 
of VCVs was selected based on the analysis of speech rec-
ognition performance estimated from a combination of lis-
tening tests and nonintrusive intelligibility measures in a
way to reduce possible effects on speech recognition in
nonnative listeners (Rocco, 2018). To further limit the
possible influence of native language on individual perfor-
mance, the 12 consonants used in the test were selected
among those that have similar pronunciation and tran-
scription across some of the most widely spoken languages
worldwide such as English, Spanish, French, Portuguese,
German, and Italian (“b” and “v” were not used as they
may have the same pronunciation, e.g., in Spanish). A
detailed description of the speech-in-noise testing proce-
dure can be found in the studies of Paglialonga et al.
(2020) and Zanet et al. (2021).

In the initial phase of the study, the first 148 partici-
pants (no exclusion criteria were applied) also completed
the Hearing Handicap Inventory for the Elderly–Screening
Version (HHIE-S; Ventry & Weinstein, 1983) to gain a
deeper insight into the relationship between hearing loss,
as predicted using the proposed screening system, and the
perceived hearing handicap.

Both pure-tone and speech-in-noise testing were per-
formed in low environmental noise settings in dedicated
rooms at the sites hosting the hearing loss prevention and
awareness events. The experimental protocol was approved
by the Politecnico di Milano Research Ethical Committee
(Opinion No. 2/2019, February 19, 2019). Participants
were informed about the protocol and took part in this
experiment on a voluntary basis.

Data Analysis

The data set used in this study includes six input
features extracted from speech-in-noise testing and one
output feature, that is, the presence or absence of hearing
loss, as determined by the pure-tone average (PTA), that
is, the average value of pure-tone thresholds measured at
0.5, 1, 2, and 4 kHz. Differently from our previous studies
(Paglialonga et al., 2020; Zanet et al., 2021), in this study,
the ears tested were classified using the updated WHO
definition of slight/mild hearing impairment introduced on
March 2021 (WHO, 2021a, 2021b). Specifically, each ear
(i.e., each record in the data set) was classified as having
hearing loss (class “HL”) when the PTA was higher than
20 dB HL, whereas it was classified as not having hearing
loss (class “no HL”) if the PTA was lower than or equal
to 20 dB HL. Based on this definition, 116 out of 215
records (54%) were classified in the no-HL class (PTA: M =
8.74 dB HL, SD = 8.34), whereas the remaining 99 ears
(46%) were classified in the HL class (PTA: M = 35.32 dB
HL, SD = 10.34), resulting in a quite balanced data set.

The six input features extracted upon completion of
the test in each ear comprise SRT (Mdn = −12.11 ± 8.3 dB,
Lenatti et al.: Hearing Screening Using Machine Learning 963
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range: −20.4 to +19.2 dB), number of correct responses
(Mdn = 68 ± 14.9 correct responses, range: 28–113), per-
centage of correct responses (Mdn = 90% ± 4.3%, range:
55.4%–93.3%), average reaction time (i.e., time needed to
provide a response, averaged across the staircase procedure;
Mdn = 1.8 ± 0.78 s, range: 0.91–6.11 s), total test time
(Mdn = 239 ± 59.8 s, range: 145–497 s), and subject’s age
(Mdn = 59 ± 20.9 years, range: 20–89 years). It should be
noted that the number of correct responses codifies a
slightly different information than the percentage of correct
responses (i.e., the ratio number of correct/number of trials)
since the number of trials in the adaptive speech-in-noise
test is not fixed.

ML Approach
For the purpose of building ML models for classifi-

cation of ears into HL or no HL, the data set was ran-
domly split into a training set including 80% of the sample
(172 records) and a test set (unseen data) including the
remaining 20% (43 ears). Stratification was applied to
maintain the same percentage of records in the two classes
of the original data set in the training and test partitions.
Before applying ML algorithms, data were standardized
(based on the training data), that is, transformed to have
zero mean and unit variance to limit the influence of fea-
tures defined on different value ranges on model training
(e.g., Luor, 2015).

Due to the relatively small size of the data set (215
records, six input features), fivefold cross-validation was
introduced on the training set to partially reduce the influ-
ence of the selected partition on the trained model. For
the same reason, the performance of ML algorithms was
evaluated independently on 50 different iterations of
model training and testing on 50 randomly generated real-
izations of the training and test sets to address the vari-
ability of the classification model due to changes in the
underlying data.

Seven ML algorithms have been investigated, namely,
four of the most widely used approaches (DT, LR, SVM,
and KNN; James et al., 2013) and three ensemble methods
(ensemble LR [ELR], RF, and gradient boosting [GB]; Sagi
& Rokach, 2018). DTs are transparent models that can be
described by a set of m intelligible rules rk, (k = 1, . . ., m),
in the format if (premise) then (consequence), where pre-
mise is a logical product of n conditions cik, with ik = 1, . . .,
nk, and consequence provides a class assignment for the out-
put (e.g., class HL). A DT builds a tree-structured classifier,
where the internal nodes represent the features of a data
set, the branches represent the splitting rules, and each leaf
node represents the outcome of the model. Following pre-
liminary investigations, we built DT models with a maxi-
mum achievable depth equal to four levels, using the Gini
index to quantify the purity of classification in a node. LR
operates similarly to linear regression but is used for
964 American Journal of Audiology • Vol. 31 • 961–979 • September
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classification of binary targets. It builds models by mapping
the predicted values in probability values ranging from 0 to
1 by means of a sigmoid (i.e., S-shaped) function under the
assumption that the output is a linear combination of the
predictor variables. Transparency of LR is related to the
fact that the model coefficients can be interpreted as
weighting factors on input features and therefore can be
used to understand the model’s prediction mechanism.
SVM is an algorithm that aims to find a hyperplane, that
is, a multivariate decision boundary in the n-dimensional
features space, able to discriminate the observations in the
best way by means of kernel functions. In this study, SVMs
with linear kernels were addressed. KNN is a distance-
based ML algorithm built on the idea that multivariate obser-
vations that are close to each other in the n-dimensional
features space belong to the same class. The main parame-
ter of a KNN is the number of neighbors k (set here to the
commonly used value k = 5) used to classify data points.
Ensemble techniques are ML techniques that combine deci-
sions from multiple models, called base models or weak
learners, to obtain better classification performance with
respect to a single model, trying to reduce its bias and/or
variance (Dietterich, 2000). Particularly, RF and GB are
homogeneous (i.e., based on a single kind of weak learner),
tree-based techniques, whereas the ELR is a heterogeneous
technique (i.e., based on different kinds of ML models as
weak learners). RF is composed of several DTs trained in
parallel on different subsets of the original data set, drawn
by means of bootstrapping. The final prediction of the RF
model is obtained from the average of DT predictions. GB
is an additive sequential approach based on boosting where
a new weak learner is added at each iteration, trying to cor-
rect and improve the previous model. Following prelimi-
nary analyses, the number of estimators (i.e., DT) for both
RF and GB was set to 50 since this number consistently
yielded better training accuracy. ELR is based on two-level
processing. The first level includes fitting DT, SVM, LR,
and KNN as base models. The second level includes an LR
trained on the predicted probabilities generated by the base
models and used to predict new data. Post hoc explainabil-
ity techniques are applied to the algorithm exhibiting the
highest classification performance, as determined by the
analysis of the following measures, averaged across 50 iter-
ations: accuracy on the training set, accuracy, sensitivity,
specificity, area under the receiver operating characteristic
curve (AUC), and precision on the test set. All the ML
algorithms were implemented using the scikit-learn Python
library (Python Version 3.7.10).

The Lilliefors test was performed to check for nor-
mality of the distributions of the performance metrics
across the 50 iterations. The nonparametric Kruskal–
Wallis test was performed to assess possible differences in
performance metrics among the different methods. When
significant differences in the median values of classification
2022
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metrics were observed, post hoc nonparametric multiple-
comparison tests with Bonferroni correction were per-
formed. A significance level of α = .05 was considered.

The distributions of HHIE-S scores measured in the
predicted output classes (HL vs. no HL), as identified
using the algorithm exhibiting the highest classification
performance, are compared. Possible differences in median
values between the two classes are assessed using the non-
parametric Kruskal–Wallis test.

Post Hoc Explainability Techniques
Different post hoc explainability techniques have

been used to assess the importance of each feature in the
model output for both individual predictions and overall
binary classification of the sample. First, implicit feature
importance is considered. Different ML algorithms pro-
vide an implicit measure of feature importance that is
determined by the feature’s coefficients assigned in the
mathematical formulation of the model. This implicit fea-
ture importance is inherently model dependent, and it pro-
vides different information for different models. For
example, in RF, the implicit importance of a given feature
denotes the mean decrease of impurity, as measured by
the Gini impurity index, observed in the base classifier’s
nodes of the different DT estimators. Specifically, a node
is defined as “pure” whenever it contains only instances of
a certain class (Gini index = 0), whereas a node is defined
as “impure” if it contains instances equally distributed
across different output classes (Gini index = 0.5). Thus,
the bigger the observed decrease of impurity for a certain
feature, the more important is that feature in determining
the output of the model.

In addition to implicit feature importance, model-
agnostic post hoc explainability techniques can be addressed.
These techniques can be applied to any ML model to dis-
cover the importance of features in the model’s output and
to explore the influence of the values of a given feature in
the final probability of the classification. Specifically, the fol-
lowing model-agnostic post hoc techniques were used: fea-
ture permutation importance, SHAP, and PDP.

The feature permutation importance technique (Fisher
et al., 2019) is based on measuring the increase in the predic-
tion error of a model, that is, the decrease in classification
accuracy, when the values of a specific feature are shuffled,
therefore breaking the relationship between that feature
and the true outcome. Therefore, the larger the decrease in
accuracy observed by shuffling the values of a certain fea-
ture, the more important the feature is because the model
relies on the feature’s values for estimating the prediction
accurately. Vice versa, a feature is denoted as unimportant
if the accuracy of the model is minimally altered when the
values of the feature are shuffled.

The SHAP technique provides explainability for
individual predictions by computing an additive (positive
Downloaded from: https://pubs.asha.org 151.48.143.204 on 09/22/2022, 
or negative) measure of feature importance to the pre-
dicted outcome by applying coalitional game theory
(Lundberg et al., 2018). Thus, SHAP quantifies the contri-
bution that each feature brings to the prediction made by
the model starting from the initial proportion of classifica-
tion, for example, the initial prevalence of a given class.
In this study, we used the SHAP technique in the form of
the “waterfall” visualization, where both the computed
additive contributions of each feature and their direction
(positive or negative) toward the output predicted class
are shown.

PDPs show the marginal effect of a given feature on
the predicted outcome over the range of its observed
values. The PDP works by making predictions for each
instance of the data set across a range of values of a spe-
cific feature while all other features are kept constant
(Friedman, 2001). As a result, PDPs visualize the overall
probability of a given model output for every value of a
certain feature, all the other features being equal. As such,
PDPs are dependent on the initial proportion of output
classes that represent a baseline for interpreting probabil-
ity values. For example, values of PDP probability below
the initial proportion of a given class for a certain range
of feature values suggest that the probability of classifying
an instance in that class is decreasing in that range of
values. Therefore, implicit feature importance and feature
permutation importance measure overall importance irre-
spectively of the output class, whereas SHAP and PDPs
provide information about the direction of the influence
of a given feature with respect to the two output classes
and additional information about the values that contrib-
ute more prominently to classification into a specific class.
Results

Classification Performance

As a benchmark for multivariate classification, uni-
variate classification performance obtained using an LR
model trained on the whole data set is shown in Table 1.
The table shows the overall classification performance of
each of the six input features in determining the output
class, as measured by the AUC. Based on its definition, a
model that misclassifies all records yields AUC = 0, a
model that correctly classifies all records yields AUC = 1,
whereas AUC = .5 represents the chance level. The cutoffs
represent the best discriminating thresholds according
to the receiver operating characteristic curves. Among
the six input features addressed here, age is the one that
better discriminates between the two classes (AUC > .90,
accuracy = .85). SRT, the number of correct responses,
the percentage of correct responses, and average reaction
time show lower but still good discrimination capabilities
Lenatti et al.: Hearing Screening Using Machine Learning 965
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Table 1. Classification performance of each single feature on the whole data set in terms of area under the receiver operating curve (AUC),
accuracy, and cutoff value (i.e., the best discrimination threshold for splitting the two output classes), computed using a logistic regression
model trained on the whole data set.

Variable SRT Age #correct %correct Average reaction time Total test time All features

AUC .79 .92 .74 .78 .79 .58 .94
Accuracy .73 .85 .69 .71 .77 .34 .88
Cutoff −7.48 dB SNR 53 years 63 90.28% 1.83 s 253 s

Note. SRT = speech recognition threshold; #correct = number of correct responses; %correct = percentage of correct responses.
(AUC > .70, accuracy > .69). Conversely, total test time
shows poor discrimination abilities, with AUC close to
the chance level (AUC = .58) and very low accuracy (.34).
The multivariate model obtained using LR on the full set
of six features has improved performance compared to the
univariate ones, specifically exhibiting AUC = .94 and
accuracy = .88.

Table 2 shows the average classification perfor-
mance over 50 iterations of the seven ML methods
addressed in the study. Overall, the average performance
of the different models is similar, with both training and
test accuracies higher than .82 and no remarkable differ-
ences in performance between the training set and the test
set (i.e., no sign of overfitting). Specificity and sensitivity
are greater than .80 and have similar values, indicating
good performance in correctly discriminating both the HL
and no-HL classes. The average AUC is above .90, except
for the DT (AUC = .85), indicating, overall, very good
classification performance, not far from the ideal perfor-
mance (i.e., AUC = 1). The standard deviation values in
Table 2 indicate the variability of the performance mea-
sures when considering different training and test sets in a
relatively small data set. As it can be noticed, the
observed standard deviations are relatively low for each of
the computed metrics. Specifically, the standard deviation
is smaller than 0.09 for all the metrics except for sensitiv-
ity for which it reaches values up to 0.12 (when
Table 2. Classification performance measures in terms of mean and stand
ations of training and test set.

Model

Training accuracy Test accuracy Sensitiv

M SD M SD M

DT 0.82 0.03 0.82 0.05 0.84
KNN 0.83 0.02 0.83 0.04 0.87
SVM 0.85 0.02 0.84 0.05 0.84
LR 0.85 0.01 0.84 0.05 0.85
ELR 0.91 0.02 0.84 0.05 0.86
RF 0.85 0.02 0.85 0.04 0.86
GB 0.85 0.02 0.84 0.05 0.86

Note. AUC = area under the receiver operating characteristic curve; DT
machine; LR = logistic regression; ELR = ensemble logistic regression; RF

966 American Journal of Audiology • Vol. 31 • 961–979 • September
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considering ELR and GB). The Lilliefors test for normal-
ity revealed that all the distributions of metrics over 50
iterations were not normal; therefore, the nonparametric
Kruskal–Wallis test was performed. No significant differ-
ences in sensitivity are observed (p = .30), and the average
values are in the range 84%–87%, indicating, overall, a
remarkable ability to correctly classify ears with hearing
loss. However, the different algorithms show significantly
different performances in terms of accuracy on the test set
(p = .01), AUC (p < .001), specificity (p = .001), and pre-
cision (p < .001). Post hoc pairwise tests indicate that DT
has significantly lower test accuracy (p = .01), specificity
(p = .02), and precision (p = .003) than RF and significant
lower AUC than all the other methods (SVM, LR, ELR,
RF, GB: p < .001; KNN: p = .001). Also, KNN has a
significantly lower AUC than LR (p = .01) and RF (p =
.004) and significantly lower specificity (p = .01) and pre-
cision (p = .01) than RF.

Overall, DT and KNN exhibit lower performance in
detecting hearing loss than the other ML models consid-
ered, whereas no statistical differences were found between
SVM, LR, GB, and RF in terms of classification metrics.
The algorithm that shows the highest performance mea-
sures and the best trade-off between sensitivity (.86) and
specificity (.85) is RF.

Figure 1 reports the distributions of the HHIE-S
scores measured in the HL and no-HL classes, as determined
ard deviation of different machine-learning techniques over 50 iter-

ity Specificity AUC Precision

SD M SD M SD M SD

0.08 0.80 0.07 0.85 0.04 0.79 0.04
0.09 0.80 0.08 0.90 0.04 0.80 0.06
0.1 0.84 0.07 0.93 0.03 0.83 0.06
0.08 0.84 0.08 0.93 0.03 0.83 0.07
0.12 0.83 0.07 0.92 0.04 0.82 0.06
0.09 0.85 0.08 0.93 0.03 0.84 0.07
0.12 0.83 0.07 0.92 0.04 0.82 0.06

= decision tree; KNN = k-nearest neighbors; SVM = support vector
= random forest; GB = gradient boosting.
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Figure 1. Analysis of the Hearing Handicap Inventory for the Elderly–Screening Version (HHIE-S) score with respect to predicted output
class (HL vs. no HL) according to (A) a univariate classifier based on speech recognition threshold (SRT) and (B) a multivariate classifier
based on the full set of features (N = 148 participants). HL = hearing loss.
by (a) the univariate classifier based on SRT and (b) the
multivariate RF model with the highest classification per-
formance, respectively. The nonparametric Kruskal–Wallis
test indicates that the median HHIE-S scores measured in
the predicted no-HL class are significantly lower than those
measured in the predicted HL class, considering both the
SRT cutoff (predicted no HL: Mdn = 2, min = 0, max =
30; predicted HL: Mdn = 8, min = 0, max = 36; p < .001)
and the multivariate classifier (predicted no HL: Mdn = 2,
min = 0, max = 36; predicted HL: Mdn = 12, min = 0,
max = 36; p < .001). Considering the criterion used to iden-
tify hearing handicap based on the HHIE-S, 40 out of 148
participants had self-reported hearing handicap (HHIE-S
score ≥ 10). The hearing handicap class was correctly pre-
dicted in 107 out of 148 participants using the univariate
classifier based on SRT (21 with hearing handicap and 86
without) and in 110 out of 148 participants using the multi-
variate classifier (20 with hearing handicap and 90 without).

DT Models

To get a first insight into how the six input features
contribute to classification of ears into the two output
classes, the rules generated by DT models trained in the
50 iterations were analyzed. As expected, age is a domi-
nant feature within the various splits as it is the feature
responsible for the top-level splitting (root node) in all the
models. An example of DT model is shown in Figure 2.
The figure shows that a cutoff value equal to 52 years can
Downloaded from: https://pubs.asha.org 151.48.143.204 on 09/22/2022, 
discriminate a subset of 64 out of 138 initial records.
Moreover, by further introducing another cutoff value on
age at 43 years in the second level of the tree, a sample of
52 no-HL records can be extracted with a Gini index
equal to 0 (i.e., pure node). This means that about 70% of
the no-HL records in the training set (i.e., 52 out of 74)
can be classified by setting a cutoff threshold on age.
Another relevant feature for classification is the number
of correct responses that is present in the second- and
third-level splits, with higher probability of hearing loss
associated with a lower number of correct responses (i.e.,
≤ 69). A splitting rule involving the percentage of correct
responses appears in the fourth-level split, classifying
records with a percentage lower than approximately 90%
into the HL class. As it can be observed, these cutoffs
regarding the most relevant partition rules shown in
Figure 2 are similar to those obtained by looking at the
discrimination capabilities of the univariate classifiers (see
Table 1). A rule associated with SRT appears in the third-
level split (i.e., SRT ≤ −16.33 dB SNR); however, this fea-
ture seems to be less informative in this model as the rule
leads to the identification of only one record in the no-HL
class. A splitting rule involving the average reaction time
appears only in the fourth-level split, therefore contribut-
ing to a limited extent to the classification of ears as it is
associated with leaf nodes including a small number of
records. Finally, no rules based on total test time are
observed. More generally, by looking at the 50 DT
models trained on our data set, this feature seems to have
Lenatti et al.: Hearing Screening Using Machine Learning 967
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Figure 2. Example of a decision tree from one of the 50 realizations of the training test (Iteration 11). #correct = number of correct
responses; %correct = percentage of correct responses; Avg = average; HL = hearing loss.
limited influence on the output class as it tends to appear
only in the nodes at the bottom levels.

Post Hoc Explainability Analysis

Post hoc explainability techniques have been applied
to the models generated using RF, that is, the ML algo-
rithm providing the highest performance measures in iden-
tifying HL, as shown in Table 2. Predictions from individ-
ual records were evaluated using SHAP values and water-
fall visualization, applied to examples of true positive, true
negative, false positive, and false negative classifications,
to exemplify the role of specific values of features in deter-
mining local predictions for each of the two output classes
(see the Analysis of Individual Predictions section). Over-
all predictions were assessed (a) using feature implicit
importance and feature permutation importance to assess
the role of input features irrespectively of the output class
and (b) using PDP visualizations to highlight the role of fea-
tures and their observed values in determining the probabil-
ity of classification of records in each of the two output
classes (see the Analysis of Overall Predictions section).

Analysis of Individual Predictions
The SHAP technique has been used to investigate

the role of specific values of features in determining the
output of the model for a certain instance. In fact, for a
given feature, different values can contribute to improve
or decrease the probability of classification into the HL
968 American Journal of Audiology • Vol. 31 • 961–979 • September
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class. Figure 3 shows the waterfall SHAP diagrams from
four different prediction examples (i.e., true positive, true
negative, false positive, and false negative) from the test
set obtained using one of the 50 RF models generated in
this study. For each example in Figure 3, the y-axis shows
the observed value of each of the input features for the
selected record in the data set. For example, Figure 3a
shows results from a 74-year-old participant who had an
average reaction time of about 1.9 s, a number of correct
responses equal to 60, a percentage of correct responses
equal to 89.5%, total test time equal to 226 s (i.e., 3 min
46 s), and SRT equal to −1.75 dB SNR. The x-axis shows
the incremental probability of classification into class HL
associated with the observed values of the six input fea-
tures in the chosen record. The feature values of the true
positive example shown in Figure 3a lead to an increase
in the probability of classification into the HL class from
the initial value of .456 to .8. The initial probability is the
prevalence of class HL in the predicted output from the
training set in the specific iteration considered in these
examples. The color of each bar in the waterfall diagrams
indicates the direction of the change in probability of clas-
sification into the HL class (positive: red, negative: blue).

From the case represented in Figure 3a, that is, a
true positive (i.e., a correctly predicted case of HL), SHAP
analysis shows that all features except the total test time
and SRT have a positive contribution to the final proba-
bility of HL classification, with age (with a value of
74 years) being the most important feature. The average
2022
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Figure 3. Analysis of individual predictions using the SHapley Additive exPlanations (SHAP) technique on one of the random forest (RF)
models generated in four exemplary records extracted from the data set: (a) true positive, (b) true negative, (c) false positive, and (d) false
negative. Avg = average; #correct = number of correct responses; %correct = percentage of correct responses; SRT = speech recognition
threshold.
reaction time, the number of correct responses, and the
percentage of correct responses show contributions not
exceeding 0.05. For the observed values of total test time
and SRT, a very small contribution is observed (i.e., a
change in probability of about .01). Figure 3b shows a
true negative case (i.e., a correctly predicted record from
the no-HL class), where the participant’s age (i.e., 25 years)
is the most relevant feature as it decreases the initial proba-
bility of an amount equal to .29, followed by the percentage
of correct responses (i.e., a value of about 92% that decreases
the probability of classification into the HL class), whereas
features such as the average reaction time, SRT, and the
number of correct responses had very small contributions
(below 0.05), and total test time had zero contribution.

Interestingly, the analysis of SHAP values can also be
used to assess the contribution of features when the predic-
tion is not correct, that is, false positives (an incorrectly pre-
dicted case of HL such as in Figure 3c) and false negatives
(an incorrectly predicted case of no HL such as in Figure
3d), therefore supporting a better understanding of misclassi-
fications. For example, in Figure 3c, the main reason for
misclassification of this record into the HL class is the high
importance given to the participant’s age (i.e., 72 years) when
some of the other features have values in line with the aver-
age performance of individuals in the no-HL class (e.g.,
high number and percentage of correct responses, low average
reaction time), and SRT is close to the cutoff value identified
Downloaded from: https://pubs.asha.org 151.48.143.204 on 09/22/2022, 
from univariate analysis (see Table 1). Figure 3d shows an
example of a record from the HL class misclassified as no
HL where the participant’s age is again the main reason for
misclassification (i.e., 42 years). The analysis of SHAP values
also shows that relatively high number and percentage of
correct responses and relatively short average reaction time
also contributed, although, to a more limited extent, to mis-
classification of this record into the no-HL class.

Analysis of Overall Predictions
In addition to the analysis of individual cases shown

in the Analysis of Individual Predictions section, general
explainability techniques for the analysis of overall classi-
fication in the data set might contribute to a better under-
standing of the overall importance of each feature and the
general influence of feature values on the probability of
classification in each of the two classes. Figure 4 shows
the implicit feature importance distributions, as measured
by the mean decrease in impurity, for each of the input
features, obtained from RF models trained on 50 realiza-
tions of the training set. Age (Mdn = 0.386) is notably the
most important feature, in line with the results from the
DT shown in the DT Models section and in line with the
examples of SHAP values shown in the Analysis of Indi-
vidual Predictions section. The average reaction time
(Mdn = 0.165), SRT (Mdn = 0.131), percentage of correct
responses (Mdn = 0.129), and number of correct responses
Lenatti et al.: Hearing Screening Using Machine Learning 969
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Figure 4. Implicit feature importance of random forest (RF) models obtained from 50 realizations of the training set. SRT = speech recogni-
tion threshold; #correct = number of correct responses; %correct = percentage of correct responses; Avg = average.
(Mdn = 0.104) are relatively close to each other. The less
relevant feature is total test time (Mdn = 0.082) as the
impurity along the RF nodes decreases to an amount
below 0.10. Feature permutation technique shows that age
(0.218 ± 0.059) is the most important feature since the
accuracy of the model decreases and is followed by aver-
age reaction time (0.025 ± 0.029). The rest of the features
have, on average, very limited importance in comparison
to age and average reaction time, namely, total test time
(0.007 ± 0.026), number of correct responses (0.005 ±
0.026), percentage of correct responses (0.002 ± 0.029),
and SRT (0.000 ± 0.022). These results are remarkably
similar to implicit feature importance distributions.

Figure 5 shows the PDP plot of each of the input
features computed over 50 realizations of the RF model.
In each subpanel, the y-axis shows the probability of clas-
sification in the HL class and the x-axis reflects the distri-
bution of values of the feature across the 50 realizations
of the training data set. As in the SHAP examples shown
in Figure 3, the PDP values must be interpreted relatively
to the proportion of predicted records in the HL class,
that is, approximately .5, as averaged across the 50 itera-
tions. Therefore, PDP values above .5 indicate an increas-
ing probability of having hearing loss, whereas PDP
values below .5 indicate a decreasing probability of having
hearing loss based on the observed data.

Figure 5b shows that age is the feature that exhibits the
largest change in probability, from about .1–.2 for individuals
970 American Journal of Audiology • Vol. 31 • 961–979 • September
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younger than 40 years to about .6–.75 for individuals older
than about 75 years old. A probability of about .5 is
observed at approximately 50–55 years old (i.e., a cutoff
value similar to the one shown in Table 1), suggesting that
the probability of predicted hearing loss decreases for indi-
viduals with age below this age range and that the probabil-
ity of predicted hearing loss increases for individuals with
age above this age range. Other relevant features in terms
of probability variation seem to be the number (see Figure
5c) and the percentage of correct responses (see Figure 5d)
that vary in a range from about .3–.6, with a probability of
about .5 associated with a number of correct responses of
approximately 60–65 and a percentage of correct responses
from about 88%–90%, and an increasing probability of pre-
dicted hearing loss below these cutoff values for both fea-
tures. Features such as SRT (see Figure 5a) and average
reaction time (see Figure 5e) seem to contribute mainly
toward the no-HL class as, on average, the observed PDP
values tend to be lower than .5 throughout the observed
feature ranges. Indeed, the probability of predicted hearing
loss decreases below .5 for SRT values approximately lower
than −7 dB SNR and for average reaction time values
lower than about 2.2 s. However, the range of probability
observed for these features is smaller compared to, for exam-
ple, age, number of correct, and percentage of correct
responses. Finally, the total test time shows an almost con-
stant pattern that is associated with the smallest observed
change in probability around .5, indicating limited importance
2022
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Figure 5. Partial dependence plot (PDP) of the six input features computed from random forest (RF) models obtained from 50 realizations of
the training set: (a) speech recognition threshold (SRT), (b) age, (c) number of correct responses (#correct) responses, (d) percentage of cor-
rect responses (%correct), (e) average (Avg) reaction time, and (f) total test time.
of this feature in the model’s output, in line with the results
shown in Figure 4.

Analysis of Predictions in Younger Versus
Older Participants

To better emphasize the role of features derived from
the speech-in-noise test in predicting the hearing loss class,
the training set was partitioned into two subsets using the
age cutoff value identified with univariate analysis (i.e.,
53 years), and DTs were trained separately on each of these
subpopulations (see Figure 6). Figure 6a shows the splitting
rules of an exemplary DT generated using all features,
except age, on subjects aged 53 years or younger. The
first-, second-, and fourth-level nodes involve the percentage
and the number of correct responses; however, only a small
number of records is discriminated by these rules (e.g., one
record is classified as HL if percentage of correct responses
is > 92.82, and another record is classified as HL if number
of correct responses is ≤ 45). Vice versa, the rule at the
third-level split has higher classification ability as an SRT
cutoff around −10 dB SNR can correctly identify 44
records as no HL, with no false positives.
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Figure 6b shows the splitting rules of an example of
DT trained on the subset of records extracted from sub-
jects older than 53 years. The root node allows to cor-
rectly discriminate records in the no-HL class based on
very low values of SRT, that is, below −16.67 dB SNR.
Moreover, records with SRT above this cutoff but a small
number of correct responses (i.e., 74 or lower) are likely
to be classified in the HL class. Indeed, 52 out of 60 sub-
jects with hearing loss and older than 53 years of age
achieved less than 54 correct responses. In case of a num-
ber of correct responses higher than 74 and a total test
time higher than 5 min, the SRT is again the discriminat-
ing feature, as subjects with SRTs greater than −9 dB
SNR are associated with hearing loss.
Discussion

Univariate Classification Performance

Univariate classification performance was used as a
benchmark to compare the individual discrimination capa-
bility of each of the six input features (see Table 1). The
Lenatti et al.: Hearing Screening Using Machine Learning 971
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Figure 6. Examples of decision trees trained on two subpopulations, defined by the age cutoff shown in Table 1: (a) age ≤ 53 years and (b)
age > 53 years. %correct = percentage of correct responses; #correct = number of correct responses; HL = hearing loss; SRT = speech
recognition threshold.
analysis of univariate classification performance suggests
that most of the features considered in this study are
potentially relevant for identifying hearing loss. Indeed,
five out of the six features considered exhibit an AUC >
.7, and four out of six exhibit accuracy > .7. Age shows
the highest association with hearing loss, and a cutoff
value of about 53 years between the HL and no-HL clas-
ses is identified from the univariate classification, in line
with evidence from the literature. Increasing hearing
thresholds are part of the gradual decline of hearing capa-
bilities that often becomes a concern starting around 60–
65 years and gets progressively worse (Purnami et al.,
2020). Recently, using the higher WHO cutoff for defining
hearing loss (i.e., PTA > 25 dB HL), we found that age
was a strong predictor of hearing loss (Polo, Zanet,
Paglialonga, & Barbieri, 2021; Zanet et al., 2021). Accord-
ing to this first univariate analysis, age alone would seem
to be a valid predictor of mild hearing loss, in line with
the known evidence that age is the strongest predictor of
hearing loss among adults aged 20–69 years, with the
greatest amount of hearing loss in the 60–69 years age
group (Hoffman et al., 2017). However, the specificity of
age alone is below 70%. Thus, considering exclusively age
as the discriminating variable can lead to a high rate of
normal-hearing ears misclassified as having hearing loss.
As shown in Table 1, the use of a pool of variables can
improve the discrimination of the two classes of subjects,
972 American Journal of Audiology • Vol. 31 • 961–979 • September
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reaching an accuracy that is just below 90%. Specifically,
features such as SRT and the number of correct responses
seem to increase the capability to identify the normal-
hearing class (specificity = 81%).

Some of the features extracted from the speech-in-
noise test are inherently related to each other as they
reflect the individual performance on a given speech-in-
noise task. For example, the Spearman’s correlation between
the number and the percentage of correct responses is .53,
and that between the average reaction time and SRT is
equal to .49, in line with neurophysiological evidence that
the same underlying neural mechanism determine percep-
tual decisions, confidence, and reaction time (Fetsch et al.,
2014). Moreover, age is correlated with speech recognition
performance (e.g., the correlation between age and percent-
age of correct responses is equal to −.57) as well as with the
average reaction time (correlation = .66), in line with the
study by Ratcliff et al. (2001). However, all the observed
correlations were in the low-to-moderate range (.30–.70),
and none was in the high or very high range (i.e., above
.70; Mukaka, 2012).

Although the SRT obtained from speech-in-noise
tests and hearing thresholds measured using pure-tone audi-
ometry represent two inherently different aspects of hearing
ability, a moderate correlation has been reported between
these two measures (Bosman, & Smoorenburg, 1995;
Leensen et al., 2011; Smoorenburg, 1992). For example,
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Leensen et al. (2011) found a correlation of .66, .69, and .72
between pure-tone hearing thresholds at 0.5, 1, 2, and 4
kHz and SRTs extracted from three different speech-in-
noise tests, the Dutch version of the digit triplet test, Ear-
check, and Occupational Earcheck, respectively, in 98 sub-
jects, half of whom had different degrees of noise-induced
hearing loss. Decreased consonant recognition is one of the
first signs of age-related hearing loss (Killion & Niquette,
2000), and lower speech recognition abilities with age have
been widely demonstrated in the literature (e.g., Heidari
et al., 2018). The correlation between SRT and pure-tone
hearing thresholds, as derived from this study, is equal to
.63. However, other features, in addition to SRT, should be
considered as predictors of hearing loss in order to obtain
more accurate detections. The analysis of univariate classi-
fication performance also showed that the total test time
alone seems not to be a significant predictor of the output
class because of a kind of compensation effect, whereas the
average reaction time appears to be more meaningful. Spe-
cifically, individuals with no hearing loss tend to require a
higher number of trials before finishing the test as they can
reach very low SNRs in the adaptive procedure, but they
tend to be quicker in recognizing each single stimulus (i.e.,
lower average reaction time). On the other hand, individ-
uals with hearing loss tend to require a lower number of tri-
als as they tend to reach the stopping criterion earlier due
to a higher number of errors in the adaptive procedure, but,
on average, they tend to have a higher average reaction
time. As a result, the total test time remains substantially
similar in individuals with and without hearing loss, as con-
firmed by the minor role of total test time in predicting
hearing loss.

In general, the cutoff values obtained on the individ-
ual features are very similar to those previously obtained
on a smaller sample of 156 records using the higher cutoff
in the WHO definition of hearing loss (PTA > 25 dB HL;
Zanet et al., 2021). Only the age cutoff decreased from 64
to 53 years, presumably because of the lowering of the
cutoff PTA value; therefore, a higher proportion of ears
with hearing loss is observed in younger subjects.

Multivariate Classification Performance

Figure 2 shows that some of the cutoffs in the most
significant DT rules (i.e., age = 52 years, number of cor-
rect responses = 69.50, percentage of correct responses =
90.37%) are very close to the cutoff values shown in
Table 1 (age = 53 years, number of correct responses =
63, percentage of correct responses = 90.28%). The cutoff
values obtained by considering single predictors are there-
fore maintained when generalizing to a multivariate DT
approach.

When considering different ML algorithms, similar
average performance is observed, as determined by running
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50 iterations on different realizations of the training and
test data sets (see Table 2). Although being transparent
and therefore able to provide all the information about
the mechanisms that lead to a certain prediction through a
set of explicit rules, DTs have the lowest performance
among the seven algorithms tested, whereas RF, SVM,
LR, and GB had significantly higher performance, with
RF having the best trade-off between sensitivity (.86) and
specificity (.85). In addition to the observed performance
in terms of classification accuracy, sensitivity, and specific-
ity, the proposed system also provides consistent identifi-
cation of individuals in relation to their self-perceived
hearing handicap, as measured by the HHIE-S question-
naire score (see Figure 1). Specifically, the predictions of
HL class generated using both the measured SRT and the
multivariate classification approach are related to a higher
level of self-perceived hearing handicap compared to the
no-HL class, and the multivariate classifier can correctly
classify a higher number of participants into the correct
self-reported hearing handicap class compared to the uni-
variate one. Moreover, significantly higher HHIE-S scores
are associated with higher SRT, indicating a decreased
ability to recognize speech in a background noise that
may be associated with higher self-perceived hearing
handicap.

In general, the performance obtained using multivar-
iate ML models shows similar or even better results with
respect to the classification performance of other speech-
in-noise tests based on SRT only. For example, the U.S.
version of the digits-in-noise test using the same criterion
for the identification of hearing loss (i.e., 20 dB HL) and
a cutoff for SRT equal to −5.7 dB SNR gave a sensitivity
of .80 and a specificity of .83 (Watson et al., 2012). More-
over, the classification performance obtained in this study
is slightly better with respect to our previous study where
sensitivity and specificity were around .79 on a sample of
156 ears (Zanet et al., 2021). These differences may be
due to a combination of factors such as the use of a differ-
ent criterion for defining hearing loss in this study com-
pared to our earlier investigations (i.e., 20 dB HL vs. 25
dB HL, respectively). Also, the presence of a more bal-
anced data set in this study compared to our earlier study
(i.e., 46% vs. 34% of records in the HL class) may have
influenced our results, as in this study, models have been
more equally trained on the two classes. The performance
of the proposed models in identifying hearing loss can be
considered satisfactory, and the use of post hoc explain-
ability techniques provides additional insights into the
models’ prediction mechanisms. However, in real-world
settings, predictive models are not applied on class-
balanced data, and therefore, the expected number of false
positives and false negatives will be different. For exam-
ple, we can consider the average confusion matrix on the
test set obtained from the best performing model (RF)
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across the 50 iterations (i.e., false negative rate = 15%,
false positive rate = 17.4%, accuracy = 83.7%, and nega-
tive predictive value = 86% on a data set including 46%
of HL records) and extrapolate the performance based on
the assumption that sensitivity and specificity are kept
constant. Assuming a prevalence of hearing loss of about
20% in adults (e.g., Stevens et al., 2013) and given a hypo-
thetical sample of 100 cases, with similar characteristics to
those of the general adult population (i.e., 20 in the HL
class and 80 in the no-HL class), the system would predict
about 69 cases as no HL (i.e., 0.15 × 20 + (1 − 0.174) ×
80), of which only three would be false negatives and 66
(i.e., 96%) would be actual normal-hearing cases (true neg-
atives). Therefore, the negative predictive value of the sys-
tem would increase from about 86% to about 96%, and
the accuracy would slightly decrease from about 83.7% to
about 83% (i.e., 66 true negatives + 17 true positives).
Specifically, the ability of the system to provide a correct
no-HL decision to cases with no hearing loss would
improve when the results are extrapolated to the real-
world prevalence of hearing loss as the percentage of cases
with hearing loss classified as no HL by the system would
decrease to only 4%, therefore potentially reducing the
number of individuals with hearing loss who should be
recommended follow-up examinations but are not identi-
fied during the screening.

Post Hoc Explainability of Input Features

Post hoc explainability techniques have been applied
to RF, that is, the algorithm that reached the highest clas-
sification performance (see Table 2), to analyze the impor-
tance of each of the input features in determining individ-
ual and overall predictions. The analysis of SHAP values
in individual cases (see Figure 3) showed that, in general,
the individual’s age was the most important feature in
terms of probability of classification into a given output
class as it led to an increase/decrease of the probability of
classification into the HL class of an amount between
approximately 0.2 and 0.3. The importance of age in the
trained models is related to the statistical distribution of
data in our data set as individuals with hearing loss were,
in general, older than those with normal hearing, in line
with the typical distribution of age-related hearing loss in
the general population (U.S. Preventive Services Task
Force et al., 2021). The results obtained using other post
hoc techniques such as implicit feature importance (see
Figure 4), feature permutation importance, and PDP (see
Figure 5) on overall predictions confirm that age is the
most relevant feature, in line with results obtained from
univariate analysis and from DT rules. The results
obtained from feature implicit importance and feature per-
mutation importance indicate average reaction time as the
second most relevant feature and very low importance of
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the rest of the features. However, these techniques give
only absolute values of the importance of a given feature
irrespectively of the output class as they do not provide
specific information about the direction of the contribu-
tion of the feature toward the HL or the no-HL class in
the model prediction. Therefore, if a given feature is
important for predicting only one of the two classes, it
may show limited overall importance when implicit fea-
ture importance or feature permutation importance tech-
niques are used. On the other hand, information about the
direction of a feature’s contribution is provided by PDP
analysis, which also shows how the probability of a given
output class in the model prediction is related to the distri-
bution of each feature’s values (see Figure 5). Specifically,
PDP analysis indicates a cutoff of about 50–55 years for
age, whereby higher values contribute toward the HL class
and lower values toward the no-HL class. Moreover, since
the PDP plot of age shows the biggest variability in prob-
ability, it further confirms that age is the most important
feature to predict the output class in the data set used
here. Similarly, the PDP indicated that both the number
and the percentage of correct responses contributed to
each of the two output classes, although the observed
changes in probabilities are smaller. Some features con-
tributed mainly to classification into the no-HL class, spe-
cifically average reaction time and SRT, but their contri-
bution was smaller compared to the other features. It is
worth noting that, since the results of 50 iterations are
pooled in the PDP in Figure 5, the observed cutoff values
are approximated. Nevertheless, the cutoff values shown
in the PDP are similar to the ones provided by the DT
rules (see Figure 1), hence supporting the use of RF in
combination with post hoc explainability techniques as a
means to achieve, concurrently, accuracy of classification
and explainability of predictions.

Age Contribution

As previously discussed, our multivariate analysis
shows that age has a dominant contribution in discrimi-
nating normal-hearing ears from ears with hearing loss.
However, other variables in addition to age were found to
be important for this purpose. Specifically, Table 1 shows
that features such as average reaction time, SRT, percent-
age of correct responses, and number of correct responses
have accuracy around .7 or higher and that the accuracy
obtained using all the features is higher than that obtained
using age alone. These findings are further confirmed by
the analysis of feature and value of importance shown in
Figures 5 and 6. The bias introduced by age in the classifi-
cation models developed here is also demonstrated by the
analysis of exemplary misclassifications shown in Figure
3, whereby the false positives and false negatives cases are
mainly determined by the values of age.
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To analyze in more detail the role of other features
derived from the speech-in-noise test, we analyzed DT
models trained on two sub–data sets, specifically from
individuals younger than or older than 53 years of age
(see Figure 6). The rationale was to identify two subpopu-
lations that show a different risk of presenting hearing loss
due to their age as older individuals are more likely to
have hearing loss (Haile et al., 2021). As shown in Figure
6a, the SRT would seem to discriminate between the two
classes in younger individuals, as ears with an SRT lower
than a cutoff of about −10 dB SNR are more likely to be
normal hearing. Similarly, SRT is also determinant in clas-
sifying subjects who seem to be at higher risk of suffering
from hearing loss because of their age (see Figure 6b) but
who actually show very good speech recognition in noise
(e.g., highly negative SRT, below −16.67 dB SNR, or high
number of correct responses, above 74). Hence, the analysis
of features extracted from the speech-in-noise test, particu-
larly the SRT and the number of correct responses, might
be helpful to identify hearing loss in individuals at higher
or lower risk of developing hearing loss.

Limitations and Future Developments

This study demonstrated that multivariate ML
models based on features extracted from a speech-in-noise
test may be a promising tool to accurately identify hearing
loss. However, it is acknowledged that this study has some
limitations. The use of speech stimuli from an English
speaker and the related transcription in Roman alphabet
is supported by our earlier estimates of VCV recognition
performance across five languages from computational
simulations and listening tests (Rocco, 2018) and by the
fact that English is the top language by total number of
speakers worldwide and the most widely used language in
the web (Eberhard et al., 2019; Internet World Stats,
2020). As such, participants are likely to have had previ-
ous experience with spoken and written English. Several
studies have investigated the effect of native language on
speech-in-noise recognition performance (e.g., Lecumberri
et al., 2010). In the area of speech-in-noise screening tests,
some studies showed that nonnative subjects might present
poorer recognition performance with respect to native
ones with the digits-in-noise hearing tests, that is, a test
using language-specific speech stimuli (e.g., Potgieter
et al., 2018; Taylor et al., 2020). However, in our sample,
we tested using meaningless intervocalic consonants, and
we did not observe differences in the distributions of SRT
and age as a function of the output class (HL vs. no HL)
between native and nonnative English listeners, in line with
preliminary results from our earlier study (Paglialonga
et al., 2020). Moreover, the distributions of SRT in differ-
ent nonnative English listeners (i.e., Italian vs. other lan-
guages, 19 age-matched subjects in each subgroup) were
Downloaded from: https://pubs.asha.org 151.48.143.204 on 09/22/2022, 
similar. However, these findings are preliminary, and fur-
ther validation of the robustness of the test results across
different languages is needed. It will be important in
future studies to assess the effects of native language and
address test performance in listeners of characters-based
and non-Roman alphabet languages.

Trusting an ML decision depends not only on the
interpretability of the model but also on the quality of the
data used for training (i.e., its completeness and its ability
to depict a wide range of possible situations; Rudin,
2019). As it is well known, ML models are data-driven,
and in order to limit bias, it is necessary that the sample
used for training the ML models has an adequate size and
that it reflects as much as possible the reality of the phe-
nomenon to be modeled. Moreover, applying standardiza-
tion techniques on a small data set may introduce some
sort of bias, as the training set may not perfectly represent
the original phenomenon. This issue could be partially
addressed by normalizing the data using normative values.
For the sake of expanding the size of the data set, tech-
niques such as data augmentation can be helpful as they
can generate large high-quality, balanced data sets from
relatively small ones using, for example, generative adver-
sarial networks (Tran et al., 2021; Vaccari et al., 2021).
On the other hand, to overcome the issues related to bias
in data collection, computational techniques are of limited
help, and further experimental data are needed as the spe-
cific experiment settings that led to the development of
our data set might have influenced the results in terms of
feature importance. In our data set, most of the records in
the HL class were from older subjects, and most of the
records in the no-HL class were from younger subjects, as
usually observed in the general population. As a result,
the ML models trained on this data set use age as the
most important predictor of hearing loss, and therefore,
older individuals are more likely to be classified in the HL
class and younger individuals are more likely to be classi-
fied in the no-HL class (e.g., misclassification examples in
Figures 3c and 3d). The analysis of DTs in younger versus
older individuals (see Figure 6) suggests that features
extracted from the speech-in-noise test, particularly the
SRT and the number of correct responses, may help in
identifying hearing loss in individuals at higher or lower
risk of hearing loss (i.e., older vs. younger individuals,
respectively). These models are trained on small data sets,
and it will be important to analyze the full range of rules
and cutoff values determined on a larger, more age-
balanced data set. Specifically, the data used here were
mainly collected during hearing loss prevention initiatives
that were primarily addressed to older adults. As such,
recruitment largely involved participants who had already
elected to attend a hearing screening and who were likely
to have a hearing problem. In fact, the distribution of age
and hearing loss in the study sample are skewed toward
Lenatti et al.: Hearing Screening Using Machine Learning 975
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the older age groups, and the observed prevalence of hear-
ing loss is higher than that reported in the general popula-
tion. For example, in our sample, 31% of participants
have an age of ≥ 65 years old, compared to an average of
20.8% in the European Union and 23.3% in Italy (World
Bank Open Data, n.d.), where most of our participants
come from. As such, the distribution of age in the study
sample may have led to classification bias. Although the
results of this study are in line with knowledge from the
literature (i.e., higher prevalence of hearing loss in older
adults), the classification models trained here may not
fully reflect the role of each of the input features in deter-
mining the likelihood of classification in the HL class.
Future research on a representative data set, with a higher
proportion of young and middle-age adults, will be useful
to optimize the proposed ML approach for application to
the general population.

The data set used here presents a certain degree of
multicollinearity among predictors, with the highest corre-
lation between average reaction time and age (i.e., .66).
Multicollinearity does not, in general, affect predictions of
multivariate models (Kutner et al., 2005), but it might
affect model interpretation and the explainability analysis.
XAI techniques tell us how much a feature is important in
the model logic, but this is not necessarily coincident with
how much the feature is important in the real world as
the importance of certain features might become less evi-
dent due to multicollinearity and redundancy. The
strength of this analysis may be improved by considering
a broader set of meaningful and independent features.
Additional features might be extracted from the speech-in-
noise test, for example, features that measure recognition
performance separately for low- and high-frequency con-
sonants, measures of reaction time as a function of the
answer (correct/wrong), type of stimulus (low/high fre-
quency), or SNR. Ongoing research focuses on the devel-
opment and evaluation of a web-based platform for the
collection of a large set of features, including risk factors
(Paglialonga et al., 2022).

This study investigates ML approaches to identify
hearing loss based on features extracted from a specific
speech-in-noise test. In future studies, it will also be inter-
esting to evaluate features extracted from other types of
validated speech-in-noise tests that are widely available in
multiple languages (e.g., the digit triplet test) in order to
investigate whether the ability of ML algorithms to pre-
dict hearing loss is affected by the type of underlying
speech-in-noise test. Moreover, in this study, only a binary
variable derived from pure-tone testing has been used to
determine the output class. However, pure-tone thresholds
give only a partial picture of the real-life hearing and
communication abilities, and the screening outcome
addressed in this study (HL vs. no HL) does not consider
important aspects related to perceived handicap or
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treatment benefit. Future studies will be needed to evalu-
ate the classification performance of the proposed predic-
tive approach to assess different output variables such as
the degree of hearing loss as assessed in follow-up visits,
the self-perceived hearing handicap or hearing disability,
or the measured hearing amplification benefit.

More generally, a multivariate, explainable approach
such as the one developed here could be generalized and
applied in different audiological applications to analyze
the role of multiple variables and factors in determining a
certain condition. For example, multivariate approaches
could help address the factors leading to cognitive decline
in older adults. Indeed, multiple measures from a battery
of tests (e.g., pure-tone thresholds, cognitive measures
from questionnaires of functional tests, self-assessment
questionnaires of hearing handicap, electrophysiological
measures, medical history, or even demographic and
socioeconomic indicators) could be combined in future
studies to gain a deeper knowledge about the factors that
might lead to cognitive decline in individuals with hearing
loss.
Conclusions

This study introduced a multivariate framework
based on ML algorithms and explainability techniques to
investigate the predictive capabilities of features extracted
from a speech-in-noise test for the sake of identifying
hearing loss in adults. The results of this study indicated,
for the first time, that a multivariate approach using fea-
tures such as the subject’s age, the number and percentage
of correct responses, and the average reaction time, in
addition to SRT, may play a role in identifying hearing
loss in adults. The observed classification performance is
high (sensitivity = .86, specificity = .85) in the balanced
data set used here. When the observed performance is
used to estimate the expected performance of the system
in a hypothetical population with hearing loss prevalence
similar to that commonly observed in real-world settings,
very high negative predictive value (i.e., 96%) and high
accuracy (i.e., 83%) are estimated. However, it will be
essential to further expand the validation of the proposed
multivariate algorithms for hearing loss identification on a
larger representative population to fully demonstrate their
performance in real-world settings. For example, it will be
important to involve more participants with varying
degrees of hearing loss across the entire age range and
across a broader spectrum of native languages, together
with the investigation of other validated speech-in-noise
tests. Lastly, it will be interesting to assess whether
expanded sets of input features are more accurate in pre-
dicting hearing loss than smaller sets such as the one
investigated here by using additional ML algorithms and
2022
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explainability techniques to better highlight the role of fea-
tures in determining prediction and ultimately demonstrate
the viability of speech-in-noise tests for identifying hearing
loss for the sake of adult hearing screening.
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