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Abstract

The primary objective of this paper is to leverage adaptive control techniques to effectively counteract the
reduction in thrust caused by the battery discharge in Unmanned Aerial Vehicles (UAVs) enhancing their re-
liability and autonomy while extending their operational range and mission success rates. In addition to this,
the paper aims to devise a mission planner capable of ensuring the safe execution of trajectory tracking tasks,
such as those related to monitoring/surveillance missions. One of the main contributions of the paper is the
augmentation of classic baseline controllers with adaptive control mechanisms to dynamically adjust and opti-
mize the control inputs of the UAV as the battery discharges. This approach continuously monitors and adapts
to the changing thrust capabilities the control inputs, aiming to maintain the UAV’s performance within accept-
able parameters throughout the mission. Moreover, regarding the autonomous mission planner, the thrust loss
estimate, which can be considered as a key parameter of the battery’s status, becomes crucial also for the
decision-making algorithms that assess when it is prudent to terminate the mission, ensuring the UAV’s safe
return to the charging station without risking a depleted battery during flight. Therefore, the mission manage-
ment system is completed by breaking down the overall mission into different modes and defining a hybrid
automaton that enables the transition from one mode to another and a control input that allows the UAV to
perform the task autonomously, including when it necessitates to return to the charging base. Lastly, this con-
trol scheme and the mission management real-world effectiveness is assessed through a series of tests under
different simulation conditions.
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1. Introduction
In recent years, there has been a growing interest in Unmanned Aerial Vehicles (UAVs), commonly
known as drones. These aircraft operate without a pilot on board and can be either remotely con-
trolled or autonomously guided by sophisticated flight control systems. UAVs come in various types
and sizes, serving diverse mission purposes. Quadrotor UAVs, in particular, are gaining popularity
due to their compact size and versatility in handling a range of scenarios, including search and res-
cue missions, exploration of hazardous indoor environments, surveillance operations, and delivery.
Given the limited flight-time capabilities of battery-powered UAVs, the drone must be able to make
instantaneous decisions regarding the possibility of continuing the assigned mission or returning to
the base for recharging, with the goal of subsequently resuming the mission from the point where it
was interrupted. A possible solution presented in this paper is the use of adaptive control techniques
to ensure a high level of performance despite the progressive discharge of the battery and to provide
a real-time estimate of a parameter indicative of the battery state for use in decision-making algo-
rithms, since the estimate of the battery state of charge available in standard UAV autopilots is not
always reliable.
Therefore, a mission management system based on an hybrid automaton that solves the persistent
trajectory tracking problem, taking into consideration battery discharge and the possibility of recharg-
ing at dedicated pads, is presented.
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Related works
The problem of trajectory tracking and, more broadly, the control of position and attitude in small
quadrotor UAVs has garnered significant attention in academic research. Authors in [1, 2] provide
a comprehensive overview of UAV control design principles. Given the underactuated characteris-
tics of quadrotor UAVs, position and attitude cannot be independently controlled. Several nonlinear
trajectory tracking controllers use separate control loops for attitude and position, as demonstrated
for example in [3, 4]. A frequently employed method involves linearizing the system around an equi-
librium point and designing a feedback controller as done in [5]. However, this approach suffers
significant performance degradation with large errors and lacks robustness against unmodelled dy-
namics and parametric uncertainties. A possible modification to compensate for these effects, is
an adaptive approaches that can be used to estimate parameter uncertainties, taking into account
unmodelled dynamics as well [6].
Considering the reliance of small UAVs, particularly quadrotors, on battery power, understanding the
coupling between the battery and drone dynamics is crucial. Various experimental power consump-
tion models are available in the literature [7, 8]. Typical small battery-powered UAVs face limited
endurance due to weight constraints on the battery pack. Authors in [9] examined parameters in-
fluencing the performance of battery-powered UAVs and formulated mathematical expressions to
estimate range and endurance under battery discharge conditions. Moreover, a battery model-based
thrust controller to compensate for the effects generated by battery dynamics is presented in [10].
To ensure the energy safety of UAV flight missions, consistent estimation of the battery state is
necessary. Various parameters and estimation methods have been defined in the literature due to
the impossibility of direct measurements. Authors in [11] used the estimation of the State of Charge
(SOC) of the battery, [12] formulated an online estimator of the State of Energy (SOE), and [7] used an
experimental power consumption model to predict the End of Discharge time, indicating the remaining
battery life. Authors in [13] compared SOC and SOE, highlighting the differences in their trends under
various conditions and determining which parameter is more indicative of the actual battery state.
When deployed on autonomous missions, drones require intelligent decision-making systems for
trajectory planning and tour optimization. Autonomous drones must rapidly compute feasible and
energy-efficient paths to avoid collisions. A review of key aspects and current trends in drone path
planning research, identifying factors that need to be addressed to develop practical path planners,
can be found in [14]. Given the constrained capacity of onboard batteries, it is crucial to optimize
mission objectives and incorporate recharging operations during extended flights. In [15] the joint
problem of flight mission planning and recharging optimization is formulated as a multi-criteria Asym-
metric Traveling Salesman Problem (ATSP), thus, ensuring the drone visits all target sites and refuels
as necessary. Various strategies for power supply and energy management for UAVs are described
in [16].

2. Problem Formulation
For the formulation of the control problem, a mathematical model capturing both the UAV flight dy-
namics and the battery dynamics is developed.

2.1 Quadrotor model
Starting from the drone model, two different frames can be defined, the inertial Cartesian frame
FI :=(OI,{xI,yI,zI}) and the body-fixed Cartesian one attached to the center of mass of the quadrotor
FB := (OB,{xB,yB,zB}), where Ok refers to the origin of the two frames, and xk,yk,zk are unit vectors
that form a basis of an orthogonal frame. The position vector p ∈ R3 from OI to OB and the rotation
matrix R := [b1,b2,b3] ∈ SO(3) describing the attitude of FB with respect to FI can be defined in
order to fully describe the configuration of the quadrotor through the definition of the tuple (p,R) ∈
R3 ×SO(3).
As shown in [17], given the full actuation capabilities of the UAV attitude dynamics, classic control de-
signs such as PID loops have been demonstrated to be effective in controlling the attitude dynamics
of the UAV also in highly dynamic motions and under the assumption that the angular velocity dy-
namics is controlled at a sufficiently fast rate [18], the angular velocity ωB ∈R3 describing the rotation
of FB with respect to FI can be considered directly as the control input ωc.
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Therefore, the nonlinear dynamical model of the UAV can be described by the following simplified set
of nonlinear differential equations: 

Ṙ = RS(ωc)

ṗ = v
mv̇ = λ Tc R e3 −mg e3 + fe

. (1)

where p ∈ R3 and v ∈ R3 are respectively the position and the velocity of the UAV both expressed
in the inertial frame, m ∈ R>0 represents the UAV mass, Tc ∈ R>0 is the overall thrust applied by
the propellers, fe ∈ R3 represents the external disturbances, g = 9.81m/s2 the gravitational acceler-
ation, e3 = [0,0,1]⊤, λ ∈ R>0 is the control effectiveness, which gradually decreases during nominal
operating conditions due to battery discharge, and S(·) is the Skew operator defined as the map
S(·) : R3 → so(3) := {W ∈ R3×3 : W =−W⊤} that given x,y ∈ R3 is such that S(x)y = x× y.

2.2 Battery model
Battery discharge effects play an important role in the behaviour and performance of multirotor UAVs.
For this reason, the relation between the parameters of the battery state and the thrust has been
deeply investigated in literature. The two most common parameters used to described the battery
state in literature are the State of Energy (SOE) and the State of Charge (SOC).
The SOE is the normalized remaining available energy of Lithium-Ion batteries and is defined as
follows:

SOE(t) := SOE(t0)−
∫ t

t0 Ptot(τ)dτ

Ecrit
, (2)

where, Ecrit represents the maximum available energy of the battery and Ptot(t) the overall power
consumption at the selected time instant, which is composed of the power delivered to the actuator
P(t) together with the dissipated one.
The SOC is instead defined as the level of charge of an electric battery relative to its capacity and is
mathematically expressed as:

SOC(t) :=
Qc −

∫ t
t0 IL(τ)dτ

Qc
, (3)

where, Qc is the current capacity of the battery and IL(t) is the instantaneous delivered current.
As shown in literature, the trend of these two parameters during discharge is different, with the SOE
lower than the SOC due to the fact that the battery voltage behaviour is considered in SOE computa-
tion. Therefore, when choosing a minimum threshold to end a mission, monitoring the SOE instead
of the SOC is justified. Nevertheless, the difference between these two parameters is quite small,
at most 2/3% ([13]). Having found in the literature an equivalent circuit of the battery that through a
power consumption model explains the variation of SOE during different flight stages [7], and a model
of thrust loss in relation with the SOC of the battery [10], to leverage both, for the sake of simplicity
these two parameters and their evolution over time can be considered equivalent.
Regarding the battery dynamics, the most common solution in the literature is to create an equivalent
circuit that can simulate the voltage and current behaviour over time of a real battery. In this paper
the Rint model formalized in [7] and shown in Figure 1 is used. This model, explicitly designed for
drones, also incorporates a power consumption model derived from helicopter aerodynamic theory,
allowing for better simulation of different discharges depending on the drone’s flight stages.
Thanks to the definition of the SOE, the state-space model of the battery can be expressed as:

dSOE
dt

= (P(t)+ IL(t)2R0(t))E−1
crit , (4)

dR0(t)
dt

= w(t). (5)

It can be noticed that R0(t), which represents the internal resistance, in reality depends itself on the
SOE, but due to some external factor, such as the temperature, the coupling between the resistance
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Figure 1 – Rint model equivalent circuit.

and the SOE has been shown that it is not as straightforward. For this reason, the dynamics of the in-
ternal resistance is simulated by an increasing Gaussian noise process w(t) at each time instant. The
other variables characterizing the equivalent circuit can be obtained by the following set of equations:

UL(t) =Uoc(t)− IL(t)R0(t), (6)

Uoc(t) = vL +λb e−γ SOE(t), (7)

IL(t) =
Uoc(t)−

√
Uoc(t)2 −4 R0(t)P(t)

2 R0(t)
, (8)

where UL(t) and IL(t) are the delivered voltage and current, Uoc(t) represents Open Circuit Voltage,
vL, λb and γ are parameters that can be retrieved by least square fitting of an experimental dataset
and P(t) is derived from the power consumption model reported in [7].

2.3 Quadrotor and battery dynamics coupling
The coupling between the quadrotor dynamics and the battery dynamics is bidirectional, in fact, the
power consumption in the battery dynamics model depends on the drone’s speed v and altitude z,
while the other coupling term in the drone’s dynamics is represented by the parameter λ that depends
on the battery discharge. Therefore, it is necessary to understand how the battery state influences
the value of the parameter λ .
For what concern the SOC-dependent model, the relation between the SOC and the delivered thrust
at fixed throttle has a spline-like behaviour as the one shown in Figure 2a, which is obtained through
a least-squares spline approximation of the measured thrust loss, placing two nodes at 10% and
90%, respectively, to separate the almost linear central piece from the highly nonlinear portions at
the edges. From the model in Figure 2a, by inserting the SOE level obtained from the equivalent
circuit into this function, it is possible to obtain the value of the thrust loss λ directly.

(a) Relation between SOC and thrust (from [10]). (b) Relation between voltage and thrust (from [19]).

Figure 2 – Relation between battery state parameters (SOC and voltage) and thrust.
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Alternatively, several authors provide empirical proofs that, within a specific range where the pro-
pellers are considered to work in a regime condition, the thrust is directly proportional to the volt-
age/current as shown in Figure 2b. Therefore, by computing the ratio between the delivered voltage
UL(t) at each instant with the voltage that would have been generated with a fully charged battery
U f ull

L , and by scaling this ratio by a factor KU to match the thrust-voltage curve slope in Figure 2b,
uncertainty of the thrust value can be expressed as follows:

λ := 1−KU
U f ull

L
UL

. (9)

Both these models have been considered when testing the proposed adaptive controller, which is
described in the next section.

3. Controller design
In a typical autopilot controller, the effect of battery discharge is usually compensated for by the inte-
gral terms of the control action. The goal of the presented controller, however, is not only to compen-
sate for this loss but also to estimate it, allowing to use this information in the mission management
context. Exploiting the hierarchical control architecture and adopting the same attitude controller and
attitude planner proposed in [17], the attitude of the drone R can be considered approximately equal
to the desired attitude Rd at each time instant because of the fastness attitude dynamics with respect
to the position dynamics. Thus, it is possible to focuses on the position dynamics alone. To focus
more closely on the impact caused by battery discharge, the external forces, included in the vector fe

and the uncertainties of the plant have been neglected.
Considering λ = 1− ∆Tc

Tc
, the thrust can be broken down into its nominal value Tc and its uncertain

variation ∆Tc as follows:

mv̇ =−mge3 +(Tc −∆Tc)Rde3. (10)

Then, setting Tc = |fd | and Rde3 =
fd
|fd | , and selecting

fd = m(ge3 + v̇d)+u, (11)

the linear velocity dynamics reads:

v̇ = v̇d +
1
m
(u−∆TcRde3) . (12)

It can be noticed that the desired control force in (11) is composed by a feedforward term, m(ge3 + v̇d),
which compensate for the constant gravity force and ensure tracking by providing the desired accel-
eration, and a feedback term u to be designed.
Therefore, the position dynamics can be expressed in state space form as:

ẋp = Apxp +Bp (u+ΘΦ)+Bprr, (13)

where Φ := Rde3 ∈ R3 is the regressor, Θ := ∆Tc ∈ R is the uncertain parameter and the other terms
are defined as follows:

xp :=
[
p⊤ v⊤

]⊤ , r :=
[
p⊤

d v⊤d v̇⊤d
]⊤ , (14)

Ap :=
[

03 I3
03 03

]
, Bp :=

1
m

[
03
I3

]
, Bpr :=

[
03 03 03
03 03 I3

]
, (15)

where I3, 03 ∈ R3×3 represent the identity and the zero matrix of dimension three, respectively.
Moreover, the control input

u := ubl +uad , (16)

is defined as the sum of the baseline control input designed in absence of uncertainty, denoted as ubl,
and of an adaptive component, denoted as uad , which instead will compensate for the uncertainty.
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3.1 Baseline Controller
As mentioned earlier, since the adaptive controller replaces the integral contribution, the baseline is
chosen as a simple PD controller:

ubl =−Kpep −Kvev, (17)

where ep := p− pd is the position tracking error, ev := v− vd is the velocity tracking error, and the
diagonal matrices Kp,Kv ∈ R3×3 contain the gains for the position and velocity error, respectively.
Finally, the closed loop position dynamics for the uncertainty-free system can be rewritten as:

ẋp = APD
re f xp +BPD

re f r, (18)

where

APD
re f :=

[
03 I3

−Kp
m −Kv

m

]
, (19)

BPD
re f :=

[
03 03 03

−Kp
m −Kv

m I3

]
. (20)

The PD controller defined in (17) guarantees global exponential tracking of the reference trajectory
for the uncertainty-free system.

3.2 Adaptive Controller
In order to compensate for the uncertainty represented by ΘΦ in (13), it must be noted that Θ is
assumed to be unknown. Nevertheless, this value can be estimated by using an adaptive control law.
The starting point is the definition of the parameter estimation error:

∆Θ = Θ̂(t)−Θ = ∆T̂c(t)−∆Tc. (21)

Then, the adaptive control input is chosen as:

uad =−Θ̂(t)Φ. (22)

Three different techniques, belonging to the family of Model Reference Adaptive Control (MRAC),
which differ precisely in the model chosen as a reference, have been implemented: the standard
Model Reference Adaptive Control (MRAC), the Closed-loop Model Reference Adaptive Control (CM-
RAC) [20] and the Predictor-based Model Reference Adaptive Control (PMRAC) [21].

3.2.1 MRAC
For the MRAC, the reference model is chosen as the closed-loop uncertainty-free system response

ẋre f = Are f xre f +Bre f r, (23)

where
Are f := APD

re f

Bre f := BPD
re f

. (24)

Then, the mismatch error can be defined as

e = xp −xre f . (25)

In order to derive adaptive laws, a Lyapunov design approach is employed, choosing as candidate a
quadratic positive definite function of the mismatch error and of the parameter estimation error:

V (e,∆Θ) = e⊤ P e+
∆Θ2

2γΘ

, (26)

where γΘ is a scalar tunable parameter of the adaptive law and P satisfies the Lyapunov equation
reported hereafter:

P Are f +A⊤
re f P =−Q (27)

where Q = Q⊤ > 0. As common in adaptive control design, to ensure convergence of the mismatch
error e, the following adaptive law is derived by imposing a negative semi-definite condition on the Lie
derivative of the Lyapunov function:

˙̂
Θ = γΘ Φ e⊤P Bp. (28)

6
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3.2.2 CMRAC
As regard the Closed-loop Model Reference Adaptive Control (CMRAC) [20], the reference model is
obtained from the one of MRAC by adding an output injection term as follows:

ẋre f = Are f xre f +Bre f r+Le, (29)

where L ∈ R6×6 is a diagonal matrix of positive gains and the closed-loop uncertainty-free system
response in (24) is again used as reference model.
Repeating the same steps used for the MRAC, with the same mismatch error of the (25) but defining
P as the solution of the following Lyapunov equation, in place of the (27),

P (Are f −L)+(Are f −L)⊤ P =−Q (30)

with Q = Q⊤ > 0, it is possible to obtain the same adaptive law in (28) for the CMRAC case.

3.2.3 PMRAC
The last technique used for the adaptation of the control input is the Predictor-based Model Reference
Adaptive Control (PMRAC) [21]. It is obtained by including a state predictor x̂ in the adaptive law in
order to predict the system state derivative.
The so-called predictor dynamics can be defined as follows:

˙̂x = Apr (x̂−xp)+Are f xp +Bre f r. (31)

where Apr ∈ R6×6 is a diagonal matrix of positive gains and the closed-loop uncertainty-free system
response in (24) is again used as reference model. In this case the prediction error is used and
defined as follows:

ê = x̂−xp, (32)

A Lyapunov design approach is employed again but, in this case, choosing as candidate a quadratic
positive definite function of the prediction error and of the parameter estimation error:

V (ê,∆Θ) = ê⊤ Ppr ê+
∆Θ2

2γΘ

, (33)

where γΘ is a scalar tunable parameter of the adaptive law and Ppr satisfies the Lyapunov equation
reported hereafter:

Ppr Apr +A⊤
pr Ppr =−Q (34)

where Q = Q⊤ > 0. By imposing a negative semi-definite condition on the Lie derivative of the Lya-
punov function, the PMRAC adaptive law can be written as:

˙̂
Θ = γΘ Φ ê⊤Ppr Bp. (35)

The PMRAC design improves transient performance over the standard MRAC and modifies the base-
line controller input only when the plant uncertainties are not compensated for [22].

4. Simulations and experimental tests
To validate the effectiveness of the presented controllers, preliminary tests were conducted by con-
sidering the plant’s dynamics presented in (1).
Then, the implemented solutions were transferred and tested in the UAV simulator of the ANT-X [23]
drone developed by the Aerospace Systems and Control Laboratory (ASCL) [24], which is based
on the identified models of the drone’s angular velocity dynamics acquired by using the blackbox
Predictor-Based Subspace Identification (PBSID) method, which provides a higher level of reliability
for evaluating the effectiveness of the proposed control techniques.
The PMRAC controller provided the best performance and thus, it has been selected to be imple-
mented and tested on the real drone shown in Figure 3.
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Figure 3 – ANT-X [23] drone.

To validate the proposed discharge models and enable a direct comparison between the simulation
and experimental data, an endurance test was performed by keeping the drone in hovering mode for
as long as possible. Figure 4a illustrates the evolution of the estimated parameter Θ̂ over time during
this test from which a model of battery discharge has been retrieved.
The actual remaining charge percentage was measured, showing a value of 8%, thus aligning with
the theoretical expectation. Looking at the values, a more consistent battery performance is shown
throughout the nominal battery charge region (90%–10%), maintaining a thrust loss value between
10% and 20%. Comparing this data with what is depicted in Figure 2a, it is possible to note a more
restrained descent, probably due to the fact that this battery is specifically designed for drones, aiming
to optimize the supplied voltage to the propellers as consistently as possible. The saturation of the
estimated thrust loss Θ̂, is due to the presence of the projection operator [22, p. 239] in the adaptive
law which constraints the evolution of the estimated parameter within a compact and convex set in
order to increase robustness. Nevertheless, this saturation does not influence the drone’s descent,
which occurs gradually before the parameter estimate saturates, therefore increasing the bound of
the projection operator does not provide benefits but could potentially reduce the robustness of the
controller.

(a) Thrust lost parameter Θ̂ function with respect to
time.
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(b) Comparison between thrust loss parameter Θ̂,
delivered voltage and SOC time histories.

Figure 4 – Result for battery model validation during hovering flight test.

Similarly to what was done in [10], experimental data has been filtered, divided into three different
curves and approximated with splines, separating the nearly linear region in the centre from the other
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two highly non-linear regions at the edges, thus obtaining the model of thrust loss as a function of
flight time represented by the dashed line in Figure 4a. So, through this model, it is possible to
understand the remaining flight time starting from the estimate of the thrust loss, in the absence of
external disturbances.
Moreover, during the same test other output coming from the drone PX4 autopilot [25] were extracted
and compared to the estimated parameter of thrust loss.
Notably, the estimation of SOC turned out to be entirely inaccurate, especially when compared with the
estimation of thrust loss, as can be seen in Figure 4b. This highlights how obtaining reliable estimates
of SOC and SOE from simple models is not as straightforward. By using computationally expensive
models the estimates can be improved but this entails an increase of the required computational
power and, consequently, of weight, or an update of the estimate at lower frequencies, which does
not seem advisable for short-duration missions like those of small drones, especially near complete
battery discharge when thrust experiences a vertical collapse. In contrast, estimating the thrust loss
parameter not only comes almost effortlessly, as it is a parameter the adaptive controller requires to
enhance drone performance, but it also appears to be indicative of the battery state, as expected.
Of course, the estimation of this parameter serves as a “direct” measure of the battery state only
in the absence of external disturbances, such as wind, since the controller as formulated would not
be able to distinguish and separate these contributions. Even observing the behaviour of the voltage
curve and of the thrust loss parameter in Figure 4b, it is evident that the trends are quite similar, albeit
inverted. Scaling the voltage trend and considering the voltage lost rather than supplied, the similarity
between these trends is confirmed, underscoring the strong correlation between battery voltage and
generated thrust.
Then, simulation results exploiting the obtained empirical model of the battery discharge have been
compared with the results of experimental tests concerning a sequence of steps, highlighting the
effectiveness of the simulator obtained through blackbox PBSID method.

(a) Response comparison to sequence of steps.
(b) Thrust loss parameter Θ̂ and voltage loss

correlation.

Figure 5 – Results for the comparison between simulation and experimental response to step
setpoint in position.

Lastly, the relationship between voltage and thrust loss shown in Figure 5b confirms the proportion-
ality between these two quantities. In fact, through the same scaling, it can be observed how not
only the trends are extremely similar, but also the peaks of both curves are located at the same
time instants, namely when the drone is requested to perform a position step. This only further vali-
dates what was previously obtained regarding the proportionality between thrust loss and the voltage
supplied to the propellers in the absence of external disturbances.

5. Mission Management
The mission that solves the persistent trajectory tracking problem, considering the battery discharge
and the possibility of recharging at dedicated pads, is divided into various modes, each of which
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has a defined domain based on the value of the parameter estimated by the adaptive controller, the
UAV position and the resulting position error with respect to the reference trajectory. The modes are
denoted by the letter q ∈ [−1,0,1,2,3,4] and are grouped in three macro-modes: the macro mode for
take-off, the main mode that is the trajectory tracking one q = 1 and the macro mode for safe landing.
The macro mode for take-off is split in the actual take-off from ground q = −1 and in the approach
towards the starting point of the trajectory q = 0, while the macro mode for safe landing, drawing
inspiration from the work done in [26], is split in three sub-modes, the approach towards the charging
station on which to land q = 2, the landing mode q = 3 and the disarm mode q = 4.
The overall mission scheme is represented in Figure 6.

Figure 6 – Scheme of the overall switch logic.

The continuity of a surveillance mission over a large area, even after a charging stop, is ensured by
applying the technique adopted in [27]. In this approach, a generalized time is defined, which only
elapses when the drone is in the main mode, in the case of a surveillance mission, the trajectory
tracking mode. In mathematical terms, the generalized time dynamics is described by:

ṫgen = s, where

{
s = 1, if q = 1

s = 0, else
. (36)

Before describing all the modes, some preliminary considerations can be done. The main objective
of the mission is trajectory tracking performed in q = 1, while in all the other modes position setpoint
stabilization is the goal. The solution proposed leverages the same setpoint generation control law
for all the modes, adjusting in different ways the parameters to pursue either trajectory tracking or
setpoint stabilization. To define the control law for the setpoint generation to be used by the controllers
described in Section 3.1 and Section 3.2, the trajectory tracking is first considered.
It is assumed that control laws for Tc that enable the asymptotic tracking of any bounded velocity
trajectory, denoted as vr(t) ∈ R3 exist. This assumption allows to formulate the tracking problem
independently of the specific UAV actuation mechanism, relying on the kinematic model:

ṗd = vd , (37)

where vd is a virtual input representing the drone’s velocity in the inertial frame, utilized for control
design purposes. Under this assumption, the following strategy can be used to track any sufficiently
smooth reference trajectory, denoted as t →

[
pr(t)⊤ vr(t)⊤ ar(t)⊤

]⊤ ∈R9 such that ṗr(t) = vr(t) and
v̇r(t) = ar(t).
Defining the tracking error as:

ε(t) := p(t)−pr(tgen), (38)
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the corresponding dynamics of the error can be rewritten as

ε̇(t) = v(t)−vr(tgen), (39)

where considering the measurements of both the position p(t) and the velocity v(t) for the trajec-
tory generation, closed-loop guidance is achieved. It must be noted that the desired trajectory is
parametrized by the generalized time whose dynamics is defined in (36).
The proposed control law is expressed by

vd(t) =−vM tanh
(

Kε ε(t)
vM

)
+vr(tgen), (40)

where vM ∈ R>0 represents the saturation level for the velocity, Kε ∈ R3×3 is a diagonal matrix con-
taining positive gains and the hyperbolic tangent function has been preferred over a simple saturation
function in order to obtain a smoother trajectory to be followed. It must be noted that the control law
is a sum of a quasi time-optimal control law [28] and a feedforward term of the reference trajectory
velocity. Finally, the acceleration setpoint ad(t), can be computed by deriving (40):

ad(t) =−Kε sech
(

Kε ε(t)
vM

)
ε̇(t)+ar(tgen), (41)

while, for the position setpoint pd(t), numerical integration will be used.
So, the overall dynamics of each mode and the corresponding outputs y can be written as:

ṗd = vd

ṫgen = s

y =
[
pd(t)⊤ vd(t)⊤ ad(t)⊤

]⊤ (42)

where vd(t) and ad(t) are computed as in (40) and in (41), respectively. The output y is used as
setpoint for the controllers described in Section 3.1 and Section 3.2.

Remark 1. It can be observed that through this common choice of the control input, each mode
can have different values in the Kε matrix, in the errors ε and ε̇, and in the saturation velocity vM to
adapt to the required task and performance. Additionally, excluding the main mode where tracking a
trajectory is required, in the other modes the goal is setpoint stabilization and thus vr(tgen) and ar(tgen)
will be zero, and the hyperbolic tangent will only create a smooth trajectory leading to the required
point pr(tgen).

A brief overview of the presented modes is reported hereafter.

5.1 Trajectory tracking mode
This mode represents the main goal of the mission, and actual trajectory tracking is pursued through
control laws (40) and (41) with ε and ε̇ computed as in (38) and (39).
The domain for the mode can be defined as follows:

C1 :=
{

Θ̂ < ∆TM; p ∈ R3 : |p−pr(tgen)| ≤ Rt
}
, (43)

where Rt represents the maximum acceptable tracking error for considering successful the required
task, ∆TM is the threshold value of the estimated parameter at which the drone must interrupt the
mission in order to return safely to the charging station.
Letting ∆TM to be a function of the distance from the charging station, the drone can optimize the
duration of the mission. In Section 4. a model of thrust loss dynamics as a function of time was
derived from an endurance test. Therefore, knowing the battery duration in hovering, it is possible
to choose the right point to end the mission based on the remaining time until battery discharge. In
order to consider flight stages different from hovering, a factor must be used to scale this threshold
to increase safety, at the expense of longer endurance. The selected formula is:

∆TM = min(∆TM
Max,∆Tf un(K(Tbatt −Tland −|Ψ⊥|/vM))). (44)
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In the above formula ∆Tf un represents the empirical model of Figure 4a, K is the safety scale factor,
Tbatt is the time when thrust loss reaches 30% of the maximum thrust in hovering conditions, Tland
represents the time taken to descend from the cruising altitude to the ground, |Ψ⊥| represents the
planar component of the distance from the charging station such that the last term considers the time
that the drone implies to reach the charging station from the point where the mission is interrupted
(Tdist). The minimum function and the threshold ∆TM

Max are used to further increase the reliability of
the autonomous mission management as explained in the next section. A graphical representation
of the function is shown in Figure 7.

5.2 Landing macro mode
The macro mode for safe landing, drawing inspiration from the work done in [26], is split in three sub-
modes, the approach towards the charging station on which to land q = 2, the landing mode q = 3
and the disarm mode q = 4.
The domain definition for all these modes depends mainly on the value of the thrust loss estimated
parameter. Some threshold are defined in order to distinguish if it is possible to carry out a safe
landing or if an emergency landing is necessary. Once the estimated parameters is greater than the
threshold ∆TM computed as explained in (44), the safe landing is initiated. Furthermore, the threshold
∆Tcrit that triggers the landing procedure at the current location of the drone, given the impossibility
of a safe landing on the pad is also defined. The entire decision process can be explained looking at
Figure 7.

Figure 7 – Visual representation of ∆TM.

In Figure 7 the continuous black line represents the battery model, the red dashed line represents the
maximum acceptable threshold value ∆Tcrit that triggers the landing procedure at the current location
of the drone, given the impossibility of a safe landing on the pad. Moreover, the blue dashed line
represents the total time of the ideal mission, including take-off and landing, ensuring that the drone
lands with 30% of remaining charge, and the black dashed line represents the time associated with
the variable threshold value: if this value is greater, and therefore above the red line, the threshold
will be equal to ∆TM

Max, while if it falls below, it will represent the value itself in which the safe landing
mode starts. So, applying the formula in (44), the goal would be to land when the thrust loss is
approximately 30%. Also, it can be noticed that by using the minimum function, a maximum value
of ∆TM

Max has been set for the activation of the landing mode to further increase safety in the final
stages of the mission.

5.2.1 Landing approach mode
In sub-mode q = 2, the so-called landing approach mode, the follower is far from the landing/charging
station and has to get close to a safe distance. Therefore, its domain of application will be defined as

12
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follows:

C2 :=

{
∆TM ≤ Θ̂ ≤ ∆Tcrit ; p ∈ R3 :

{
|Ψ⊥| ≥ rm if z ≥ ha

|Ψ⊥| ≥ rt if 0 ≤ z ≤ ha

}}
. (45)

As can be seen, the conditions that determine the domains, and therefore also dictate the switches
between modes, are the position of the drone and the thrust loss estimated parameter. Regarding
the first one ha represents the altitude at which the approach phase should end, while rm < rt is the
distance at which the landing approach phase should end, |Ψ⊥| represents the planar component of
the distance from the ground station and z the altitude of the drone. With the choice of rm < rt the
logical switch between modes occur with hysteresis in order to avoid chattering phenomena, caused
by possible fluctuations in the estimated parameter, following what was proposed in [26].
The control laws applied during this mode are (40) and (41), but with vr(tgen) = ar(tgen) = 0, such that

vd(t) =−vM tanh
(

Kε ε(t)
vM

)
(46)

ad(t) =−Kε sech
(

Kε ε(t)
vM

)
ε̇(t), (47)

ε̇ = v and ε is defined as:

ε =

[
Ψ⊥
0

]
(48)

so that stabilization of the position at an height z above the charging station is performed.

5.2.2 Landing mode
In the landing sub-mode, indicated with q = 3, the drone starts to decrease its altitude, maintaining
itself over the surface of the charging platform. The domain related to this mode can be expressed
as:

C3 :=

{
p ∈ R3 :

{
|Ψ⊥| ≤ rt , z ≥ ha if ∆TM ≤ Θ̂ ≤ ∆Tcrit

z ≥ ha if Θ̂ ≥ ∆Tcrit

}}
. (49)

It can be noted, as specified earlier in the definition of ∆Tcrit , that once the estimated parameter ex-
ceeds this threshold value, the landing will no longer occur directly above the charging base. Instead,
the drone will be required only to land nearby its actual position, without imposing any specific coor-
dinates in the North-East plane. So, even the disarm mode will use the same division, distinguishing
between a nominal landing and an emergency landing.
The control laws applied during this mode are (40) and (41), but with vr(tgen) = ar(tgen) = 0 in order to
achieve setpoint stabilization, eventually changing the velocity limit vM and the gains Kε to enhance
the required performance of this mode.
In case of nominal landing the UAV is stabilized at the position of the charging platform while in case
of emergency landing at the ground position below its current height. To do this, the error ε in this
mode is computed as follows, depending on whether it is a nominal or emergency landing:ε =

[
Ψ

⊤
⊥ z

]⊤ if j = 0

ε =
[
0 0 z

]⊤ if j = 1
, (50)

where j ∈ {0,1} is a logical operator that assumes the value 1 when the drone starts the emergency
landing procedure. The introduction of another logical operator was mandatory in order to avoid
chattering issue between the nominal and emergency mode, also making the introduction of new
modes unnecessary, allowing the utilization of the existing landing mode, thus minimizing the final
logic scheme without compromising its functionality.
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5.2.3 Disarm mode
The disarm sub-mode will be the last phase, which is indicated with q = 4. The drone has reached
an altitude sufficiently close to the ground and so the disarm command is activated both for nominal
landing and for emergency landing. The domain of the disarm mode is then defined as:

C4 :=

{
p ∈ R3 :

{
|Ψ⊥| ≤ rt , z ≤ ha if ∆TM ≤ Θ̂ ≤ ∆Tcrit

z ≤ ha if Θ̂ ≥ ∆Tcrit

}}
. (51)

After disarming the drone, the battery could be recharged using a dedicated charging pad or replaced.
The control law is the same as the landing mode. It must be noted that, while the actual disarm is
performed turning off the motors, for simulation purposes, the drone does not land on the ground/pad
but hovers at zero height in the coordinates of the charging base. Once this phase is completed, the
drone engages the take-off mode, which is yet to be defined, so that the mission can be resumed.

5.3 Take-off macro mode
The macro mode for take-off is split in the actual take-off from ground q = −1 and in the approach
towards the starting point of the trajectory q = 0.

5.3.1 Take-off mode
The first sub-mode of the take-off concerns the actual take-off (q =−1), which from the ground level
brings the drone to the altitude of the trajectory ztra j. Its domain is defined as

C−1 :=
{

Θ̂ ≤ ∆TM; p ∈ R3 :
∣∣z− ztra j

∣∣≥ εz
}
, (52)

where εz represents the maximum error acceptable for the drone vertical position to match the trajec-
tory altitude in order to switch to the trajectory approach mode.
The control laws applied during this mode are (40) and (41), but with vr(tgen) = ar(tgen) = 0 in order to
achieve position setpoint stabilization, eventually changing the velocity limit vM and the gains Kε to
enhance the required performance of this mode as in the landing mode case.
In case the UAV performed a nominal landing, during the following take-off the UAV is stabilized at
the in-plane charging station position but at the height of the desired trajectory, while in case an
emergency landing was performed, the drone is stabilized at the trajectory height above its current
position. To do this, the error ε in this mode is computed as follows, depending on whether there was
a nominal or emergency landing: ε =

[
Ψ

⊤
⊥ ztra j

]⊤ if j = 0

ε =
[
0 0 ztra j

]⊤ if j = 1
, (53)

where j ∈ {0,1} is a logical operator that assumes the value 1 when the drone performed the emer-
gency landing procedure.

5.3.2 Trajectory approach mode
After take-off, the subsequent phase is the so-called trajectory approach (q = 0), that brings the drone
to the initial point of the trajectory, from which the main mode will subsequently restart.
The domains is defined as:

C0 :=
{

Θ̂ ≤ ∆TM; p ∈ R3 : |p−pr(tgen)| ≥ Rm
}
, (54)

where Rm represent the maximum error acceptable for the drone position to match the trajectory initial
setpoint pr(tgen) for the tracking mode. Therefore, by choosing Rm < Rt the chattering phenomena can
be prevented in the switch between the trajectory approach mode and the trajectory tracking one.
It can be noted that thanks to the choice of the generalized time, the value of tgen will remain un-
changed for the entire time spent outside the tracking mode, allowing for the resumption of the mis-
sion to restart tracking from where it was interrupted.
To perform position stabilization of the drone at the starting point of the desired trajectory, the control
law used are the one of (46) and (47) with the velocity error ε̇ = v and the position error computed as
ε = p−pr(tgen).
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5.4 Hybrid automaton
In the definition of the hybrid automaton that describes the mission management system, once that
the domains of all nodes and the related control inputs are known, it is necessary to define the Guard
conditions that allow transitioning from one mode to another.
As defined in [29], considering the set of modes Q which is composed by all the modes described
previously q ∈ Q := {−1,0,1,2,3,4} and the domain map Cq : Q ⇒ R3 which gives for each q ∈ Q the
set Cq in which the continuous state p ∈ R3 evolves, the set of edges E ⊂ Q×Q identifies the pairs
(q,q′) such that a transition from the mode q to the mode q′ is possible.
First of all, it is possible to start with the safe landing mode taking as a reference what was done in
[26].
The set ESL := {(2,3),(3,2),(2,4),(4,2),(3,4),(4,3),(4,4)} contains all possible combinations internal
to the safe landing mode. Therefore, a Guard map, which contain all the Guard condition Guard:E ⇒
R3, identifies for each edge (q,q′) ∈ E the set Guard(q,q′) to which the continuous state must belong
so that a transition from q to q′ can occur. The various Guard conditions that allow to switch from a
mode to another one inside the safe-landing overall mode, are:

Guard(2,3) :=

{
p ∈ R3 : |Ψ⊥| ≤ rm, z ≥ ha if ∆TM ≤ Θ̂ ≤ ∆Tcrit

z ≥ ha if Θ̂ ≥ ∆Tcrit

}
,

Guard(3,2) :=

{
p ∈ R3 : |Ψ⊥| ≥ rt , z ≥ 0,

{
∆TM ≤ Θ̂ ≤ ∆Tcrit , if j = 0

∆TM ≤ Θ̂ ≤ ∆Tcrit −δcrit , if j = 1

}}
,

Guard(2,4) :=

{
p ∈ R3 :

{
|Ψ⊥| ≤ rt , 0 ≤ z ≤ ha if ∆TM ≤ Θ̂ ≤ ∆Tcrit

0 ≤ z ≤ ha if Θ̂ ≥ ∆Tcrit

}}
,

Guard(4,2) :=

{
p ∈ R3 :

{
|Ψ⊥| ≥ rm if z ≥ ha

|Ψ⊥| ≥ rt if 0 ≤ z ≤ ha

}
,

{
∆TM ≤ Θ̂ ≤ ∆Tcrit , if j = 0

∆TM ≤ Θ̂ ≤ ∆Tcrit −δcrit , if j = 1

} }
,

Guard(3,4) :=

p ∈ R3 :


|Ψ⊥| ≤ rt , 0 ≤ z ≤ ha, ∆TM ≤ Θ̂ ≤ ∆Tcrit if j = 0

|Ψ⊥| ≤ rt , 0 ≤ z ≤ ha, ∆TM ≤ Θ̂ ≤ ∆Tcrit −δcrit if j = 1

z ≤ ha if Θ̂ ≥ ∆Tcrit


 ,

Guard(4,3) :=

p ∈ R3 :


|Ψ⊥| ≤ rt , z ≥ ha, ∆TM ≤ Θ̂ < ∆Tcrit if j = 0

|Ψ⊥| ≤ rt , z ≥ ha, ∆TM ≤ Θ̂ ≤ ∆Tcrit −δcrit if j = 1

z ≥ ha if Θ̂ ≥ ∆Tcrit


 ,

Guard(4,4) = Guard(3,4),

where δcrit ∈R>0 is a small value compared to ∆Tcrit , which is used to create hysteresis in the switch,
thereby avoiding chattering phenomena.
Regarding the switch between the sub-modes contained in the take-off macro mode, a unique Guard
condition is defined for the set of edges ETO = {(−1,0),(0,−1)}, so once the take-off is completed,
the drone will no longer use this mode. In mathematical terms, it can be expressed as:

Guard(−1,0) :=
{

Θ̂ ≤ ∆TM; p ∈ R3 :
∣∣z− ztra j

∣∣≤ εz
}
,

Guard(0,−1) :=∅.

Then, to increase the mission management robustness, from any modes between take-off, trajectory
approach and trajectory tracking, the drone must always be able to decide whether to abort the mis-
sion if the estimated loss exceeds the established threshold values, both for nominal and emergency
landings. So, all subsequent modes must lead to the modes of landing. In fact, the switch should
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bring the drone to the proper safe landing mode (q = {2,3,4}) depending on its altitude z, distance
from the base and estimated thrust loss Θ̂. This logic can be formulated mathematically as:

Guard(−1,2) = Guard(0,2) = Guard(1,2) =C2

Guard(−1,3) = Guard(0,3) = Guard(1,3) = Guard(2,3)
Guard(−1,4) = Guard(0,4) = Guard(1,4) = Guard(2,4)

Proceeding in chronological order, the condition that allows entering the tracking mode from the take-
off one can be defined as:

Guard(0,1) :=
{

Θ̂ ≤ ∆TM; p ∈ R3 : |p−pr(tgen)| ≤ Rm
}
,

Guard(−1,1) = Guard(0,1).

While regarding the transition from the landing mode to the tracking mode, the switch conditions can
be defined as:

Guard(2,1) :=
{

Θ̂ ≤ ∆TM −δM; p ∈ R3 : |p−pr(tgen)| ≤ (Rt −Rm)/2
}
,

Guard(3,1) = Guard(4,1) = Guard(2,1),

where, as done previously, δM ∈R>0 has been defined to avoid chattering phenomena. Moreover, as
can be seen, the intermediate value between Rt and Rm has been chosen as the error to evaluate
whether to return to tracking mode or trajectory approach mode. In fact, even the switches that lead
from the safe landing mode to the latter can be defined as:

Guard(2,0) :=
{

Θ̂ ≤ ∆TM −δM; p ∈ R3 : |p−pr(tgen)| ≥ (Rt −Rm)/2
}
,

Guard(3,0) = Guard(4,0) = Guard(2,0).

It can be noted that the choice of this intermediate parameter will not create chattering problems,
given that the switch from the landing mode to one of the other modes depends on the value of the
estimated parameter.
The last switch to consider is the one that leads from the tracking phase to the trajectory approach
phase. This connection between the two modes is necessary so that if the drone fails to follow the
expected trajectory, perhaps due to sudden external disturbances such as wind gusts, the trajectory
is frozen until the drone returns in a position within an acceptable error:

Guard(1,0) :=
{

Θ̂ ≤ ∆TM; p ∈ R3 : |p−pr(tgen)| ≥ Rt
}
.

Finally, to complete the definition of the hybrid automaton, the definition of reset map will be nec-
essary. The reset map Reset:E ×R3 → R3 identifies for each edge (q,q′)∈ E the value to which the
continuous state is set during a transition from mode q to mode q′. For all the modes presented in
this paper, the continuous state remains constant at each jump, therefore the Reset(q,q′, ·) map can
be taken to be the identity.

6. Mission simulation results
Different trajectories have been simulated to prove the effectiveness of the mission manager regard-
less of the trajectory: a circular trajectory simulating loitering around a specific point, and a more
complex trajectory simulating the surveillance of a rectangular area using a pattern of line segments.
The parameters used in the simulations are the ones reported in Table 1.
The results obtained for the simulation of the pattern trajectory shown in Figure 8a are shown here-
after.
Comparing the endpoint of the previous missions with the starting point of the subsequent ones in
Figure 8b, it will be immediate to assess the effectiveness of the mission management system in
resuming the mission from where the previous one was interrupted.
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Table 1 – Values of the parameters used in simulations.

Thrust loss threshold Reference trajectory Landing Tracking errors
∆TM

Max = 0.20 Kε = 0.5 I3 rm = 0.15m Rm = 0.07m
δM = 0.05 vtra j = 0.5m/s rt = 0.25m Rt = 0.13m

∆Tcrit = 0.35 vM = 0.8m/s ha = 0.05m εz = 0.1m
δcrit = 0.03 ztra j =−1.5m

(a) Pattern trajectory used in simulation. (b) Pattern trajectory tracking errors.

Figure 8 – Pattern trajectory and position results in simulation.

Figure 9 – Generalized time and active modes.
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Figure 10 – Estimated thrust loss and real one in consecutive missions.

All of this is, of course, due to the generalized time dynamics resuming from the last value assumed
when the mission was interrupted, as can be seen in Figure 9, where the generalized time is shown
together with the time history of the active modes.
Furthermore, the drone was kept stationary on the charging base for about 10 s, resetting the battery
charge to the maximum, simulating a real battery recharge or replacement, as can be seen by looking
at Figure 10. Certainly, in reality, recharging will take much longer than simulated, but this phase was
added solely to validate the planner and not to simulate a realistic recharge. It has to be noted, that
although the terrain is not modelled, and therefore the drone does not land on the ground/pad but,
for simulation purposes, hovers at zero height in the coordinates of the charging base performing the
battery charge reset, these two actions can be considered as equivalent. After demonstrating the
correct functioning of the logic in the case of nominal discharge, additional tests have been carried
out to test progressively faster discharges, noting that the drone can complete the mission by landing
at the predetermined point even with discharges up to about 70% faster than expected. For higher
values, instead, the drone will enter the emergency landing mode, simply attempting to land in its
current location.

7. Conclusions
One of the objectives of this paper was to formulate a control law capable of compensating for per-
formance degradation due to battery discharge in multirotor UAVs while solving trajectory tracking
tasks. The adaptive control techniques presented have demonstrated the ability to maintain per-
formance levels achieved under nominal conditions, even when considering the effects of battery
discharge. Furthermore, this control technique not only achieves this result but also provides online
estimation of thrust loss. This parameter has been successfully used in decision-making algorithms,
enabling the drone to complete missions autonomously. The estimated parameter is particularly valu-
able when compared to what can be obtained from SOC or SOE estimators already implemented in
autopilots such as PX4, where obtaining reliable estimates from simple models is challenging.
The other objective of the paper was to define a mission management system. The choice to divide
the mission into various modes with different domains of application and objectives has proven to be
effective. This success is partly due to the introduction of hysteresis in the transition functions be-
tween modes, which prevents chattering and subsequent performance degradation. Additionally, the
robustness of the algorithm for generating the threshold value for mission termination has been note-
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worthy, ensuring mission completion even under significantly anomalous conditions with discharge
rates much faster than expected.
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