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RETINA: A HIGHLY-VERSATILE OPTICAL FACILITY FOR
CAMERA-IN-THE-LOOP TESTING OF SPACEBORNE

VISION-BASED SENSORS

Fabio Ornati*, Paolo Panicucci†, Eleonora Andreis‡ and Francesco Topputo§

The increasing number of deep-space missions and the consequent satura-
tion of the Deep-Space Network navigation slots has sparked the interest in au-
tonomous navigation techniques. Among these, vision-based algorithms seem
the most promising for providing accurate navigation solutions using low-cost,
lightweight, and reliable sensors. In order to verify the performance and robust-
ness of the navigation software and hardware, the conditions of the space envi-
ronment shall be emulated and simulated on the ground. This paper presents the
design of a new hardware-in-the-loop facility for performing testing and validation
of optical navigation sensors. The facility architecture features variable magnifica-
tion, allowing the deployment of cameras with a wide range of field-of-view, while
retaining the high-quality imaging typical of fixed magnification test benches. The
paper discusses the design drivers and proposes a cost-effective setup that uses
only commercial-off-the-shelf components. New calibration strategies for achiev-
ing a more accurate reproduction of the space scenes are detailed. The perfor-
mance of the facility is analyzed in terms of image quality, geometrical accuracy,
and radiometric fidelity.

INTRODUCTION

Validation and verification of Vision-Based Sensors (VBSs) for space-borne applications is a bur-
densome activity, both in economic and technological terms. New hardware and software require
detailed testing since the early phases of their development to increment their Technology Readi-
ness Levels (TRLs), validate functionalities, and characterize bugs or unexpected behaviors. These
tests are usually conducted inside Hardware-In-the-Loop (HIL) facilities which allow the synthetic
reproduction of the visual conditions that would be met while in orbit.

A discrete number of such testbeds have been developed in the past years and discussed in litera-
ture.1–8 All of them are characterized by the presence of two fundamental components: a screen for
stimulating the VBS with synthetic scenes and a corrective optical equipment. In particular, one or
more refractive lenses are placed between the deployed VBS and the screen to collimate its light. In
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this way, the scene observed by the VBS is projected to infinity, reproducing the characteristics of
light coming from far-range objects.1

Depending on the purpose of the tests, the reproduced scenes may involve static and dynamic
simulations of night skies, celestial bodies, and satellites at various ranges. Such diversity of ap-
plications often implies the use of VBSs with different imaging characteristics (e.g., focal length,
sensor size, resolution). The simplest testbeds are fixed magnification facilities where a single lens
collimates the light coming from the screen to stimulate the camera. In fixed magnification facil-
ities, the focal length of the collimating optics must be accurately selected in order to meet the
requirements dictated by the testing hardware.1, 7 Because of this, fixed magnification test beds
are specifically designed for a particular VBS and do not allow for the use of cameras with dif-
ferent Field-of-View (FoV). If a different VBS needs to be used a different collimator must be
selected and purchased, implying delays and costs. This lack of versatility is overcome by using
variable-magnification facilities. These include variable-magnification lens systems that guarantee
the optimal matching between the screen size and the camera FoV in any working condition.7

RETINA (Realistic Experimental faciliTy for vIsion-based NAvigation) is a novel variable magni-
fication Hardware-In-the-Loop testbed assembled by the Deep-space Astrodynamics Research and
Technology (DART)* group at Politecnico di Milano. The facility will support the development and
validation of the autonomous Vision-Based Navigation (VBN) and Image Processing (IP) pipeline
within the first pillar of the ERC-funded EXTREMA (Engineering Extremely Rare Events in As-
trodynamics for Deep-Space Missions in Autonomy) project.9–13 In the future, the testbed will host
the HIL simulations of the LUMIO Cam, the main payload of the LUMIO mission, deemed at the
detection of meteoroid flashes from the lunar far side.14–16

This paper is structured as follows. Section "Facility design" discusses the requirements and the
constraints impacting the design of the facility. An optimized lens design is proposed and analyzed.
Section "Calibration" presents the radiometric and geometric calibration procedures used to ensure
realistic reproduction of the visual conditions and the performance reached in terms of accuracy.
Section "Applications" shows examples of vision-based navigation and attitude reconstruction sim-
ulations conducted with the facility. In the last section, conclusions are drawn.

FACILITY DESIGN

Architecture and components

The RETINA facility has been designed with the intent of creating a versatile test bench for stim-
ulating CubeSats-compatible vision-based navigation sensors. These are in general characterized by
small detector sizes to reduce the overall size and weight and by a wide range of FoV values. The
variable magnification characteristic of RETINA allows the deployment of cameras with different
FoVs without the need to modify the hardware of the facility. In particular, the operational diagonal
FoV range of the facility has been chosen between 4 and 22 degrees. This range is compatible
with the simulation of both the LUMIO Cam14 and the lower-end portion of the star-tracker camera
FoVs.

RETINA is composed of several opto-mechanical parts installed onto a 60 x 120 cm optical
bench. The entire facility is enclosed in a dark room to prevent disturbances and reflections from
external light sources. The architecture has been derived from the one developed by Beierle et al7

*DART group web-page: https://dart.polimi.it/, last visited on Jan 2024
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Table 1. Characteristics of VBS configurations

Configuration Focal length (mm) FoV (deg) Diagonal FoV (deg)
Wide-FoV 25 12.1 x 16.1 20.0
Narrow-FoV 25 6.07 x 8.08 10.1

and includes the following components:

1. A WUXGA R5* OLED display.

2. A collimator lens system to project the observed scenes at infinity.

3. A relay lens assembly to achieve variable magnification capabilities.

4. A camera and objective that mimic the characteristics of real VBSs.

The screen has been specifically selected for its small size (18.7 x 11.75 mm) and high resolution
(1920 x 1200 pixels). Since it relies upon OLED (Organic Light Emitting Diode) technology, it
can achieve an extremely high dynamic range with virtually inexistent backlight leakage. These
features are especially beneficial considering that the purpose of the facility is to simulate optical
navigation scenarios that involve celestial objects with large differences in magnitude levels. The
VBS used throughout the tests of this paper is a FLIR BFS-U3-31S4† monochrome camera with a
1536 x 2046 pixel 1/1.8" sensor. Two objective configurations named wide-FoV and narrow-FoV
are used. Their characteristics are reported in Table 1.

The two lens groups are mounted onto movable optical stages that can be manually adjusted
in three axes with micrometric precision. The optical behavior of the facility can be understood
by looking in detail at each component in the simplified paraxial lens scheme of Figure 1. The
collimator, which has a focal length fc, is placed exactly one focal length away from the location
of the virtual image of the screen generated by the relay lens. In this way, the scene observed by
the VBS is projected at infinity, as in the case of distant objects in space.1, 7 The size of the relayed
image (hi) depends on the magnification level M. If hs is the size of the screen, then:

hi =−Mhs (1)

The optimal working condition occurs when the camera observes the screen in its entirety. In
this case, the resolution of the scenes is maximized and every portion of the camera FoV can be
stimulated by a pixel on the screen. To achieve this condition, the size of the relayed image hi must
match the size of the camera FoV. Using trigonometry, it is easy to obtain that:

hi = 2 fc tan
(

FoV
2

)
(2)

Thanks to equations (1) and (2), one can determine the magnification needed to achieve the
matching condition:

*WUXGA-R5 spec-sheet: www.emagin.com/products/WUXGA, last visited on Jan 2024.
†FLIR BFS-U3-31S4 spec-sheet: http://softwareservices.flir.com/BFS-U3-31S4/latest/

Model/spec.html, last visited on Jan 2024.
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M =−2
fc

hs
tan
(

FoV
2

)
(3)

Paraxial constraint analisys

The magnification M determines the distances between the screen and the relay lens sor and
between the relay lens and the virtual image sri:7

sor =

(
M−1

M

)
fr (4)

sri = (1−M) fr (5)

Therefore, the total length occupied by the optical system in the facility is:

soc = sor + src = sor + sri + fc (6)

The size of the optical bench poses a constraint regarding the maximum allowed total length. In
particular, this is limited to smax

oc = 850 mm to guarantee compatibility with the enclosure and the
other components. Two additional constraints are determined by the mechanical setup of the facility.
These are: the minimum screen-relay lens distance (smin

or = 100 mm) and the minimum inter-lens
distance (smin

rc = 100 mm).

One of the main optical requirements for the facility is to have the entrance pupil of the deployed
VBS overfilled in any possible working condition. This avoids the appearance of vignetting in the
simulated images. When vignetting occurs, part of the light that should reach the sensor is blocked
as it travels outside one of two lenses. Since this effect is angle-dependent, it would lead to the
acquisition of pictures affected by a significant and unrealistic loss of illumination at their edges.

Consider the light paths as sketched in Figure 1. Rr and Rc are the radii of the relay and collimator
lenses, respectively, and dcam is the diameter of the VBS entrance pupil. The two orange rays
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Figure 1. Paraxial model of the optical system.

4



0.5

1

1

2

2

2

4

4

8
12

1620

30 40 50 60 70 80 90 100

fc [mm]

40

50

60

70

80

90

100

110

120

130

f r
[m

m
]

0

5

10

15

20

M
in

im
u
m

F
O

V
an

gl
e

[d
eg

]

(a) Minimum FoV

5

12

12

15

15

18

18

22

22
22

25

25

25
28

28

28

32

32

38

38

44

44

50

50

30 40 50 60 70 80 90 100

fc [mm]

40

50

60

70

80

90

100

110

120

130

f r
[m

m
]

5

10

15

20

25

30

35

40

45

50

55

M
ax

im
u
m

F
O

V
an

gl
e

[d
eg

]
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Figure 2. Minimum (a) and maximum (b) allowable FoV angles that satisfy all the
constraints. Red areas do not satisfy design requirements.

identify the boundaries of the light ray field associated with the maximum FoV of the VBS. It is easy
to verify that no vignetting occurs as long as the path of those rays does not exit the diameter of the
two lenses. In other words, that is when rr < Rr and rc < Rc, where rr and rc are the further distances
from the optical axis at which the two rays cross the relay and collimator lenses, respectively.

The values of rr and rc can be computed through paraxial geometric ray-tracing for a given combi-
nation of FoV angle, pupil aperture dcam, lenses focal lengths, and intra-lens distances. Incidentally,
all the distances but scam have a dependence upon the FoV of the VBS and the focal lengths, as
shown in Equations (4)-(6). Therefore, by considering the two lenses’ focal lengths as the only de-
sign variables, it is possible to find the range of FoV angles for which the mechanical and vignetting
constraints are satisfied. The FoV range is numerically computed for a set of fc- fr focal length
combinations. The results of this analysis are presented in Figure 2, which shows the minimum
and maximum allowable FoV angles for each combination. The results are computed considering
a pupil aperture of dcam = 10 mm and a lens diameter of Dr = Dc = 2”. Note that these settings
only affect the vignetting constraint which limits the maximum FoV angle. The distance between
the VBS pupil and the collimator lens scam is set equal to the collimator focal length fc. This value
is approximately the one that minimizes the chances of vignetting for two lenses having the same
diameter.

The zones of the Figures and highlighted in red identify the combinations of focal lengths in cor-
respondence with which the maximum and minimum FoV requirements cannot be satisfied without
violating either the mechanical or the vignetting constraints. These results are used to initialize the
optical design of the facility and determine the set of suitable focal length combinations.

Optical design

A simple paraxial lens model does not give any information about optical aberrations and there-
fore cannot predict the optical performance of the facility. For this reason, a commercial optical
design software (i.e., Zemax OpticStudio*) is used for determining the best design for the facil-

*Zemax OpticStudio® web-page: www.zemax.com/opticstudio, last visited on Jan 2024.
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Narrow FoV 

200 mm

Collimator groupRelay lens Screen

Wide 
FoV 

Figure 3. Zemax® optical layout of RETINA for narrow and wide FoV configu-
rations. Three light ray fields are shown for full FoV angles of 0 degrees (blue), 5
degrees (green), and 20 degrees (red).

Figure 4. Main components of RETINA.

ity. The software can compute optical aberrations through sequential ray tracing and allows the
optimization of several design variables, such as glass materials, curvatures, and thicknesses.

The design of RETINA relies only upon Commerical-Off-The-Shelf (COTS) lens components to
lower costs by avoiding the expensive design and manufacturing of custom lenses. This approach
makes the optical design a challenging task as it is not possible to fine-tune the characteristics of
each component. In particular, the only design variables that can be optimized are the COTS lenses
and the distances between them. Because of this, it can be more difficult to reach the performance
levels of custom-designed optics, and multiple iterations may be required.17, 18

To simplify the design process, only achromatic doublet lenses are used. These are constituted
by a double layer of glass optimized to reduce aberrations, especially chromatic ones. Thanks to the
software it has been possible to test the performance of each candidate solution in different working
conditions to ensure consistency throughout the required FoV range. The final design, shown in
Figure 3, requires a total of five lenses. Three of them are part of the collimator optical group,
which has a focal length of 86.8 mm. The remaining two form the relay lens group, with a focal
length of 82.8 mm. The facility and all of its actual components are shown in Figure 4.

The consistency of the optical performance of this design can verified by looking at Figure 5,
which shows the spot diagrams obtained from the simulation of the deployed camera model coupled
with 25 mm and 50 mm objectives at f/2.8 aperture. The diagrams are plotted in each configuration

6



-5
0

-4
0

-3
0

-2
0

-1
0 0 10 20 30 40 50

7m

-50

-40

-30

-20

-10

0

10

20

30

40

50

7
m

FOV = 0.0 deg

-5
0

-4
0

-3
0

-2
0

-1
0 0 10 20 30 40 50

7m

-50

-40

-30

-20

-10

0

10

20

30

40

50

7
m

FOV = 20.0 deg

486 nm
588 nm
656 nm

(a) 25 mm objective
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(b) 50 mm objective

Figure 5. Multi-wavelength spot diagrams for axial and maximum FoV light fields
for 1/1.8" sensor with 25 mm (a) and 50 mm (b) objective at f/2.8 aperture.

for the maximum FoV and axial light ray fields for three different wavelengths. The RMS radius of
the spots varies between 8 and 15 µm in the four presented test cases.

CALIBRATION

Radiometric calibration

The radiometric calibration ensures the correct emulation of the intensity of each object in the
synthetic scenes. In other terms, the radiometric calibration is no other than a mapping between the
commanded screen pixel digital count and the radiometric intensity experienced by the VBS at its
entrance pupil. By reversing the mapping, it is possible to determine the digital count needed to
reproduce an object with a given magnitude.

The radiometric characterization of the facility is done using a high-accuracy light power sensor*.
The sensor is placed in front of the camera objective to measure the intensity of the collimated
light reaching the aperture. Measurements are taken by illuminating squares of N-by-N pixels
in the middle of the screen with varying levels of digital count B. Note that, since the sensor is
designed to work with monochromatic light, the intensity of the red, green, and blue sub-pixels are
to be measured individually. The effective wavelengths of the color channels are determined by
converting the CIE curve color points stated by the display datasheet.19 These are: λr = 605 nm for
red, λg = 544 nm for green, and λb = 475 nm for blue.

*Thorlabs S130C product web-page: https://www.thorlabs.com/thorproduct.cfm?partnumber=
S130C, last visited on Jan 2024.
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Figure 6 shows the resulting irradiance measurements Ir, Ig, and Ib respectively for the red, green,
and blue channels normalized by the number of pixels for each digital count level B. As the nonlin-
ear trend suggests, a gamma correction curve has been applied to the screen response to increase its
range of radiometric representativeness.

Operatively, the conversion between visual magnitude and digital count is carried out as follows.
First, the emitting body’s spectral irradiance Iλ is computed for a given magnitude m. This is done
using the relation:

Iλ = I0
λ
·10

−m
2.5 (7)

Where I0
λ
= 3.67 ·10−11 W ·m−2 ·nm−1 is the spectral irradiance of a zero-magnitude star in the

V-band.20 The conversion between spectral irradiance and screen digital count is not immediate
since the screen does not have the same spectral emission as an emitting body. In particular, the
emission of an OLED screen is characterized by three peaks in correspondence with each sub-pixel
wavelength. Because of this, it is not possible to achieve the full spectral radiometric representa-
tiveness of an emitting body. The solution is to ensure that the camera sensor receives the same total
effective irradiance that it would experience with a real spectrum. This is the equivalent of verifying
that:

∫
λ2

λ1

Iλ (λ ) ·ηλ (λ ) dλ =
∫

λ2

λ1

Is
λ
(λ , B) ·ηλ (λ ) dλ (8)

where Is
λ
(λ , B) is the spectral irradiance of the screen and ηλ (λ ) is the relative energetic effi-

ciency of the imaging sensor, expressed as a function of the wavelength λ and defined between λ1
and λ2 as:

ηλ (λ ) =
Qe(λ ) ·λ

max [Qe(λ ) ·λ ]
(9)
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Figure 6. Measured sub-pixel irradiance vs. digital count.
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Qe(λ ) is the quantum efficiency curve of the sensor, which can be obtained from the camera
datasheet.

Two simplifying assumptions are made to ease the calculations. First, the spectral irradiance of
the emitting body is considered constant. Second, the irradiance emitted by the screen is considered
concentrated in the three emission bands. With those assumptions in place, equation (8) becomes:

Iλ

∫
λ2

λ1

ηλ (λ ) dλ = ηλ (λr)Ir(B)+ηλ (λg)Ig(B)+ηλ (λb)Ib(B) = Ieff(B) (10)

For the testing camera, the effective sensor bandwidth
∫

λ2
λ1

ηλ (λ ) dλ is determined to be 417
nm, while the values of the three efficiency weighs are: ηλ (λr) = 0.994, ηλ (λg) = 0.979, and
ηλ (λb) = 0.813. From equation (10) it is possible to determine the digital count B that is required
for emulating a given spectral irradiance Iλ . The drawback of this procedure is that it requires apriori
knowledge of the camera response curve to be carried out.

As shown by Beirle et al,7 the magnification level of the facility influences the calibration, which
needs to be updated each time the facility configuration is changed. Figure 7 shows the obtained
calibration curve for the wide-FoV testing camera configuration. The curve compares the effective
irradiance Ieff and the correlated visual magnitude at each digital count level. As reported in the
Figure, with this configuration the facility can reproduce emitting sources with magnitudes between
-1.44 and 8.25.

To validate the proposed procedure, night sky images of celestial objects are acquired with the
test camera. Figure 8 shows the comparison between RETINA photos and the real night-sky coun-
terparts. The two images are acquired with the same camera using the same settings (exposure time,
gain, and aperture). Three objects with different magnitude levels are shown. Note that the magni-
tude of Jupiter at the time of the image was -2.26, which is lower than the minimum magnitude that
can be emulated in the facility. Because of this, multiple pixels are lit to produce the same irradiance
of the night-sky object. Looking at the images it is possible to notice how the objects in RETINA
appear slightly larger and more luminous. This effect is expected for multiple reasons. First, the
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Figure 7. Effective irradiance and emulated magnitude vs. digital count.
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Nightsky RETINA

(a) Jupiter m = -2.26

Nightsky RETINA

(b) Alnilam (ε-Orionis) m = 1.69

Nightsky RETINA

(c) HD 36134 m = 5.94

Figure 8. Comparison between real night-sky images and RETINA images for objects
with different magnitudes.

night sky images are affected by atmospheric attenuation and light pollution. In particular, the real
images have been acquired in a class-4 Bortle scale region21 at low elevation angles with strong lu-
nar lighting. These conditions considerably lower the detectability of celestial objects. Second, the
pixels of the screen have an angular size which is much larger than the actual stars when observed
by the VBS. Third, the additional optical aberrations deriving from the facility spread the light over
a wider area.

Projection model

In order to simulate and test IP and VBN algorithms, the facility must reproduce scenes that are
geometrically equivalent to those that would be acquired in space by the real VBS. To obtain that,
it is necessary to define a projective model that relates the Line-of-Sight (LoS) direction sensed by
the VBS with a corresponding location on the screen. In the model, the optical distortions induced
by the facility shall be characterized and compensated.5

It is assumed that the projective characteristics of the VBS are known. This means that it is always
possible to relate a homogenous LoS direction rrr = {rx, ry, 1}⊤ with the corresponding camera
location in the image plane RRRc = {Rc

x, Rc
y, 1}⊤. The generic projection relation is expressed as

RRRc = C(rrr) while the inverse relation is indicated as rrr = C−1(RRRc).

The projective relation between screen pixel coordinates RRRs = {Rs
x, Rs

y, 1}⊤ and the undistorted
LoSes rrru = {ru

x , ru
y , 1}⊤ is modeled with the pinhole camera model.22 In particular, the two quanti-

ties are linearly related as:

RRRs = K frrru (11)

where K f is a 3-by-3 facility projection matrix:

K f =

 fx 0 cx

0 fy cy

0 0 1

 (12)

The parameters of the K f matrix are set as follows. The optical center location (cx, cy) is set
to half of the screen size, assuming perfect alignment between the camera boresight axis and the
center of the screen. The two focal lengths fx and fy are set to the theoretical value for which the
FoV of the facility matrix matches the vertical FoV of the VBS αv. If nv is the number of pixels of
the screen observed by the camera in the vertical direction, this value can be computed as:

10
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Figure 9. Relations between geometric variables.

fx = fy =
nv

2tan(αv
2 )

(13)

It is important to note that the employed pinhole projection model does not account for optical
distortions and misalignment between the components of the facility. In order to correct those
effects, a polynomial mapping is introduced. The mapping relates the undistorted screen LoSes
rrru with the distorted ones rrr and vice-versa. The direct and inverse transformations are denoted,
respectively as rrr = D(rrru, βββ ) and rrru = D−1(rrr, γγγ). βββ and γγγ identify the set of coefficients that
characterize the polynomial mapping.

The transformations between the geometric variables are schematized in Figure 9. As it can be
seen, to simulate an object at a given LoS rrr it is first necessary to compensate the optical distortions
of the facility using the inverse distortion model D−1. Then, the screen coordinates are determined
by projecting the undistorted LoS via the facility projection matrix K f .

In general, unresolved objects are reproduced by lighting single pixels on the screen, each with
the digital count computed through the radiometric calibration.1 The pixel that is lit is the one whose
center is closer to the required screen coordinates. However, using a single pixel implies a round-off
error which is committed each time the intended coordinates do not coincide with the center of a
pixel. This means that the error can potentially reach half of the diagonal angular size of a single
screen pixel. To eliminate this roundoff error, in RETINA the total irradiance of the object is split
among three adjacent pixels. The irradiance distribution is computed to ensure the match between
the weighted barycenter of the three pixels and the intended screen coordinates. The effectiveness of
this method increases with the irradiance of the represented object since more digital count levels are
available to steer the position of the barycenter. This technique allows obtaining sub-pixel accuracy
when reproducing unresolved objects at the cost of a slightly increased spot size. Moreover, since
multiple pixels are used, it is possible to increment the maximum irradiance that can be emulated in
the facility.

The procedure is completely different when simulating resolved objects such as celestial objects
and asteroids at close range. In this case, two different strategies can be adopted.5 In both, the
images of the object are rendered assuming as camera characteristics those of the facility projec-
tion matrix K f . The first strategy, named downstream calibration, consists of displaying the images
in the facility exactly as generated and applying the distortion correction to those acquired by the
camera. In the alternative strategy (upstream compensation), the screen images are corrected in ad-
vance. The advantage of the upstream compensation is that the acquired images can be directly fed
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to the IP algorithms without lengthy post-acquisition operations since they are already geometrically
equivalent to the real scenarios.

Geometric calibration

The geometric calibration procedure takes care of estimating the coefficients γγγ of the polynomials
of the inverse facility distortion model. The procedure is structured as follows. First, a set of
calibration images is displayed on the screen and is acquired by the VBS. In each image, hundreds
of single pixels distributed throughout the screen are lit. The coordinates of the i-th point RRRs

i are
converted into undistorted LoSes rrru

i as:

rrru
i = K−1

f RRRs
i (14)

At the same time, the corresponding centroids in the camera images are detected and recognized.
The coordinates of the centroids R̂RR

c
i are converted into distorted LoSes r̂rri through the inverse cam-

era projection model C−1. Then, the optimal coefficients of the polynomial mapping γ̄γγ are found
minimizing the total reprojection quadratic residual:

γ̄γγ = min
γγγ

(
Np

∑
i=1

∥D−1(r̂rri, γγγ)−rrru
i ∥2

)
(15)

where Np is the total number of single pixels of the calibration pattern set. The solution is obtained
through linear least squares.

The polynomial model used differs from the one of Panicucci et al.5 In particular, a dependency
upon the irradiance of the reproduced pointwise object is introduced to obtain stable calibration
accuracy throughout the entire range of radiometric representativeness. Results can be seen in Fig-
ure 10, which compares the angular error between the intended LoS direction and the one detected
by the VBS for several thousands of pointwise samples with different magnitudes. The tests are
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Figure 10. LoS angular errors with (a) and without (b) irradiance-dependent geo-
metric model using wide-FoV camera configuration.
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Figure 11. PDF and CDF of LoS angular errors using wide-FoV camera configuration.

conducted with the wide-FoV camera configuration, using the 25 mm objective. As it can be noted,
with the simple polynomial model the optimal accuracy is achieved only at irradiance levels similar
to those at which the facility has been geometrically calibrated. For different magnitudes, the error
grows considerably. This can be attributed to diffraction and asymmetric optical aberrations such
as coma which can cause the centroids to shift at different irradiance levels for high FoV angles.
Differently, the irradiance-dependent distortion model can compensate for those errors, achieving
consistent performance at various magnitudes. The accuracy decreases only at lower illumination
levels due to the higher noise influence and the fewer digital count levels available for the sub-pixel
correction.

The Probability Density Function (PDF) and Cumulative Distribution Function (CDF) of the
overall LoS angular accuracy are shown in Figure 11. The plot demonstrates the capability of
emulating radiometrically consistent unresolved objects within 10 arcsec of error in over 96 % of
the cases. It must be noted that these results are obtained with the wide-FoV camera configuration,
which has a lower angular resolution. The narrow-FoV configuration yields even lower projection
errors of 3 arcsec in 99 % of the cases.

APPLICATIONS

Far-range celestial navigation experiment

The first pillar of the EXTREMA project focuses on the development of deep-space autonomous
navigation techniques for CubeSats.9 In particular, the pillar aims at developing and validating a
navigation algorithm suitable for deep-space orbit determination during an interplanetary transfer
cruise. In that scenario, a probe can determine its state by using planets and other celestial objects
as navigation beacons. This technique can be performed in complete autonomy as it relies only on
on-board optical cameras to detect the surrounding planetary beacons.12, 23, 24 If multiple beacons
are acquired at the same time, the position of the spacecraft can be determined analytically knowing
the ephemerides of the observed objects. As this is rarely the case, various implementations of the
Extended Kalman Filter (EKF) are used to dynamically estimate the complete state of the spacecraft
with non-simultaneous measurements.
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The details of the EXTREMA navigation algorithm are discussed in Ref. 12 for what concerns
the filter implementation and in Ref. 25 for what concerns the IP pipeline. In the algorithm, the
images are first processed to detect the coordinates of each centroid. Then, stars are identified
through a classic search-less algorithm26, 27 coupled with RANdom SAmple Consensus (RANSAC)
to improve the robustness.28 Using the stars, the attitude of the spacecraft is computed and the
planet is recognized. The LoS direction of the planet is then extracted and fed as a measurement to
the EKF for state estimation.

To test and validate the image processing pipeline, a set of 5000 images is acquired in the
RETINA facility using the wide-FoV camera configuration. Each image depicts deep-space scenar-
ios generated using the HIPPARCOS catalogue.29 In each pose the satellite has a random position in
the solar system and a random planet is observed. Figure 12 shows the CDF of the attitude determi-
nation errors for about-boresight and cross-boresight rotations. As expected, the latter are estimated
with lower accuracy. For the tested scenarios the attitude is correctly determined in 98.22 % of the
cases. When the attitude determination is successful, the planets are identified in 98.82 % of the
cases with a 3-σ apriori knowledge of the position of 105 km.

The EKF is tested on a reference trajectory targeting a ballistic capture corridor towards Mars.30

The dynamics of the high-fidelity reference trajectory include perturbations due to solar radiation
pressure, third-body accelerations from all the planets in the Solar System, and relativistic effects.
Every 10 days during the trajectory a navigation session is performed. During each session, a total
of 72 images are acquired every 100 seconds targeting two different planets. All the navigation
images are simulated in the RETINA facility and fed to the IP.

Figure 13 shows the results of a Montecarlo simulation performed using the acquired images.
In each of the 100 samples, the filter starts with a randomly selected initial condition. As shown
by the position and velocity estimation errors, all the samples converge within the estimated 3-σ
bounds. At the end of the trajectory, the position and the velocity are respectively estimated with a
3-σ accuracy of 5320 km and 0.97 m/s.
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Figure 13. Filtered position (a) and velocity (b) errors in ecliptic J2000 frame for the tested samples.

LUMIO navigation experiment

LUMIO (Lunar Meteoroid Impacts Observer) is a proposed lunar exploration mission that has
the goal of detecting, quantifying, and characterizing the impacts of near-Earth meteoroids on the
lunar far side.14, 31 The mission will be carried out by a 12-U CubeSat operating from a quasi-halo
orbit around the L2 lagrangian point of the Earth-Moon system. The main payload of the mission is
the LUMIO Cam, a high-end imaging camera with a FoV of 6 degrees that will monitor the Moon.
In addition to its scientific tasks, the camera will be used for a vision-based navigation experiment
to prove the capability of navigating in complete autonomy.15, 32

The technique used in the experiment is called full disk navigation as it involves full-size images
of the lunar face. First, the images are processed to detect the location of the points belonging to the
lunar limb with subpixel accuracy. Outliers are rejected using RANSAC by fitting a circumference
through the set of points. Then, the limb points are used as measurements in an extended Kalman
filter to estimate the state of the spacecraft relative to the Moon.32

A simulation is carried out in the RETINA facility to test the performance of the IP pipeline of
the LUMIO navigation experiment when subjected to real camera images. The test camera in these
simulations is set with a narrow FoV configuration which has the same FoV as the LUMIOCam.
A set of 4321 synthetic images is generated using CORTO, the Blender-based celestial rendering
tool developed at the DART group.33 The images are generated every 300 s and cover 15 days of
the LUMIO trajectory. The images acquired in the facility, such as the example of Figure 14, are
warped to remove optical distortions using the downstream compensation procedure.5

Figure 15 shows the performance reached by the LUMIO navigation filter for the three compo-
nents of the camera reference frame. As expected, the position along the Z-axis is estimated with
less accuracy than the X and Y components. The results shown in the Figure are similar to those
obtained with only synthetic renderer images.32
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Figure 14. Example of lunar far side image acquired in RETINA.
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Figure 15. PDF and CDF of the position error in camera frame as estimated by the
LUMIO navigation filter during the sampled trajectory.
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CONCLUSIONS

This work presents the development of RETINA, a new optical facility for performing hardware-
in-the-loop simulations of vision-based sensors. The facility is composed of a high-resolution and a
twin-lens variable magnification optical system. The variable-magnification architecture guarantees
flexibility in the deployment of cameras with different characteristics. In particular, the facility is
designed with the intent of testing CubeSat-compatible cameras with a field of view between 4 and
22 degrees. The optical magnification of RETINA can be modified by adjusting the relative position
of its components to ensure the maximum resolution of the reproduced scenes in any FoV condition.

The optical behavior of the facility has been analyzed using a simplified paraxial model to as-
sess the constraints deriving from the design requirements. This has allowed the definition of clear
boundaries for characteristics of the selectable hardware components. Thanks to an optical de-
sign software, it has been possible to identify the commercial off-the-shelf components needed for
achieving a suitable imaging quality. The design is optimized to guarantee consistent optical per-
formance throughout the working FoV range.

The procedures for the radiometric and geometric calibration are also shown. The first is per-
formed through a high-accuracy light power meter to asses the radiometric response of the facility.
This has allowed the characterization of a mapping between the screen digital count of the screen
and the corresponding emulated visual magnitude. In particular, with the tested setup it is possible
to reproduce the brightness level of objects between -1.44 and 8.25. Thanks to the geometric cali-
bration procedure it has been possible to characterize the optical distortions induced by the optical
system of the facility. A new irradiance-dependent geometric model has been used to ensure con-
sistent accuracy at different brightness values. The model allows the compensation of the optical
distortions for reproducing scenes that are geometrically equivalent to those that would be observed
in a real scenario. An overall accuracy 10 arcsec in over 96 % of the cases is verified in a wide-FoV
camera configuration.

The developed test bench is a valuable tool for assessing the functionality, reliability, and accuracy
of vision-based navigation algorithms. Two experimental examples are provided. In the first, the
autonomous celestial navigation and image processing pipelines developed within the EXTREMA
project are tested with real images acquired in the facility. Two datasets are acquired, one involving
the random poses to determine the accuracy of the attitude determination and one simulating a
deep-space transfer trajectory to validate the performance of the navigation filter. In the second
experimental example, a set of images of the lunar far side is acquired to validate the full-disk
optical navigation algorithm of the LUMIO CubeSat mission.
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