
Processed by Luminess, 75001 PARIS (FR)

(19)
EP

4 
01

6 
22

1
A

1
*EP004016221A1*

(11) EP 4 016 221 A1
(12) EUROPEAN PATENT APPLICATION

(43) Date of publication: 
22.06.2022 Bulletin 2022/25

(21) Application number: 20425059.1

(22) Date of filing: 18.12.2020

(51) International Patent Classification (IPC):
G05B 23/02 (2006.01) B64D 45/00 (2006.01)

(52) Cooperative Patent Classification (CPC): 
G05B 23/0221; G05B 23/024; G05B 23/0283 

(84) Designated Contracting States: 
AL AT BE BG CH CY CZ DE DK EE ES FI FR GB 
GR HR HU IE IS IT LI LT LU LV MC MK MT NL NO 
PL PT RO RS SE SI SK SM TR
Designated Extension States: 
BA ME
Designated Validation States: 
KH MA MD TN

(71) Applicants:  
• LEONARDO S.p.A.

00195 Roma (IT)
• Politecnico di Milano

20133 Milano (IT)

(72) Inventors:  
• Baldi, Andrea

21017 Samarate (VA) (IT)

• Mariani, Ugo
21017 Samarate (VA) (IT)

• Mezzanzanica, Daniele
21017 Samarate (VA) (IT)

• Tanelli, Mara
20133 Milano (IT)

• Zinnari, Francesco
20133 Milano (IT)

• Coral, Giovanni
20133 Milano (IT)

• Braghin, Francesco
20133 Milano (IT)

• Cazzulani, Gabriele
20133 Milano (IT)

(74) Representative: Spalla, Pietro et al
Studio Torta S.p.A. 
Via Viotti, 9
10121 Torino (IT)

(54) METHOD AND SYSTEM FOR DETECTING AND CLASSIFYING MANOEUVRES EXECUTED BY 
AN AIRCRAFT ON THE BASIS OF MEASURES ACQUIRED DURING A FLIGHT OF THE 
AIRCRAFT

(57) Method implemented through a computer (12)
for detecting the execution, by an aircraft (3), of a ma-
noeuvre belonging to a macrocategory among a plurality
of macrocategories (MC), including: receiving a data
structure (205) with a plurality of time series of values of
quantities relating to a flight of the aircraft (3); for each
time duration (TW’p) among a plurality of predetermined
time durations (TW’), selecting (310) a corresponding
subset of the data structure (205) and extracting (320) a
corresponding feature vector (FVXkp); on the basis of the
feature vectors (FVXkp), generating
(330,335;500,510;720;820) a corresponding input mac-
rovector (MPVX’k; MPVX"k, MPVX’’’k; MFVXk) and ap-
plying (338;520;730;830) to the input macrovector
(MPVX’k; MPVX"k, MPVX’’’k; MFVXk) an output classifier
(151;251;561;721) to generate estimates indicative of
the probability that the aircraft (3) was performing ma-
noeuvres belonging to the macrocategories (MC).
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Description

[0001] The present invention relates to a method and
system for detecting and classifying manoeuvres exe-
cuted by an aircraft on the basis of measures acquired
during a flight of the aircraft.
[0002] As is known, in aeronautics the need to monitor
the state of fatigue, and more generally the state of
health, of the components of an aircraft is particularly felt,
in order to be able to accurately estimate the remaining
life time of each component, and therefore to optimize
maintenance activities, without compromising flight safe-
ty.
[0003] In particular, it is known that the state of fatigue
to which the components of an aircraft are subjected de-
pends on the manoeuvres to which, during usage, the
aircraft has been subjected, since the loads to which each
component is subjected depend on the manoeuvres car-
ried out by the aircraft. Consequently, the need is felt to
correctly identify the manoeuvres executed by an aircraft,
so that the so-called "real usage spectrum" can then be
determined. To this end, it is known to equip aircraft with
monitoring systems adapted to detect the time trends of
quantities relative to the flight; this allows to acquire a
large number of measurements, which can be analysed
to study the history of the manoeuvres carried out by the
aircraft. However, the Applicant has observed that, even
having such measurements, the correct identification of
the executed manoeuvres requires the execution of ad-
vanced data processing techniques and is also ham-
pered by the fact that different manoeuvres typically have
different durations, which complicates the analysis of the
aforementioned time trends.
[0004] Aim of the present invention to provide a method
for detecting the type of manoeuvres executed during
the flight of an aircraft, which at least partially satisfies
the aforementioned requirement.
[0005] According to the present invention, there are
provided a method and a system for detecting and clas-
sifying, as defined in the appended claims.
[0006] For a better understanding of the present inven-
tion, embodiments thereof are now described, purely by
way of nonlimiting example, with reference to the accom-
panying drawings, in which:

- Figure 1A is a schematic view of aircrafts equipped
with monitoring systems;

- Figure 1B shows examples of trends over time of
values of quantities acquired through monitoring
systems;

- Figure 2 shows a block diagram which exemplifies
a possible subdivision into macrocategories of a set
of manoeuvres that can be executed by an aircraft;

- Figures 3 and 6 show block diagrams relative to a
training step according to a first strategy;

- Figure 4 shows a block diagram of a training data
structure;

- Figure 5A schematically shows a part of the training
data structure and the arrangement of a time win-
dow;

- Figures 5B and 5C schematically show the part of
the training data structure shown in Figure 5A and
the arrangement of time windows having two differ-
ent time durations, respectively;

- Figure 7 shows two block diagrams exemplifying
training operations according to the first strategy and
according to a second strategy;

- Figure 8 shows tables exemplifying part of the oper-
ations shown in Figure 3;

- Figure 9 shows a block diagram relative to analysis
operations according to the first strategy;

- Figure 10 schematically shows a part of a non-la-
belled data structure and the arrangement of win-
dows having different time durations;

- Figure 11 shows two block diagrams exemplifying
analysis operations according to the first and second
strategy;

- Figures 12 and 13 show block diagrams relative to
a training step according to the second strategy;

- Figure 14 schematically shows the part of the training
data structure shown in Figures 5A-5C and the ar-
rangement of time windows used during training ac-
cording to the second strategy;

- Figure 15 shows a table exemplifying part of the op-
erations shown in figures 12 and 13;

- Figure 16 shows a block diagram relative to analysis
operations according to the second strategy;

- Figure 17 shows a block diagram relative to training
and analysis operations according to a third strategy;

- Figure 18 is a block diagram exemplifying training
operations according to the third strategy;

- Figure 19 is a block diagram exemplifying analysis
operations according to the third strategy;

- Figures 20A-20B show block diagrams relative to
classification operations carried out according to the
first strategy;

- Figure 21 shows a block diagram relative to training
and analysis operations according to a fourth strat-
egy;

- Figure 22 shows two block diagrams exemplifying,
respectively, training and analysis operations ac-
cording to the fourth strategy;

- Figures 23 and 26 show block diagrams relative to
operations carried out, respectively, according to a
first and a second variant of the present method;

- Figure 24 shows a block diagram exemplifying anal-
ysis operations according to the second variant;

- Figures 25 and 27 show tables relative to the first
and second variants of the present method, respec-
tively; and

- Figure 28 shows a block diagram relative to opera-
tions according to the present method.

[0007] The present method builds on the fact that it is
currently possible to equip an aircraft (for example, a hel-
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icopter) with numerous sensors, which allow to determine
the trends of corresponding quantities that characterize
the flight of the aircraft, that is, during the execution of a
succession of manoeuvres. In other words, it is possible
to monitor the values that are assumed by said charac-
teristic quantities during the flight. For example, Figure
1A shows a helicopter 1, which is equipped with a mon-
itoring system 2, which includes, for example, a sensor
for measuring the bank angle of the helicopter 1 and thus
provides, in use, the values (i.e., the samples) of the bank
angle, with a given sampling frequency, for example of
the order of ten Hertz. In the continuation reference is
made to the aforementioned quantities as to the primary
quantities and it is assumed that they are in a number
equal to N; purely by way of example, the primary quan-
tities may include: aircraft kinematics variables (such as
pitch angle, roll angle, yaw angle, heading angle, vertical
acceleration, vertical velocity, longitudinal acceleration,
lateral acceleration, roll rate, pitch rate, yaw rate, North-
ward velocity, Eastward velocity, main rotor velocity); air-
craft control variables (such as for example collective
control position, lateral cyclic control position, longitudi-
nal cyclic control position, pedal position); environmental
variables (such as for example air speed, radar altitude,
barometric altitude, wind speed, wind direction, total air
temperature, take-off weight); variables related to energy
systems (such as motor torque, motor turbine rotation
speed, motor generator rotation speed).
[0008] Purely by way of example, Figure 1B shows the
trends over time of five primary quantities (indicated re-
spectively as quantities 1-5; hence N=5), which are mon-
itored by corresponding sensors of the monitoring system
2, which periodically provide the corresponding samples.
For simplicity’s sake, and without any loss of generality,
it is assumed that the sensors operate synchronously,
with the same sampling frequency fc (for example, equal
to 12.5 Hz); in fact, even if the sensors operated natively
with different sampling frequencies, it would be in any
case possible to return to the same sampling frequency,
for example through oversampling, subsampling and in-
terpolation operations.
[0009] Still by way of example, Figure 1B shows a first
and a second time interval T1, T2, in which a first and a
second test manoeuvre M1, M2, respectively, of a first
test flight of the helicopter 1, as signalled by the pilot,
take place. In addition, in Figure 1B, NMP1, NMP2, NMP3
respectively indicate three periods of time spaced with
respect to the first and second time interval T1, T2, in
which no manoeuvres are signalled by the pilot, as de-
scribed in greater detail below. Hereinafter, the periods
of time NMP1, NMP2, NMP3 are referred to as non-la-
belled periods.
[0010] As shown in Figure 2, the set (indicated with 5)
of the manoeuvres that can be carried out by an aircraft
can be subdivided into a plurality of subsets, to which in
the continuation reference is made as to macrocatego-
ries (indicated with MC). Each macrocategory MC groups
subclasses of manoeuvres (indicated with SC in Figure

2) with similar features. For example, Figure 2 shows
macrocategories MC related, respectively, to the level
flight, to the bank turn, to the vertical take-off, to the climb-
ing, etc. In turn, the macrocategory relative to the level
flight may include a plurality of manoeuvres (only four
shown in Figure 2, indicated by "forty-node level flight",
"sixty-node level flight", "ninety-node level flight" and
"one hundred and fifty-node level flight"). In other words,
each macrocategory MC represents a corresponding
class (or type) of manoeuvres. Moreover, as described
in greater detail below, given a macrocategory MC, the
manoeuvres belonging to such macrocategory MC can
be distinguished from each other in a deterministic man-
ner, for example on the basis of the corresponding trends
of one or more primary quantities (for example, on the
basis of on average speeds or average roll angle values,
etc.)
[0011] In the following it is assumed that the macro-
categories MC are in a number equal to NUM_MC.
[0012] In consideration of the foregoing, the present
method provides, as shown in Figure 3, for acquiring
(block 100) a training data structure 10, an example of
which is shown qualitatively in Figure 4. As shown again
in Figure 4, the training data structure 10 can be stored
in a computer 12.
[0013] In detail, the training data structure 10 stores
the time series (intended as successions of samples con-
nected to corresponding time instants) formed by the val-
ues of the primary quantities detected by the monitoring
system 2 of the helicopter 1 during test flights, as well as
by monitoring systems (not shown) of other aircraft (not
shown) during respective test flights. Moreover, as men-
tioned above with reference to the first and second test
manoeuvres M1, M2 shown in Figure 1B, the training
data structure 10 stores the initial instant and the end
instant of each test manoeuvre, signalled by the aircraft
pilot. In addition, the training data structure 10 stores, for
each test manoeuvre, the macrocategory MC to which
the test manoeuvre belongs.
[0014] For example, assuming that the first and second
manoeuvre M1 and M2 belong to the same macrocate-
gory MC1, the training data structure 10 shown in Figure
4 stores the values of the primary quantities 1-5 during
the first and second time interval T1, T2, in both cases,
connecting them to the macrocategory MC1. In other
words, the training data structure 10 stores a first cluster
of data (indicated as DG1 in Figures 1B and 4), formed
by the values assumed by the quantities 1-5 during the
first time interval T1, and a second cluster of data (indi-
cated with DG2 in Figures 1B and 4), formed by the values
assumed by the quantities 1-5 during the second time
interval T2; moreover, either for the first or for the second
cluster of data DG1, DG2, the detection data structure
10 stores the connection to the macrocategory MC1. In
Figure 4, the storage of the macrocategories connected
to the test manoeuvres is qualitatively represented, by
connecting each cluster of data to the corresponding pair
(test manoeuvre, macrocategory).
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[0015] Again with reference to the first test flight, the
training data structure 10 also stores the values assumed
by the primary quantities 1-5 during the aforementioned
non-labelled periods NMP1, NMP2, NMP3, which, as
previously mentioned, represent periods in which the pi-
lot has not specified the manoeuvre executed.
[0016] Again with reference to the training data struc-
ture 10 shown in Figure 4, it also stores the time series
formed by the values of the primary quantities detected
by the corresponding sensors during a second test flight,
executed for example with an aircraft other than the hel-
icopter 1 with which the first test flight was executed, and
in which two other test manoeuvres were signalled, which
took place respectively in a third and a fourth time interval
T3, T4. In general, the values acquired during each test
flight have a respective time axis, with origin coinciding
with the start of the flight; the alignment of the time axes
of different flights can be managed in a per se known
manner and is irrelevant for the purposes of this method.
The first and fourth time interval T3, T4 are alternated
with other three non-labelled periods NMP4, NMP5,
NMP6. In addition, in the third and fourth time interval
T3, T4, a third and fourth test manoeuvre have taken
place respectively, which belong for example to the mac-
rocategory MC2 and to the macrocategory MC3, respec-
tively.
[0017] In practice, the training data structure 10 com-
prises a number of sub-blocks SB, which are referred to
hereinafter as training sub-structures SB. Each training
sub-structure SB stores the time series formed by the
values assumed of the quantities during a corresponding
test flight. Each cluster of data DG therefore belongs to
a single corresponding training sub-structure SB.
[0018] Again with reference to Figure 3, the computer
12 processes (block 110) the detection data structure 10,
for example so as to remove any abnormal data or incor-
rectly labelled manoeuvres. Such processing takes place
in a per se known manner and is optional; in the following
it is assumed, for simplicity’s sake, that such processing
does not alter the content of the training data structure
10; otherwise, the operations described below are exe-
cuted on the training data structure processed.
[0019] Subsequently, for each test manoeuvre, the
computer 12 extracts (block 120) from the training data
structure 10 a vector of statistical quantities, which is cal-
culated as described below, in which for simplicity’s sake
reference is made as to a m-th test manoeuvre Mm, which
belongs to a macrocategory MCm and takes place during
a time interval Tm of a test flight connected to a m-th
training sub-structure SBm. Moreover, it is assumed that
the values assumed by the primary quantities during the
time interval Tm form a cluster of data DGm. In consider-
ation of the foregoing, the computer 12 extracts, on the
basis of the cluster of data DGm, a vector, to which ref-
erence is made hereinafter as to the feature vector of
entire manoeuvre training FVm.
[0020] In particular, the feature vector of entire ma-
noeuvre training FVm is calculated as shown in Figure

5A, i.e. on the basis of the entire cluster of data DGm. In
other words, the computer 12 adopts a first type of time
window TWm, which coincides with the time interval Tm,
and therefore with the duration of the test manoeuvre
Mm. For example, the time interval Tm extends between
an instant tstart and an instant tend, which refer to a time
indicated as flight_time, which has a discretization equal
to the inverse of the sampling frequency fc, i.e. equal to
the sampling period, hereinafter indicated with Δc (shown
qualitatively in Figure 5A).
[0021] In greater detail, the feature vector of entire ma-
noeuvre training FVm is formed by a number of elements,
each of which is equal to the value of a statistical quantity
calculated on the basis of the values assumed in the time
window TWm (and therefore, during the entire test ma-
noeuvre Mm) by a corresponding primary quantity. Purely
by way of example, the feature vector of entire manoeu-
vre training FVm may be formed by NUM_Ftot = NUM_F
* N elements (with integer NUM F), in which case it occurs
that, for example, the first N elements of the feature vector
of entire manoeuvre training FVm are respectively equal
to (for example) time averages of the values assumed,
respectively, by the primary quantities during the time
window TWm, while the second N elements of the feature
vector of entire manoeuvre training FVm are equal to (for
example) variances of the values assumed, respectively,
by the primary quantities during time window TWm, and
so on. For example, in addition to the means and the
variances, other statistical quantities can be calculated,
such as for example: maximum, minimum, median, mean
of the first derivative, mean of the second derivative, an-
gular coefficient of the trend line, etc. As explained, the
statistical quantities are calculated over the entire dura-
tion of the manoeuvre Mm. Moreover, the feature vector
of entire manoeuvre training FVm is connected to the
macrocategory MCm of the corresponding test manoeu-
vre Mm to which the vector refers, as shown qualitatively
in Figure 5A.
[0022] In practice, assuming for example that a number
NUM_M of test manoeuvres has been executed, the op-
erations of block 120 allow to generate a number equal
to NUM_M of feature vectors of entire manoeuvre training
FV, each of which is connected to the corresponding
macrocategory MC to which the test manoeuvre refers.
[0023] Then, the computer 12 trains (block 130) a clas-
sifier 131 (shown in Figure 7), to which reference is made
hereinafter as to the first first-level classifier 131, on the
basis of the feature vectors of entire manoeuvre training
FV and of the macrocategories MC connected to the lat-
ter, as determined for test manoeuvres. In other words,
the computer 12 executes a supervised and multi-class
training; moreover, the first first-level classifier 131 is a
type known per se, such as for example a random forest
classifier.
[0024] Then, the computer 12 extracts (block 140), for
each test manoeuvre, a number of further feature vec-
tors, to which reference is made hereinafter as to the
feature vectors of extended manoeuvre training FV’mpj,
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in which the index ’m’ indexes the test manoeuvres, while
the indexes ’p’ and ’j’ are explained below. Moreover, the
computer 12 uses a number NUM_TW of time durations
TW’ (for example, NUM_TW=4), which are shared
among all the test manoeuvres, that is, they do not vary
with the variation of the test manoeuvre considered.
[0025] In detail, for each test manoeuvre, the computer
12 executes the operations mentioned in Figure 6 and
shown in Figure 5B, the latter figure referring again to
the aforementioned m-th test manoeuvre Mm and to a
first time duration TW’1.
[0026] In greater detail, the computer 12 has its own
time base (indicated by time_clk) with period Δclk, on the
basis of which the computer 12 determines (block 200,
Figure 6) a succession of time instants tclk (shown in Fig-
ure 5B). For example, the period Δclk is equal to a multiple
of the sampling period Δc; for example, the period Δclk is
equal to twenty-five times the sampling period Δc.
[0027] Moreover, the computer 12 detects (block 210)
the time instants tclkj falling in the time interval Tm, and
thus falling during the test manoeuvre Mm. For example,
in Figure 5B, it is shown j=0, ..., 4. Hereinafter, for brev-
ity’s sake, reference is made to the aforementioned time
instants tclkj falling in the time interval Tm as to the inter-
mediate time instants tclkj; furthermore, reference is made
to NUM_J to indicate the number of intermediate time
instants tclkj, said number being a function of the time
interval Tm and of the period Δclk and being independent
of the time duration TW’ considered. For example, in fig-
ure 5B, it is shown NUM J=5. The value NUM_J depends
on the duration of the test manoeuvre considered and
the alignment thereof with time_clk.
[0028] Subsequently, for each time duration TW’p (with
p=1, ...NUM_TW, used to index the time duration TW’),
the computer 12 selects (block 220), for each intermedi-
ate time instant tclkj, the subset of the values of the m-th
training sub-structure Sbmm falling into the time window
between tclkj - (TW’p/2) and tclkj + (TWp/2). In other words,
each time duration TW’p identifies a corresponding time
window of equal duration, which is translated and centred
(i.e. aligned) in each of the intermediate time instants tclkj,
so as to select the values of the training sub-structure
SB relating to the test manoeuvre considered which fall
into said translated time window. As can be noted in Fig-
ure 5B, it is possible that, depending on the intermediate
time instant tclkj and on the time duration TW’ considered,
the corresponding subset of selected values of the train-
ing sub-structure SB includes portions of time series of
the primary quantities adjacent to the time interval in
which the test manoeuvre considered has taken place,
that is, it includes values assumed by the primary quan-
tities in a waiting period preceding/following the test ma-
noeuvre or during a test manoeuvre preceding/following
the test manoeuvre considered. Purely by way of exam-
ple, in Figure 5B it has been assumed that the m-th test
manoeuvre Mm is preceded by a non-labelled period
NMPx and is immediately followed by an m+1-th test ma-
noeuvre Mm+1. Moreover, when the time window with

extension equal to the first time duration TW’1 is aligned
(centred) with the intermediate time instant tclk0 or with
the intermediate time instant tclk1, it occurs that the cor-
responding subset of selected values of the training sub-
structure SBm also includes values assumed by the pri-
mary quantities during part of the previous non-labelled
period NMPx. Moreover, when the time window with ex-
tension equal to the first time duration TW’1 is centred at
the intermediate time instant tclk3 or at the intermediate
time instant tclk4, it occurs that the corresponding subset
of selected values of the training sub-structure SBm also
includes values assumed by the primary quantities during
part of the subsequent test manoeuvre Mm+1.
[0029] Subsequently, on the basis of each selected
subset of the values of the training sub-structure SBm,
the computer 12 extracts (block 230) a corresponding
feature vector of extended manoeuvre training FV’mpj.
Consequently, for each test manoeuvre,
NUM_TW*NUM_J feature vectors of extended manoeu-
vre training FV’mpj are calculated, all of which are con-
nected to the macrocategory MCm of the corresponding
test manoeuvre Mm.
[0030] The feature vectors of extended manoeuvre
training FV’mpj have the same dimensions as the feature
vectors of entire manoeuvre training FVm and are calcu-
lated in the same way, i.e. they refer to the same statistical
quantities, however, these statistical quantities are cal-
culated on the basis of subsets of the values assumed
by the primary quantities during each test manoeuvre,
instead of on the basis of the values assumed by the
primary quantities during the entire test manoeuvre. In
particular, each element of each feature vector of extend-
ed manoeuvre training FV’mpj is equal to the value of a
corresponding statistical quantity calculated on the basis
of the values assumed by a corresponding primary quan-
tity during the time window tclkj-(TW’p/2) and tclkj+
(TW’p/2).
[0031] By way of example, Figure 5C again relates to
the m-th test manoeuvre Mm and shows the selection of
the subsets of the training sub-structure SBm, relating to
the second time duration TW’2, which for example has a
duration twice the first time duration TW’1. This selection
allows to calculate the five feature vectors of extended
manoeuvre training FV’m20-FV’m24, which, like the fea-
ture vectors of extended manoeuvre training
FV’m10-FV’m14 shown in Figure 5B, are connected to the
macrocategory MCm of the m-th test manoeuvre Mm.
[0032] Again with reference to Figure 3, for each test
manoeuvre, the computer 12 applies (block 150), for
each of the corresponding intermediate time instants tclkj,
the first first-level classifier 131 to each of the feature
vectors of extended manoeuvre training FV’mpj, so as to
obtain a number equal to NUM_TW of first strategy train-
ing prediction vectors PV’mpj, which can be indexed in
the same way as the feature vectors of extended ma-
noeuvre training FV’mpj.
[0033] Each first strategy training prediction vector
PV’mpj has a number of elements equal to the number
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NUM_MC of macrocategories MC, each element being
indicative of the probability that the corresponding feature
vector of extended manoeuvre training FV’mpj is connect-
ed to the macrocategory MC that corresponds to the el-
ement.
[0034] Moreover, for each test manoeuvre, the com-
puter 12 aggregates (block 160), for each of the interme-
diate time instants tclkj, the first strategy training predic-
tion vectors PV’mpj (in a number equal to NUM_TW), so
as to form a corresponding macrovector, which is still
connected to the macrocategory MC of the test manoeu-
vre, and to which reference is made hereinafter as to the
corresponding first training prediction macrovector
MPV’mj.
[0035] For example, Figure 7 refers to the m-th test
manoeuvre Mm and shows a graphical example of the
operations of blocks 150 and 160, with reference to a
single intermediate time instant tclkj (in the example
shown, the intermediate time instant tclk0). In particular,
Figure 7 shows how the application of the first first-level
classifier 131 to the four feature vectors of extended ma-
noeuvre training FV’m10 - FV’m40 leads to the generation,
respectively, of the corresponding four first strategy train-
ing prediction vectors PV’m10 - PV’m40, which are aggre-
gated into the first training prediction macrovector
MPV’m0, which is connected to the macrocategory MCm
of the test manoeuvre Mm.
[0036] In addition, Figure 8 refers to the m-th test ma-
noeuvre Mm and shows how, for each of the four time
durations TW’1-TW’4, each of the five intermediate time
instants tclk0-tclk4 is connected to a corresponding first
strategy training prediction vector PV’, each of which, as
said, includes a number of elements equal to the number
NUM_MC of macrocategories. Moreover, Figure 8
shows that each of the five intermediate time instants
tclk0-tclk4 is connected to a corresponding first training
prediction macrovector MPV’m0-MPV’m4, which is also
connected to the macrocategory MCm.
[0037] Again with reference to Figure 3, after executing
the operations of block 160, the computer 12 trains (block
170) a first second-level classifier 151 (shown in Figure
7), on the basis of the first training prediction macrovec-
tors MPV’mj calculated for the test manoeuvres, as well
as on the basis of the macrocategories MC connected
to said macrovectors.
[0038] In practice, the first second-level classifier 151
is trained in a supervised manner. Furthermore, purely
by way of example, the first second-level classifier 151
may be a classifier of the logistic regression type.
[0039] Once the first first-level classifier 131 and the
first second-level classifier 151 have been trained, it is
possible to determine the macrocategory to which an un-
known manoeuvre (therefore, with unknown duration)
belongs, executed, for example, by an unknown helicop-
ter 3 (an example of which is shown in Figure 1A),
equipped with a respective monitoring system 4 including
sensors (not shown) suitable for monitoring the afore-
mentioned primary quantities. More precisely, during an

unknown flight of the unknown helicopter 3, that is, during
a flight in which the executed manoeuvres are not known,
it is possible to identify the occurrence of a manoeuvre
belonging to one of the aforementioned macrocategories
MC, used during the training of the first first-level classifier
131 and of the first second-level classifier 151. For this
purpose, the operations shown in Figure 9 are executed.
[0040] In detail, a new data structure (shown in Figure
10, where it is indicated by 205) is acquired (block 300),
to which reference is made hereinafter as to the non-
labelled data structure 205, since it is formed by the time
series of the values assumed by the primary quantities,
as measured by the monitoring system 4 equipping the
unknown helicopter 3 during the unknown flight. In prac-
tice, the non-labelled data structure 205 is formed by a
single training sub-structure SB. Furthermore, since the
manoeuvres executed during the unknown flight are un-
known, the non-labelled data structure 205 does not store
any connection to the macrocategories MC.
[0041] Like in the case of the training data structure
10, also in the non-labelled data structure 205 the values
of each primary quantity are connected to the corre-
sponding sampling instants, i.e. they are distributed
along the aforementioned flight_time, which has a dis-
cretization still equal to the sampling period Δc. In prac-
tice, by assuming that the unknown flight extends along
a time interval Wtot, to which reference is made herein-
after as to the total time interval Wtot, each time series
connected to a corresponding primary quantity includes
a number of values equal to Wtot*fc.
[0042] The computer 12 still has the time base
time_clk, with period Δclk, which generates the time in-
stants t_clk. Furthermore, given a generic k-th time instant
tclkk (shown in Figure 10), the computer 12 selects (block
310) a number equal to NUM_TW of subsets of values
of the non-labelled data structure 205. In particular, for
each of the time durations TW’p (with p=1, ...NUM_TW),
the computer 12 selects the subset of the values of the
non-labelled data structure 205 that fall into the time win-
dow ranging between tclkk - (TW’p/2) and tclkk + (TW’p/2).
If the time window ranging between tclkk -(TWNUM_TW/2)
and tclkk + (TW’ NUM_TW/2) (that is, the broadest time
window) extends beyond the boundaries of the non-la-
belled data structure 205, it is possible to adopt a different
centring of the NUM_TW time windows with respect to
the time instant tclkk, so that the time windows fall entirely
into the non-labelled data structure 205, or the time in-
stant tclkk can be discarded, or also the corresponding
subsets of the non-labelled data structure 205 may in-
clude only the values actually available; these details are
irrelevant for the purposes of executing this method.
[0043] Then, for each selected subset of the values of
the non-labelled data structure 205, the computer 12 ex-
tracts (block 320) a corresponding vector of features,
which is referred to hereinafter as to the input feature
vector FVXkp. Consequently, for the generic k-th time
instant tclkk provided by the time base time_clk, a number
equal to NUM_TW of input feature vectors FVXkp, without
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any connections to any macrocategory MC, are calculat-
ed.
[0044] The input feature vectors FVXkp have the same
dimensions as the feature vectors of extended manoeu-
vre training FV’mpj and of the feature vectors of entire
manoeuvre training FVm and are calculated in the same
way, i.e. they refer to the same statistical quantities, how-
ever, these statistical quantities are calculated on the ba-
sis of subsets of the values assumed by the primary quan-
tities during the unknown flight. In particular, each ele-
ment of the input feature vector FVXkp is equal to the
value of a corresponding statistical quantity calculated
on the basis of the values assumed by a corresponding
primary quantity in the time window tclkk-(TW’p/2) and
tclkk+(TW’p/2).
[0045] Then, referring for example to the generic k-th
time instant tclkk, the computer 12 applies (block 330) the
first first-level classifier 131 to the corresponding input
feature vectors FVXkp, so as to obtain a number equal
to NUM_TW of first strategy input prediction vectors
PVX’kp, as qualitatively exemplified in Figure 11, in which
the four first strategy input prediction vectors PVX’k1-
PVX’k4 are shown, which derive from the application of
the first first-level classifier 131 to, respectively, the four
input feature vectors FVXk1-FVXk4.
[0046] Each first strategy input prediction vector
PVX’kp has a number of elements equal to the number
NUM_MC of macrocategories MC, each element being
indicative of the probability that the corresponding input
feature vector FVXkp is connected to the macrocategory
MC that corresponds to the element, and therefore of the
probability that at the corresponding k-th time instant tclkk
the unknown helicopter 3 was executing a manoeuvre
belonging to such macrocategory MC.
[0047] Again with reference to the k-th time instant tclkk,
the computer 12 aggregates (block 335) the first strategy
input prediction vectors PVX’kp (in a number equal to
NUM_TW), so as to form a corresponding macrovector,
to which reference is made hereinafter as to the first strat-
egy input macrovector MPVX’k.
[0048] Again with reference to the k-th time instant tclkk,
the computer 12 then applies (block 338) the first second-
level classifier 151 to the first strategy input macrovector
MPVX’k, so as to obtain a first output vector OUT_Ak,
which has a number of elements equal to the number
NUM_MC of macrocategories, each element being in-
dicative of the probability that the corresponding input
feature vector FVXkp is connected to the macrocategory
MC that corresponds to the element, and therefore the
probability that, at the k-th time instant tclkk, the unknown
helicopter 3 was executing a manoeuvre belonging to
this macrocategory MC. In practice, the first output vector
OUT_Ak represents an improvement of the probabilities
contained in the first strategy input prediction vectors
PVX’kp, as explained below with reference to all the men-
tioned second-level classifiers.
[0049] Alternatively or in addition to what has been de-
scribed so far, the computer 12 may implement a different

strategy, which is now described with reference to Figure
12 and provides for training, starting from the training
data structure 10, a plurality of second first-level classi-
fiers CLASS and a second one 251, as qualitatively
shown in Figure 7. What has been said above as regards
to blocks 100 and 110 of Figure 3 also applies to this
strategy.
[0050] Initially, for each test manoeuvre, the computer
12 extracts (block 340, Figure 12) a number of feature
vectors, to which reference is made hereinafter as to the
feature vectors of partial manoeuvre training FV"; to this
end, the computer 12 executes the operations described
in Figure 13 and exemplified in Figure 14, the latter figure
referring again to the aforementioned m-th test manoeu-
vre Mm, which, as explained above, extends between the
instant tstart and the instant tend, which are referred to as
flight_time.
[0051] In greater detail, the computer 12 makes use of
a synchronized time base, to which reference is made
hereinafter as to time_clk_sync, since it has a period
equal to the period Δclk and is synchronized with respect
to the instant tstart, so as to have origin coinciding with
the instant tstart. In other words, the computer 12 deter-
mines (block 400, Figure 13) a succession of time in-
stants tclk sync (shown in Figure 14).
[0052] Moreover, the computer 12 detects (block 410,
Figure 13) the time instants tclk_sync_u falling within the
time interval Tm, and therefore falling during the test ma-
noeuvre Mm. For example, in Figure 14 it is shown
u=1, ..., 5; the time instant tclk_sync_0 is not detected, since
it coincides with the instant tstart. Hereinafter, for brevity’s
sake, reference is made to the aforementioned time in-
stants tclk_sync_u falling into the time interval Tm as to the
synchronized intermediate time instants tclk_sync_u; fur-
thermore, NUM_U is referred to as to indicate the number
of synchronized intermediate time instants tcik_sync_u,
said number NUM_U being a function of the time interval
Tm and of the period Δclk.
[0053] Subsequently, for each time duration TW’p (with
p=1, ...NUM_TW, used to index the time duration TW’),
the computer 12 selects, for each test manoeuvre, a
number of subsets (possibly also an entire subset, as
explained hereinafter) of the cluster of data DG corre-
sponding to the test manoeuvre, as described hereinaf-
ter, again with reference to the generic p-th time duration
TW’p and to the m-th test manoeuvre Mm, and as shown
in Figure 14 with reference to the first time duration TW’1.
[0054] In detail, the computer 12 checks (block 420)
whether the time interval Tm in which the m-th test ma-
noeuvre Mm has taken place has a duration lower than
or equal to the p-th time duration TW’p, in which case
(output YES of block 420) the computer 12 selects (block
430) the entire cluster of data DGm and then extracts
(block 440) from the entire cluster of data DGm a single
feature vector of partial manoeuvre FV"mp0, which is
equal to the aforementioned feature vector of entire ma-
noeuvre FVm and is connected to the macrocategory
MCm of the corresponding test manoeuvre Mm.
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[0055] On the contrary, if the time interval Tm in which
the m-th test manoeuvre Mm has taken place has a du-
ration greater than the p-th time duration TW’p (output
NO of block 420), the computer 12 selects (block 450)
each synchronized intermediate time instant tclk_sync_u
such that the time window tclk_sync_u -(TWp’/2) and
tclk_sync_u + (TWp’/2) falls entirely within the time interval
Tm. For example, with reference to Figure 14, it is as-
sumed therein that the first time duration TW’1 is equal
to four times the period Δclk, so the computer 12 only
selects the synchronized intermediate time instants
tclk_sync_2 and tclk_sync_3. In the continuation reference is
made to the synchronized intermediate time instants
tclk_sync_u selected during the operations of block 450 as
to the active synchronized time instants; they vary as a
function of the time duration TW’p considered.
[0056] Moreover, for each active synchronized inter-
mediate time instant tclk_sync_u, the computer 12 selects
(block 460) the subset of the values of the cluster of data
DGm falling into the time window falling between
tclk_sync_u -(TW’p/2) and tclk_sync_u +(TWp/2). In other
words, for each active synchronized intermediate time
instant tclk_sync_u, a time window of duration equal to the
time duration TW’p is centred thereon, this window being
used to select the values of the cluster of data DGm.
[0057] Subsequently, for each selected subset of the
values of the cluster of data DGm, the computer 12 ex-
tracts (block 470) a corresponding feature vector of par-
tial manoeuvre training FV"mpu, which is connected to
the macrocategory MCm of the corresponding test ma-
noeuvre Mm, has the same dimensions as the feature
vectors of extended manoeuvre training FV’mpj and is
calculated in the same way, i.e. it refers to the same sta-
tistical quantities, which are calculated on the basis of a
subset which includes the values assumed by the primary
quantities during a subportion of the test manoeuvre. By
way of example, the two feature vectors of partial ma-
noeuvre training FV"m12 and FV"m13 are indicated in Fig-
ure 14.
[0058] Again with reference to Figure 12, at the end of
the operations in block 340, the computer 12 has, for
each of the time durations TW’, a corresponding set of
feature vectors of partial manoeuvre training FV"mpu. For
example, considering the p-th time duration TW’p, the
computer 12 has a set SETp which includes, for each test
manoeuvre, a corresponding subset of feature vectors
of partial manoeuvre training FV"mpu; the latter subset
includes, in the case of a test manoeuvre with duration
lower than the time duration TW’p, the only feature vector
of partial manoeuvre FV"mp0 (equal to the corresponding
feature vector of entire manoeuvre FVm), otherwise it in-
cludes a number of feature vectors of partial manoeuvre
training FV"mpu which depends on the duration of the test
manoeuvre and on the time duration TW’p. In any case,
given the p-th time duration TW’p, the corresponding set
SETp of feature vectors of partial manoeuvre training
FV"mpu contains feature vectors calculated on the basis
of portions of the corresponding clusters of data DG

which have extensions not higher than the same time
duration TW’p.
[0059] By way of example, Figure 15 shows the set
(indicated as SET1) of feature vectors of partial manoeu-
vre training relating to the first time duration TW’1, the
subset of which (indicated as mSETi) relating to the m-
th manoeuvre Mm is formed by the aforementioned two
feature vectors of partial manoeuvre training FV"m12 and
FV"m13, which refer respectively to the active synchro-
nized intermediate time instants tclk_sync_2 and tclk_sync_3.
[0060] In consideration of the foregoing and again with
reference to Figure 12, for each time duration TW’, the
computer 12 trains (block 350) a corresponding second
first-level classifier CLASS, on the basis of the corre-
sponding set SET of feature vectors of partial manoeuvre
training FV"mpu and of the macrocategories MC connect-
ed to these vectors. In other words, the computer 12 ex-
ecutes trainings of the supervised and multiclass type,
so as to obtain a number of second first-level classifiers
equal to NUM_TW, as shown qualitatively in Figure 7, in
which four second first-level classifiers CLASS1-CLASS4
are shown, which correspond respectively to the time
durations TW1’ - TW4’.
[0061] The second first-level classifiers CLASS are of
a type known per se, such as for example random forest
classifiers. Moreover, as stated above, referring for ex-
ample to the p-th second first-level classifier CLASSp, it
has been trained on the basis of feature vectors calcu-
lated on portions of clusters of data DG relating to test
manoeuvres, said portions having time extensions not
higher than the p-th time duration TW’p.
[0062] Once the second first-level classifiers CLASS
have been trained, the computer 12 applies (block 360)
the second first-level classifiers CLASS to the aforemen-
tioned feature vectors of extended manoeuvre training
FV’mpj, in the following manner.
[0063] In detail, for each test manoeuvre, and for each
of the corresponding intermediate time instants tclkj, the
computer 12 applies the p-th second first-level classifier
CLASSp (with p=1, ..., NUM_TW) to the corresponding
feature vector of extended manoeuvre training FV’mpj,
that is, to the feature vector of extended manoeuvre train-
ing FV’mpj obtained by applying a time window having a
duration equal to the time duration TW’p, that is equal to
the duration of the time window used to train the same
second first-level classifier CLASSp, and it obtains a cor-
responding second strategy training prediction vector
PV"mpj, which is connected to the macrocategory MC of
the test manoeuvre.
[0064] Following the operations of block 360, the com-
puter 12 has, for each of the corresponding intermediate
time instants tclkj of each test manoeuvre, a number equal
to NUM_TW of second strategy training prediction vector
PV"mpj.
[0065] By way of example, Figure 7 shows the four
second strategy training prediction vectors PV"m10-
PV"m40 relating to the intermediate time instant tclk0 of
the m-th test manoeuvre Mm, generated respectively by
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the four second first-level classifiers CLASS1 - CLASS4
connected respectively to the time durations TW1’-TW4’,
respectively starting from the four feature vectors of ex-
tended manoeuvre training FV’m10 -FV’m40.
[0066] Then, for each test manoeuvre, the computer
12 aggregates (block 370, Figure 12), for each of the
intermediate time instants tclkj, the second strategy train-
ing prediction vectors of PV"mpj (in a number equal to
NUM_TW), so as to form a corresponding macrovector,
which is again connected to the macrocategory MC of
the test manoeuvre, and to which reference is made here-
inafter as to the corresponding second training prediction
macrovector MPV"mj.
[0067] For example, with reference to Figure 7, the four
second strategy training prediction vectors PV"m10-
PV"m40 are aggregated into a second training prediction
macrovector MPV"m0, which is connected to the macro-
category MCm of the test manoeuvre Mm.
[0068] Again with reference to Figure 12, the computer
12 trains (block 380) a second second-level classifier 251
(shown in Figure 7), on the basis of the second training
prediction macrovectors MPV"mj calculated for the inter-
mediate time instants tclkj of each test manoeuvre.
[0069] In practice, the second second-level classifier
251 is trained in a supervised manner, on the basis of
the second training prediction macrovectors MPV"mj and
of the macrocategories connected thereto. Furthermore,
purely by way of example, the second second-level clas-
sifier 251 can be a classifier of the logistic regression
type.
[0070] Once the second first-level classifiers CLASS
and the second second-level classifier 251 have been
trained, it is possible to determine a second output vector
OUT_Bk, relative to the unknown flight indicative of the
macrocategory to which an unknown manoeuvre be-
longs, which takes place in the k-th time instant tclkk. To
this end, the computer 12 executes the operations shown
in Figure 16 and exemplified in Figure 11.
[0071] In detail, for each k-th time instant tclkk provided
by the time base time_clk, the computer 12 applies (block
500, Figure 16) the aforementioned input feature vectors
FVXkp (in a number equal to NUM_TW) to the second
first-level classifiers CLASS, in the following manner.
[0072] In detail, for each k-th time instant tclkk, the com-
puter 12 applies the p-th second first-level classifier
CLASSp to the p-th input feature vector FVXkp, so as to
obtain a corresponding p-th second strategy input pre-
diction vector PVX"kp. In other words, each input feature
vector FVXkp is classified through the second first-level
classifier CLASS which has been trained on the basis of
subsets of the clusters of data DG having a duration equal
to or lower than the duration of the subset of the non-
labelled data structure 205 to which the same input fea-
ture vector FVXkp refers.
[0073] In greater detail, the second strategy input pre-
diction vectors PVX"kp have the same dimensions as the
first strategy input prediction vectors PVX’kp; moreover,
each element of any second strategy input prediction

vector PVXkp" is indicative of the probability that the cor-
responding input feature vector FVXkp is connected to
the macrocategory MC corresponding to the same ele-
ment, and therefore that, at the k-th time instant tclkk, the
unknown helicopter 3 was executing a manoeuvre be-
longing to said macrocategory MC.
[0074] Again with reference to the generic k-th time
instant tclkk, the computer 12 aggregates (block 510) the
second strategy input prediction vectors PVX"kp (in a
number equal to NUM_TW), so as to form a correspond-
ing macrovector, to which reference is made hereinafter
as to the second strategy input macrovector MPVX"k.
[0075] Subsequently, the computer 12 applies (block
520) the second second-level classifier 151 to the second
strategy input macrovector MPVX"k, so as to obtain a
second output vector OUT_Bk, in which each element is
indicative of the probability that the corresponding input
feature vector FVXkp is connected to the macrocategory
MC that corresponds to the element, and therefore that,
at the k-th time instant tclkk, the unknown helicopter 3 was
executing a manoeuvre belonging to said macrocategory
MC. In practice, the second output vector OUT_Bk rep-
resents an improvement of the probabilities contained in
the second strategy input prediction vectors PVX"kp.
[0076] In general, the information contained in the first
and second output vectors OUT_Ak, OUT_Bk can be
used as an alternative, in order to identify the macrocate-
gory of the unknown manoeuvre executed in the corre-
sponding k-th time instant tclkk. Moreover, the Applicant
has observed that the indications contained in the second
output vector OUT_Bk are generally more accurate than
those contained in the first output vector OUT_Ak, in par-
ticular in the case of manoeuvres characterized by trends
of relatively constant primary quantities during manoeu-
vres. However, in some cases, and in particular in the
presence of manoeuvres, each characterized by the
presence of very characteristic initial and final portions
(so-called "entry" and "recovery" steps), the opposite oc-
curs. In fact, training based on portions of manoeuvres
may be not very effective, compared to training based
on entire manoeuvres, in the presence of manoeuvres
with characteristic portions arranged at the beginning and
at the end of the manoeuvre, if such characteristic por-
tions have durations very different from the durations of
the training windows. On the contrary, training based on
portions of manoeuvres tends to be more effective in the
case of manoeuvres in which there occurs, for example,
a gradual variation of a quantity (for example, a speed)
between an initial value and a final value; in fact, in this
case, a classifier trained on the basis of entire manoeu-
vres tends to recognize only manoeuvres in which this
quantity exactly assumes such initial and final values,
while a classifier based on portions of manoeuvres has
the possibility of suitably weighing the trend (variation)
of the quantity in each portion of the manoeuvre.
[0077] According to a further variant, the first and sec-
ond strategy may be combined by using a third second-
level classifier 651, which is trained as described in Fig-
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ure 17 and exemplified in Figure 18.
[0078] In detail, for each test manoeuvre, the computer
12 aggregates (block 700, Figure 17), for each of the
corresponding intermediate time instants tclkj, the corre-
sponding first strategy training prediction vectors PV’mpj
(in a number equal to NUM_TW), generated by the first
first-level classifier 131, and the second strategy training
prediction vectors PV"mpj each generated by a corre-
sponding second first-level classifier CLASS, so as to
obtain a third training prediction macrovector MPV’’’mj,
which is still connected to the macrocategory MC of the
test manoeuvre that is taking place in the intermediate
time instant tclkj.
[0079] For example, Figure 18 qualitatively shows the
aggregation of the first strategy training prediction vec-
tors PV’m10 - PV’m40 with the second strategy training
prediction vectors PV"m10- PV"m40, in order to form the
third training prediction macrovector MPV’’’m0.
[0080] Subsequently, the computer 12 trains (block
710) the third second-level classifier 651, on the basis of
the third training prediction macrovectors MPV’’’mj relat-
ing to the intermediate time instants tclkj of the test ma-
noeuvres and to the macrocategories MC connected to
said third training prediction macrovectors MPV’’’mj. The
third second-level classifier 651 is then trained in a su-
pervised manner and may be for example of the same
type as the first and second second-level classifier 151,
251.
[0081] Once the third second-level classifier 651 has
been trained, the computer 12 can analyse the unknown
flight. To this end, referring for example to the generic k-
th time instant tclkk, the computer 12 aggregates (block
720) the corresponding first strategy input prediction vec-
tors PVX’kp with the second strategy input prediction vec-
tors PVX"kp, to form a corresponding third strategy input
macrovector MPVX’’’k, to which the computer 12 applies
(block 730) the third second-level classifier 651, so as to
obtain a third output vector OUT_Ck.
[0082] For example, Figure 19 shows the generation
of the third strategy input macrovector MPVX’’’k by ag-
gregation of the first strategy input prediction vectors
PVX’k1 - PVX’k4 and of the second strategy input predic-
tion vectors PVX"k1 - PVX"k4.
[0083] In general, the first, second and third output vec-
tors OUT_Ak, OUT_Bk, OUT_Ck all benefit from the ac-
tion of the corresponding second-level classifiers, which
allow to improve the classification provided by the first-
level classifiers, for the reasons explained below with ref-
erence, for brevity’s sake, to the first strategy only, and
therefore to the first output vector OUT_Ak. In particular,
hereinafter reference is made to Figures 20A and 20B,
which refer to a simplified case, in which NUM MC is
equal to two (only a first and a second macrocategory
MC1, MC2 are available) and furthermore NUM_TW is
equal to two (only a first and a second time duration TW’1,
TW’2 are available). Furthermore, in Figures 20A and
20B reference is made to the effect of the training of the
first second-level classifier 151 by means of the feature

vectors of extended manoeuvre training FV’m11 and
FV’m21 relating to the intermediate time instant tclk1 of the
m-th manoeuvre Mm, which belongs to the first macro-
category MC1, and whose time interval Tm is assumed
to have an extension falling between the first and the
second time duration TW’1, TW’2. The intermediate time
instant tc1k1 falls about half the time interval Tm.
[0084] In consideration of the foregoing, the first first-
level classifier 131 generates the two first strategy train-
ing prediction vectors PV’m11 and PV’m21, starting re-
spectively from the feature vectors of extended manoeu-
vre training, FV’m11 and FV’m21. The element of the first
strategy training prediction vector PV’m11 relating to the
macrocategory MC1 has, correctly, a high value (0.9),
while the element relative to the macrocategory MC2 has,
correctly, a low value (0.1). On the contrary, the element
of the first strategy training prediction vector PV’m21 re-
lating to the macrocategory MC1 has, erroneously, a low
value (0.1), while the element relative to the macrocate-
gory MC2 has, erroneously, a high value (0.9). This is
due to the fact that, while the feature vector of extended
manoeuvre training FV’m11 refers to a time window that
has a duration similar to that of the time interval Tm, a
significant part of the time window to which the feature
vector of extended manoeuvre training FV’m21 refers falls
outside the time interval Tm. However, since both feature
vectors of extended manoeuvre training FV’m11 and
FV’m21 are connected to the macrocategory MC1, the
training of the first second-level classifier 151 causes it
to assign, for the macrocategory MC1, a greater weight
to the corresponding element of the first strategy training
prediction vector PV’m11, instead of to the corresponding
element of the first strategy training prediction vector
PV’m21. Consequently, as shown in Figure 20B, in which
a possible output vector OUT_TRAIN1 generated by the
first second-level classifier 151 when applied to the first
training prediction macrovector MPV’m1 is reported (ob-
tained by aggregation of the first strategy training predic-
tion vectors PV’m11 and PV’m21), the elements relating
to the macrocategories MC1 and MC2 of the output vec-
tor OUT_TRAIN1 are correctly equal to, respectively, one
and zero.
[0085] In addition, the third output vector OUT_Ck is
typically more accurate than the first and second output
vectors OUT_Ak, OUT_Bk, since the relative generation
mechanism adapts to either the case of manoeuvres in
which the primary quantities are relatively constant (i.e.
stationary), or to the case of manoeuvres with rapidly
variable primary quantities.
[0086] According to a further variant, shown in Figure
21 and exemplified in Figure 22, the computer 12 trains
a fourth second-level classifier 751, as described below,
so as to implement a fourth strategy.
[0087] In detail, for each test manoeuvre, the computer
12 aggregates (block 800), for each of the corresponding
intermediate time instants tclkj, the corresponding feature
vectors of extended manoeuvre training FV’mpj, so as to
obtain a training feature macrovector MFVmj, which is
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connected to the macrocategory MC of the test manoeu-
vre. For example, Figure 22 shows the aggregation of
the four feature vectors of extended manoeuvre training
FV’m10 -FV’m40 in the training feature macrovector
MFVm0, which is connected to the macrocategory MCm
of the m-th test manoeuvre Mm.
[0088] Subsequently, the computer 12 trains (block
810) the fourth second-level classifier 751, as a function
of the training feature macrovectors MFVmj and of the
macrocategories MC connected thereto. In practice, the
fourth second-level classifier 751 is trained in a super-
vised manner and may be, for example, a random forest
type classifier.
[0089] With respect to the unknown flight, for each k-
th time instant tclkk, the computer aggregates (block 820)
the input feature vectors FVXkp, so as to obtain a corre-
sponding input feature macrovector MFVXk, to which the
computer 12 applies (block 830) the fourth second-level
classifier 751, so as to obtain a fourth output vector
OUT_Dk. Figure 22 shows, for example, the aggregation
of the input feature vectors FVXk1 - FVXk4.
[0090] Also in this case, the presence of the fourth sec-
ond-level classifier 751 allows to obtain the same benefits
described with reference to the first, second and third
second-level classifier 151, 251, 651. Moreover, this
strategy is characterized by a lower complexity since it
provides for a single level of classification.
[0091] In general, the Applicant has noted that, thanks
to the fact that the probability estimates contained in the
output vectors OUT_Ak, OUT_Bk, OUT_Ck and OUT_Dk
are generated by means of classification algorithms ex-
ecuted starting from feature vectors generated by select-
ing, through time windows having different dimensions,
portions of the non-labelled data structure 205, these es-
timates are satisfactory substantially irrespective of the
duration of the manoeuvres.
[0092] In practice, the variants described above allow
to identify with considerable accuracy the occurrence,
during an unknown flight, of a manoeuvre belonging to
one of the aforementioned macrocategories MC. How-
ever, the Applicant has observed that, if two or more ma-
noeuvres are executed at the same time during the un-
known flight, the accuracy of the identification may be
reduced. To obviate this drawback, the Applicant ob-
serves that it is possible to implement the following.
[0093] As shown in Figure 23, the computer trains
(block 900) a plurality of classifiers 910, which are re-
ferred to hereinafter as single-class classifiers SCC
(shown in Figure 24) .
[0094] In detail, for each macrocategory MC, the com-
puter 12 trains a corresponding single-class classifier
SCC, on the basis of the vectors of entire manoeuvre
features FVm. In particular, considering for example an
i-th single-class classifier SCCI (with i=1, ..., NUM_MC),
it is trained on the basis of the feature vectors of entire
manoeuvre FVm connected to test manoeuvres, which,
if they are related to manoeuvres belonging to the i-th
macrocategory MCi, are connected for example to a first

label (for example, unitary), otherwise they are connect-
ed to a second label (for example, invalid); in other words,
the label is indicative of the match/mismatch between
the macrocategory MC of the test manoeuvre and the
macrocategory MCi which corresponds to the i-th single-
class classifier SCCi.
[0095] Subsequently, considering the unknown flight
and the generic k-th time instant tclkk, the computer 12
applies (block 910) each input feature vector FVXkp (with
p=1,..., NUM_TW) to the single-class classifiers SCC, so
as to obtain, for each input feature vector FVXkp, a cor-
responding single-class probability vector SCVkp, where-
in the i-th element represents the probability that the input
feature vector FVXkp refers to the i-th macrocategory
MCi, as calculated by the i-th single-class classifier SCCi.
[0096] For example, Figure 24 shows the application
to the four input feature vectors FVXk1-FVXk4 of four sin-
gle-class classifiers SCC1-SCC4 and the consequent
generation of the single-class probability vectors SCVk1
- SCVk4; examples of the latter vectors are shown in Fig-
ure 25.
[0097] Then, the computer 12 generates (block 920)
an update vector OUT_UPDATEk, so that it has a number
of elements equal to the number NUM_MC, the generic
i-th element being equal to the maximum among the val-
ues of the i-th elements of the single-class probability
vectors SCVkp, that is, to the maximum among the values
provided by the i-th single-class classifier SCCi when it
is applied to the input feature vectors FVXkp of the k-th
time instant tclkk (in a number equal to NUM_TW). Al-
though not further described, it is however possible that,
in order to generate the update vector OUT_UPDATEk,
the i-th element of the latter is set equal to a statistical
quantity (for example, the mean) calculated on the basis
of the i-th elements of the single-class probability vectors
SCVkp, instead of the aforementioned maximum.
[0098] Subsequently, the computer 12 detects (block
930), on the basis of the update vector OUT_UPDATEk,
whether in the k-th time instant t_clkk two or more ma-
noeuvres belonging to different macrocategories MC are
executed (that is, it detects a condition of multiple mac-
rocategories), for example, by detecting whether two or
more elements of the update vector OUT_UPDATEk ex-
ceed a predetermined threshold. For example, with ref-
erence to Figure 25, in which a threshold equal to 0.5 is
assumed, the computer 12 detects that, at the time in-
stant tclkk, two manoeuvres belonging respectively to a
macrocategory MC2 and a macrocategory MC4 are ex-
ecuted simultaneously. In general, although not further
described, the detection of multiple macrocategories
may also provide for varying the value of the aforemen-
tioned threshold, for example by connecting to each mac-
rocategory MC a corresponding threshold, and/or an ad-
ditional control, downstream of the detection of the mul-
tiple macrocategories, in order to exclude possible com-
binations of multiple macrocategories without physical
meaning (for example, in order to exclude multiple mac-
rocategories including macrocategories relative to oppo-
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site manoeuvres).
[0099] In the continuation reference is made to the mul-
ticlass strategy output vector OUT_Yk to indicate the vec-
tor alternately equal to the first, second, third or fourth
output vector OUT_Ak, OUT_Bk, OUT_Ck, OUT_Dk, de-
pending on the program implemented by the computer
12. In consideration of the foregoing, in the event that no
manoeuvres belonging to different macrocategories MC
are detected (output NO of block 930), the computer 12
sets (block 940) a final vector OUT_FINk equal to the
multiclass strategy output vector OUT_Yk, since, in the
time instant tclkk, manoeuvres belonging to different mac-
rocategories MC were not taking place, and therefore the
probabilities of the multiclass strategy output vector
OUT_Yk are reliable. In the opposite case, i.e. in the case
where manoeuvres belonging to different macrocatego-
ries MC are detected (output YES of block 930), the com-
puter 12 sets (block 950) the final vector OUT_FINk equal
to the update vector OUT_UPDATEk, since, in this par-
ticular circumstance (simultaneous execution of ma-
noeuvres belonging to different macrocategories), the
probabilities contained in the latter tend to be more ac-
curate than those of the multiclass strategy output vector
OUT_Yk.
[0100] On the basis of the final vector OUT_FINk, the
computer 12 detects (block 951) the macrocategory MC
of the manoeuvre executed in the time instant tclkk, for
example by selecting, in case of non-detection of ma-
noeuvres belonging to different macrocategories MC, the
macrocategory MC connected to the highest value con-
tained in the final vector OUT_FINk, or by selecting, in
the case of detection of manoeuvres belonging to differ-
ent macrocategories MC, the macrocategory MC con-
nected to the highest value contained in the final vector
OUT_FINk or by selecting, among the multiple macro-
categories detected during the operations referred to in
block 930, the macrocategory that is the most relevant
from the point of view of fatigue of the components of the
unknown helicopter 3.
[0101] According to a further variant shown in Figure
26, the computer 12 trains (block 960), for each time du-
ration TW’, a corresponding number of single-class clas-
sifiers SCC’ (shown in Figure 27) equal to the number of
macrocategories NUM_MC, to which reference is made
hereinafter as to single-class single-window classifiers
SCC’. The calculator 12 thus trains a number equal to
NUM_TW*NUM_MC of single-class single-window clas-
sifiers SCC’, which are then indexed by means of the
index ’p’ and the index ’i’.
[0102] In detail, considering the single-class single-
window classifier SCC’pi, it is trained on the basis of fea-
ture vectors of partial manoeuvre FV"mpu relating to the
p-th time duration TW’p, which, if they are related to ma-
noeuvres belonging to the i-th macrocategory MCi, are
connected, for example, to a first label (for example, uni-
tary), otherwise they are connected to a second label (for
example, invalid), that is, they are connected to a label
indicative of the match/mismatch between the macro-

category MC of the test manoeuvre and the macrocate-
gory MCi which corresponds to the single-class single-
window classifier SCC’pi.
[0103] The generic single-class single-window classi-
fier SCC’pi is therefore trained on the basis of feature
vectors calculated on portions of clusters of data DG
which have time extensions not higher than the corre-
sponding time duration TW’p.
[0104] Subsequently, considering the unknown flight
and the generic k-th time instant tclkk, the computer 12
applies (block 970) each input feature vector FVXkp (with
p=1,..., NUM_TW), relating to the p-th time duration TW’p,
to the corresponding single-class single-window classi-
fiers SCC’pi (in a number equal to NUM_MC) relating to
the same p-th time duration TW’p, so as to obtain, for
each input feature vector FVXkp, a corresponding single-
class single-window probability vector SCV’kp, in which
the i-th element represents the probability that the input
feature vector FVXkp refers to the i-th macrocategory
MCi, as calculated by the single-class single-window
classifier SCC’pi.
[0105] For example, Figure 27 shows the four input
feature vectors FVXk1-FVXk4 which are classified by, re-
spectively, the following single-class single-window clas-
sifiers SCC’11-SCC’14; SCC’21- SCC’24; SCC’31- SCC’34;
and SCC’41- SCC’44; in this way, the single-class single-
window probability vectors SCV’k1 - SCV’k4 are generat-
ed. Only for the simplicity’s sake, the same values used
in Figure 25 have been adopted in Figure 27, although
in reality there may be differences.
[0106] Then, the computer 12 generates (block 980) a
single-window update vector OUT_UPDATE’k, so that it
has a number of elements equal to the number NUM_MC,
the generic i-th element being equal to the maximum
among the values of the i-th elements of the single-class
single-window probability vectors SCV’kp, with p=1, ...,
NUM_TW. Although not described further, it is, however,
possible that, in order to generate the single-window up-
date vector OUT_UPDATE’k, the i-th element of the latter
is set equal to a statistical quantity (for example, the
mean) calculated on the basis of the i-th elements of the
single-class single-window probability vectors SCV’kp,
instead of at the aforementioned maximum.
[0107] Subsequently, the computer 12 detects (block
985), on the basis of the single-window update vector
OUT_UPDATE’k, whether in the k-th time instant tclkk two
or more manoeuvres belonging to different macrocate-
gories MC are executed (that is, it detects a condition of
multiple macrocategories), for example, by detecting
whether two or more elements of the single-window up-
date vector OUT_UPDATE’k exceed a predetermined
threshold. Furthermore, although not further described,
the detection of multiple macrocategories may provide
for further threshold controls/variation mechanisms, as
described with reference to block 930.
[0108] In the event that no manoeuvres belonging to
different macrocategories MC are detected (output NO
of block 985), the computer 12 executes the operations
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of block 940. Otherwise, that is if manoeuvres belonging
to different macrocategories MC are detected (output
YES of block 985), the computer 12 sets (block 990) the
final vector OUT_FINk equal to the single-window update
vector OUT_UPDATE’k and then performs the opera-
tions of block 951.
[0109] The operations of blocks 960-990 are charac-
terized by a greater computational burden and by the
creation of a high number of classifiers compared to the
operations of blocks 900-950, however, they can guar-
antee good performance, in particular in the case of ma-
noeuvres with quantities having relatively constant
trends.
[0110] Regardless of the strategy adopted, the com-
puter 12 may use the macrocategory detected through
the operations indicated in block 951 to carry out also a
detection (identification) of the corresponding manoeu-
vre carried out. This identification can take place in a
deterministic way on the basis of the values of one or
more primary quantities and is represented by block 991
shown either in Figure 23 or in Figure 26.
[0111] In detail, given a macrocategory detected at
block 951 and relating to a manoeuvre executed in the
k-th time instant tclkk, the computer 12 can identify said
manoeuvre on the basis of the detected macrocategory
and of at least a value of at least one primary quantity of
the non-labelled data structure 205, such as, for example,
a value relating to a speed in the k-th time instant tclkk or
in other time instants tclk.
[0112] In general, the information on the detected mac-
rocategories, as well as, if necessary, on the detected
manoeuvres, can be used to determine the state of usage
of the unknown helicopter 3, for example in order to plan
efficiently the maintenance of the unknown helicopter 3.
[0113] For example, as shown in Figure 28, the com-
puter 12 may store (block 992) information correlating
the loads to which one or more components of the heli-
copter 1 have been subjected, when the latter has exe-
cuted corresponding manoeuvres, which belong to cor-
responding macrocategories MC; to this end, the heli-
copter 1 was equipped, during the execution of the ma-
noeuvres, with a load detection system 17, which is con-
figured to detect the loads to which the components are
subjected.
[0114] Moreover, referring for brevity’s and simplicity’s
sake to a single component of the unknown helicopter 3,
and in the hypothesis in which the unknown helicopter 3
is equal to the helicopter 1, the computer 12 determines
(block 993), for each manoeuvre identified through the
operations of block 991, the load to which this component
of the unknown helicopter 3 has been subjected during
this manoeuvre, on the basis of the stored load corre-
sponding to this manoeuvre. On the basis of the deter-
mined load, the computer 12 determines (block 994) the
state of fatigue and therefore the residual fatigue life of
the component.
[0115] On the basis of the residual fatigue life of the
components of the unknown helicopter 3 thus deter-

mined, it is also possible to plan any maintenance oper-
ations of the unknown helicopter 3.
[0116] The advantages that the present method allows
to obtain emerge clearly from the previous description.
[0117] In particular, the present system allows to pre-
cisely detect the macrocategories of the manoeuvres ex-
ecuted by an aircraft, irrespective of the type, and there-
fore of the duration, of the macrocategories. Such meas-
urements can therefore be used reliably to estimate the
fatigue state and therefore the residual fatigue life of the
components of an aircraft; consequently, such measure-
ments can be used, for example, to optimise the main-
tenance operations of a fleet of aircrafts, respecting the
safety requirements.
[0118] Clearly, changes may be made to the method
and system described and shown herein without, how-
ever, departing from the scope of the present invention,
as defined in the accompanying claims.
[0119] For example, the first- and second-level classi-
fiers may be of a different type with respect to what has
been described.
[0120] The time windows may be aligned differently
from the time instants, instead of being centred with re-
spect thereto. For example, referring to the operations
of block 220, relating to the selection, for each of the time
durations TW’p, of a subset of values of the non-labelled
data structure 205, this subset may be formed by the
values of the non-labelled data structure 205 that fall into
the time window ranging between tclkk and tclkk +TW’p.
[0121] Finally, in general at least some of the macro-
categories may include a limited number of manoeuvres
(at the limit, only a corresponding manoeuvre).

Claims

1. Method implemented through a computer (12) for
detecting the execution, by an aircraft (3), of a ma-
noeuvre belonging to a macrocategory among a plu-
rality of macrocategories (MC), comprising the steps
of:

- receiving a data structure (205) including a plu-
rality of time series of values of quantities relat-
ing to a flight of the aircraft (3), said values hav-
ing been acquired through a monitoring system
(4) coupled to the aircraft (3);
said method further comprising performing, for
each time instant (tclkk) of a first succession of
time instants (tclk) , the steps of:
- for each time duration (TW’p) among a plurality
of predetermined time durations (TW’), selecting
(310) a corresponding subset of the data struc-
ture (205), which has a time extension equal to
the time duration (TW’p), the selected subsets
of the data structure (205) having a same time
distance from the time instant (tclkk);
- from each selected subset of the data structure

23 24 



EP 4 016 221 A1

14

5

10

15

20

25

30

35

40

45

50

55

(205), extracting (320) a corresponding feature
vector (FVXkp);
- on the basis of the feature vectors (FVXkp),
generating (330,335;500,510;720;820) a corre-
sponding input macrovector (MPVX’k; MPVX"k,
MPVX"’k; MFVXk) , alternatively by aggregation
(820) of the feature vectors (FVXkp) or by:

- executing classifications (330;500) of the
feature vectors (FVXkp), said classifications
being executed so as to generate a plurality
of input prediction vectors (PVX’kp; PVX"kp),
each of which is indicative, for each of said
macrocategories (MC), of a corresponding
probability that, in said time instant (tclkk) of
the first succession of time instants (tclk),
the aircraft (3) was executing a manoeuvre
belonging to said macrocategory (MC); and
- subsequent aggregation (335;510;720) of
said plurality of input prediction vectors
(PVX’kp; PVX"kp); said method further com-
prising performing, for each time instant
(tclkk) of the first succession of time instants
(tclk), the steps of:

- applying (338;520;730;830) to the input mac-
rovector (MPVX’k; MPVX"k, MPVX’’’k; MFVXk)
an output classifier (151;251;561;721), which is
configured to generate a corresponding output
vector (OUT_Ak; OUT_Bk; OUT_Ck; OUT_Dk)
including, for each of said macrocategories
(MC), a corresponding estimate of the probabil-
ity that, in said time instant (tclkk) of the first suc-
cession of time instants (tclk), the aircraft (3) was
executing a manoeuvre belonging to said mac-
rocategory (MC); and
- on the basis of the output vector (OUT_Ak;
OUT_Bk; OUT_Ck; OUT_Dk), detecting
(940,950,951,990) the macrocategory (MC) to
which the manoeuvre executed by the aircraft
(3) in said time instant (tclkk) of the first succes-
sion of time instants (tclk) belongs.

2. Method according to claim 1, wherein said output
classifier (151;251;651;751) has been generated
starting from a training data structure (10) including
a plurality of time series of values of said quantities
relating to aircraft flights (1) in which, during corre-
sponding time intervals (Tm), test manoeuvres (Mm)
belonging to said macrocategories (MC) have been
executed, the values of the training data structure
(10) relating to the time interval (Tm) of each test
manoeuvre (Mm) being labelled with a label indica-
tive of the macrocategory (MC) to which the test ma-
noeuvre (Mm) belongs, said output classifier
(151;251;651;751) having been generated by exe-
cuting, for each time instant (tclkj) of a second suc-
cession of time instants (tclk) that falls within a time

interval (Tm) of a test manoeuvre (Mm), of the steps
of:

- selecting (220), for each time duration (TW’p)
among said predetermined time durations
(TW’), a corresponding subset of the training da-
ta structure (10) having a time extension equal
to the time duration (TW’p), the selected subsets
of the training data structure (10) having a same
time distance from the time instant (tclkj) of the
second succession of time instants (tclk);
- from each selected subset of the training data
structure (10), extracting (230) a corresponding
first training feature vector (FV’mpj);
- on the basis of the first training feature vectors
(FV’mpj), generating (150,160; 360,370;
150,160,360,370,700; 800) a corresponding
training macrovector (MPV’mj; MPV"mj;
MPV’’’mj; MFVmj), alternatively by aggregation
(800) of the first training feature vectors (FV’mpj)
or by:

- execution of classifications (150; 360;
150,360) of the first training feature vectors
(FV’mpj), said classifications being executed
so as to generate a plurality of training pre-
diction vectors (PV’mpj; PV"mpj), each of
which is indicative, for each of said macro-
categories (MC), of a corresponding prob-
ability that the test manoeuvre (Mm) belongs
to said macrocategory (MC); and
- subsequent aggregation (160;370;700) of
said plurality of training prediction vectors
(PV’mpj; PV"mpj); said output classifier
(151;251;651;751) having further been
generated by performing, for each time in-
stant (tclkj) of the second succession of time
instants (tclk) that falls within a time interval
(Tm) of a test manoeuvre (Mm), the step of:

- training (170;380;710;810) the output classifier
(151;251;651;751) in a supervised manner, on
the basis of the corresponding training mac-
rovector (MPV’mj; MPV"mj; MPV’’’mj; MFVmj) and
of the label indicative of the macrocategory (MC)
to which the test manoeuvre (Mm) belongs.

3. Method according to claim 2, wherein said step of
generating (330,335) a corresponding input mac-
rovector (MPVX’k) comprises, for each time instant
(tclkk) of the first succession of time instants (tclk), the
steps of:

- to each of the corresponding feature vectors
(FVXkp), applying (330) a first classifier (131),
which is configured to generate a corresponding
first strategy input prediction vector (PVX’kp), the
first strategy input prediction vectors (PVX’kp)
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forming said plurality of input prediction vectors
(PVX’kp) ;
- aggregating (335) the first strategy input pre-
diction vectors (PVX’kp) into a first strategy input
macrovector (MPVX’k), which forms said input
macrovector (MPVX’k);
and wherein the output classifier is formed by a
first output classifier (151); and wherein said
step of applying (338), for each time instant (tclkk)
of the first succession of time instants (tclk), an
output classifier (151) to the corresponding input
macrovector (MPVX’k) comprises applying
(338) the first output classifier (151) to the cor-
responding first strategy input macrovector
(MPVX’k).

4. Method according to claim 3, wherein said first clas-
sifier (131) has been generated by performing the
steps of:

- for each of said test manoeuvres (Mm) , ex-
tracting (120) a corresponding entire manoeu-
vre feature vector (FVm), starting from the por-
tions of the time series of the training data struc-
ture (10) that extend in the time interval (Tm) of
the test manoeuvre (Mm); and
- training (130) the first classifier (131) in a su-
pervised manner on the basis of the entire ma-
noeuvre feature vectors (FVm) and of the labels
indicative of the macrocategories (MC) to which
the corresponding test manoeuvres (Mm) be-
long;
and wherein the first output classifier (151) has
been generated by performing, for each time in-
stant (tclkj) of the second succession of time in-
stants (tclk) that falls within a time interval (Tm)
of a test manoeuvre (Mm) , the steps of:
- applying (150) the first classifier (131) to the
corresponding first training feature vectors
(FV’mpj), so as to obtain a number of first strategy
training prediction vectors (PV’mpj) equal to the
number of time durations (TW’), said first strat-
egy training prediction vectors (PV’mpj) forming
said plurality of training prediction vectors
(PV’mpj); and
- aggregating (160) said number of first strategy
training prediction vectors (PV’mpj), so as to form
a corresponding first training prediction mac-
rovector (MPV’mj), which forms said training
macrovector (MPV’mj);
- training (170) the first output classifier (151) in
a supervised manner on the basis of the corre-
sponding first training prediction macrovector
(MPV’mj) and of the label indicative of the mac-
rocategory (MC) to which the test manoeuvre
(Mm) belongs.

5. Method according to claim 2, wherein said step of

generating (500,510) a corresponding input mac-
rovector (MPVX"k) comprises, for each time instant
(tclkk) of the first succession of time instants (tclk), the
steps of:

- for each time duration (TW’p) among said pre-
determined time durations (TW’), applying (500)
to the feature vector (FVXkp) relating to said time
instant (tclkk) and to said time duration (TW’p) a
corresponding second classifier (CLASSp)
among a number of different second classifiers
(CLASS) equal to said number of predetermined
time durations (TW’), said corresponding sec-
ond classifier (CLASSp) being configured to
generate a corresponding second strategy input
prediction vector (PVX"kp) , the second strategy
input prediction vectors (PVX"kp) forming said
plurality of input prediction vectors (PVX"kp) ;
- aggregating (510) the second strategy input
prediction vectors (PVX"kp) into a second strat-
egy input macrovector (MPVX"k), which forms
said input macrovector (MPVX"k) ;
and wherein the output classifier is formed by a
second output classifier (251); and wherein said
step of applying, for each time instant (tclkk) of
the first succession of time instants (tclk) , an out-
put classifier (251) to the corresponding input
macrovector (MPVX"k) comprises applying
(520) the second output classifier (251) to the
corresponding second strategy input macrovec-
tor (MPVX"k).

6. Method according to claim 5, wherein each second
classifier (CLASSp) has been generated by perform-
ing, for each of said test manoeuvres (Mm), the steps
of:

- selecting (430,460) a number of corresponding
subsets of the portion (DGm) of the training data
structure (10) that extends in the time interval
(Tm) of the test manoeuvre (Mm), each of the
selected subsets having a time extension not
higher than the time duration (TW’p) corre-
sponding to the second classifier (CLASSp);
- from each selected subset of the portion (DGm)
of the training data structure (10) that extends
in the time interval (Tm) of the test manoeuvre
(Mm) , extracting (440,470) a corresponding
second training feature vector (FV"mpu); and
- training (350) the second classifier (CLASSp)
in a supervised manner on the basis of the ex-
tracted second training feature vectors (FV"mpu)
and of the label indicative of the macrocategory
(MC) to which the test manoeuvre (Mm) belongs;
and wherein the second output classifier (251)
has been generated by performing, for each time
instant (tclkj) of the second succession of time
instants (tclk) that falls within a time interval (Tm)
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of a test manoeuvre (Mm), the steps of:
- for each time duration (TW’p), applying (360)
the second classifier (CLASSp) that corre-
sponds to the time duration (TW’p) to the first
training feature vector (FV’mpj) that corresponds
to said time instant (tclkj) and has been extracted
from the selected subset of the training data
structure (10) having a time extension equal to
the time duration (TW’p), so as to obtain a cor-
responding second strategy training prediction
vector (PV"mpj), the second strategy training
prediction vectors (PV"mpj) forming said plurality
of training prediction vectors (PV"mpj);
- aggregating (370) the second strategy training
prediction vectors (PV"mpj), so as to form a cor-
responding second training prediction mac-
rovector (MPV’mj), which forms said training
macrovector (MPV"mj);
- training (380) the second output classifier (251)
in a supervised manner on the basis of the cor-
responding second training prediction mac-
rovector (MPV"mj) and of the label indicative of
the macrocategory (MC) to which the test ma-
noeuvre (Mm) belongs.

7. Method according to claim 2, wherein said step of
generating (720) a corresponding input macrovector
(MPVX’’’k) comprises, for each time instant (tclkk) of
the first succession of time instants (tclk), the steps of:

- to each of the corresponding feature vectors
(FVXkp), applying (330) a first classifier (131),
which is configured to generate a corresponding
first strategy input prediction vector (PVX’ kp);
- for each time duration (TW’p) among said pre-
determined time durations (TW’), applying (500)
to the feature vector (FVXkp) relating to said time
instant (tclkk) and to said time duration (TW’p) a
corresponding second classifier (CLASSp)
among a number of different second classifiers
(CLASS) equal to said number of predetermined
time durations (TW’), said corresponding sec-
ond classifier (CLASSp) being configured to
generate a corresponding second strategy input
prediction vector (PVX"kp), the first and second
strategy input prediction vectors (PVX’kp,
PVX"kp) forming said plurality of input prediction
vectors (PVX’kp, PVX"kp) ;
- aggregating (720) the first and second strategy
input prediction vectors (PVX’kp, PVX"kp) into a
third strategy input macrovector (MPVX’’’k),
which forms said input macrovector (MPVX’’’k) ;
and wherein the output classifier is formed by a
third output classifier (651); and wherein said
step of applying, for each time instant (tclkk) of
the first succession of time instants (tclk), an out-
put classifier (651) to the corresponding input
macrovector (MPVX’’’k) comprises applying

(730) the third output classifier (651) to the cor-
responding third strategy input macrovector
(MPVX’’’k).

8. Method according to claim 7, wherein the first clas-
sifier (131) was generated by performing the steps
of:

- for each of said test manoeuvres (Mm), extract-
ing (120) a corresponding entire manoeuvre fea-
ture vector (FVm), starting from the portions of
the time series of the training data structure (10)
that extend in the time interval (Tm) of the test
manoeuvre (Mm); and
- training (130) the first classifier (131) in a su-
pervised manner on the basis of the entire ma-
noeuvre feature vectors (FVm) and of the labels
indicative of the macrocategories (MC) to which
the corresponding test manoeuvres (Mm) be-
long;

and wherein each second classifier (CLASSp) has
been generated by performing, for each of said test
manoeuvres (Mm), the steps of:

- selecting (430,460) a number of corresponding
subsets of the portion (DGm) of the training data
structure (10) that extends in the time interval
(Tm) of the test manoeuvre (Mm), each of the
selected subsets having a time extension not
higher than the time duration (TW’p) corre-
sponding to the second classifier (CLASSp);
- from each selected subset of the portion (DGm)
of the training data structure (10) that extends
in the time interval (Tm) of the test manoeuvre
(Mm), extracting (440,470) a corresponding sec-
ond training feature vector (FV"mpu) ; and
- training (350) the second classifier (CLASSp)
in a supervised manner on the basis of the ex-
tracted second training feature vectors (FV"mpu)
and of the label indicative of the macrocategory
(MC) to which the test manoeuvre (Mm) belongs;
and wherein the third output classifier (651) has
been generated by performing, for each time in-
stant (tclkj) of the second succession of time in-
stants (tclk) that falls within a time interval (Tm)
of a test manoeuvre (Mm), the steps of:

- applying (150) the first classifier (131) to
the corresponding first training feature vec-
tors (FV’mpj), so as to obtain a number of
first strategy training prediction vectors
(PV’mpj) equal to the number of predeter-
mined time durations (TW’);
- for each time duration (TW’p), applying
(360) the second classifier (CLASSp) that
corresponds at the time duration (TW’p) to
the first training feature vector (FV’mpj) that
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corresponds to said time instant (tclkj) and
has been extracted from the selected sub-
set of the training data structure (10) having
a time extension equal to the time duration
(TW’p), so as to obtain a corresponding sec-
ond strategy training prediction vector
(PV"mpj), the first and second strategy train-
ing prediction vectors (PV’mpj, PV"mpj) form-
ing said plurality of training prediction vec-
tors (PV’mpj, PV"mpj);
- aggregating (700) said number of first and
second strategy training prediction vectors
(PV’mpj, PV"mpj), so as to form a corre-
sponding third training prediction mac-
rovector (MPV’’’mj), which forms said train-
ing macrovector (MPV’’’mj);
- training (710) the third output classifier
(651) in a supervised manner on the basis
of the corresponding third training predic-
tion macrovector (MPV’’’mj) and of the label
indicative of the macrocategory (MC) to
which the test manoeuvre (Mm) belongs.

9. Method according to any one of the preceding
claims, further comprising performing, for each time
instant (tclkk) of the first succession of time instants
(tclk), the steps of:

- for each time duration (TW’p), applying (910)
to the feature vector (FVXkp) that corresponds
to said time duration (TW’p) and to said time in-
stant (tclkk) a number of single-class classifiers
(SCCi) equal to the number of macrocategories
(MC), each single-class classifier (SCCi) being
configured to generate a corresponding proba-
bility value, which is indicative of the probability
that in said time instant (tclkk) of the first succes-
sion of time instants (tclk) the aircraft (3) was
executing a manoeuvre belonging to a macro-
category (MC) corresponding to the single-class
classifier (SCCi);
- for each single-class classifier (SCCi), calcu-
lating (920) a corresponding statistical quantity
on the basis of the probability values generated
by the single-class classifier (SCCi);
- on the basis of the calculated statistical quan-
tities (OUT_UPDATEk), detecting (930) the ex-
ecution of manoeuvres belonging to multiple
macrocategories; and
- in case of non-detection of the execution of
manoeuvres belonging to multiple macrocate-
gories, performing said step of detecting
(940,951) the macrocategory (MC) to which the
manoeuvre executed by the aircraft (3) belongs
on the basis of the output vector (OUT_Ak;
OUT_Bk; OUT_Ck; OUT_Dk), otherwise execut-
ing a step of detecting (950,951) the macrocate-
gory (MC) to which the manoeuvre executed by

the aircraft (3) in said time instant (tclkk) of the
first succession of time instants (tclk) belongs on
the basis of said calculated statistical quantities
(OUT_UPDATEk).

10. Method according to claim 9 when dependent on
claim 2, wherein each single-class classifier (SCCi)
has been generated by performing, for each of said
test manoeuvres (Mm), the steps of:

- extracting (120) a corresponding entire ma-
noeuvre feature vector (FVm), starting from the
portions of the time series of the training data
structure (10) that extend in the time interval (Tm)
of the test manoeuvre (Mm); and
- training the single-class classifier (SCCi) in a
supervised manner on the basis of the extracted
entire manoeuvre feature vector (FVm) and of a
label which is indicative of the match between
the macrocategory (MC) of the test manoeuvre
(Mm) and the macrocategory (MCi) that corre-
sponds to the single-class classifier (SCCi).

11. Method according to any one of claims 1 to 8, further
comprising performing, for each time instant (tclkk)
of the first succession of time instants (tclk), the steps
of:

- for each time duration (TW’p), applying (910)
to the feature vector (FVXkp) that corresponds
to said time duration (TW’p) and to said time in-
stant (tclkk) a plurality of respective single-class
classifiers (SCC’pi) that correspond to said time
duration (TW’p), each of which is configured to
generate a corresponding probability value in-
dicative of the probability that in said time instant
(tclkk) of the first succession of time instants (tclk)
the aircraft (3) was executing a manoeuvre be-
longing to a macrocategory (MC) corresponding
to the single-class classifier (SCCpi);
- for each macrocategory (MCi), calculating
(980) a corresponding statistical quantity on the
basis of probability values generated by the sin-
gle-class classifiers (SCCpi) that correspond to
said macrocategory (MCi) and, respectively, to
the time durations (TW’p);
- on the basis of the calculated statistical quan-
tities (OUT_UPDATE’k), detecting (985) the ex-
ecution of manoeuvres belonging to multiple
macrocategories; and
- in case of non-detection of the execution of
manoeuvres belonging to multiple macrocate-
gories, performing said step of detecting
(940,951) the macrocategory (MC) to which the
manoeuvre executed by the aircraft (3) belongs
on the basis of the output vector (OUT_Ak;
OUT_Bk; OUT_Ck; OUT_Dk), otherwise per-
forming a step of detecting (951,990) the mac-
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rocategory (MC) to which the manoeuvre exe-
cuted by the aircraft (3) in said time instant (tclkk)
of the first succession of time instants (tclk) be-
longs on the basis of said calculated statistical
quantities (OUT_UPDATE’k).

12. Method according to claim 11 when dependent on
claim 2, wherein each single-class classifier (SCC’pi)
has been generated by performing, for each of said
test manoeuvres (Mm), the steps of:

- selecting (430,460) a number of corresponding
subsets of the portion (DGm) of the training data
structure (10) that extends in the time interval
(Tm) of the test manoeuvre (Mm), each of the
selected subsets having a time extension not
higher than the time duration (TW’p) corre-
sponding to the second single-class classifier
(SC AC’pi);
- from each selected subset of the portion (DGm)
of the training data structure (10) that extends
in the time interval (Tm) of the test manoeuvre
(Mm), extracting (440,470) a corresponding sec-
ond training feature vector (FV"mpu) ; and
- training (960) in a supervised manner the sin-
gle-class classifier (SCC’pi), on the basis of the
extracted second training feature vectors
(FV"mpu) and of a label indicative of the match
between the macrocategory (MC) of the test ma-
noeuvre (Mm) and the macrocategory (MCi) cor-
responding to the single-class classifier
(SCC’pi).

13. Method according to any one of claims 1 to 8, further
comprising the step of:

- on the basis of the macrocategory (MC) de-
tected, identifying (991) the manoeuvre execut-
ed by the aircraft (3) in said time instant (tclkk) of
the first succession of time instants (tclk), on the
basis of at least a value of at least one among
said quantities relating to the flight of the aircraft
(3).

14. Method according to any one of claims 9 to 12, further
comprising the steps of:

- in case of non-detection of the execution of
manoeuvres belonging to multiple macrocate-
gories, identifying (991) the manoeuvre execut-
ed by the aircraft (3) in said time instant (tclkk) of
the first succession of time instants (tclk) on the
basis of the macrocategory (MC) detected on
the basis of the output vector (OUT_Ak;
OUT_Bk; OUT_Ck; OUT_Dk) and of at least one
value of at least one among said quantities re-
lating to the flight of the aircraft (3) ;
- in case of detection of the execution of ma-

noeuvres belonging to multiple macrocatego-
ries, identifying (991) the manoeuvre executed
by the aircraft (3) in said time instant (tclkk) of the
first succession of time instants (tclk) on the basis
of the macrocategory (MC) detected on the ba-
sis of said calculated statistical quantities
(OUT_UPDATEk; OUT_UPDATE’k) and of at
least one value of at least one among said quan-
tities relating to the flight of the aircraft (3).

15. Computer-implemented method for determining the
state of usage of an aircraft (3), comprising:

- storing information correlating load data to ma-
noeuvres;
- carrying out the method according to claim 13
or 14;
- determining at least one quantity indicative of
said state of usage on the basis of the identified
manoeuvre.

16. Processing system comprising means configured to
carry out the method according to any one of the
preceding claims.

17. Computer program comprising instructions which,
when the program is executed by a computer (12),
cause the execution of the method according to any
one of claims 1 to 15.

18. Computer medium readable by a computer (12), on
which the computer program according to claim 17
is stored.
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