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We discuss the Carleman approach to the quantum simulation of classical fluids, as applied to i) Lattice Boltzmann
(CLB), ii) Navier-Stokes (CNS) and iii) Grad (CG) formulations of fluid dynamics. CLB shows excellent convergence
properties, but it is plagued by nonlocality which results in an exponential depth of the corresponding circuit with the
number of Carleman variables. The CNS offers a dramatic reduction of the number Carleman variables, which might
lead to a viable depth, provided locality can be preserved and convergence can be achieved with a moderate number of
iterates also at sizeable Reynolds numbers. Finally it is argued that CG might combine the best of CLB and CNS.

I. INTRODUCTION

One of the authors (SS) had the good fortune to be in
friendly relations with Sreeni for over three decades, a great
scientific honor and a human privilege alike. Yet, we never
coauthored any paper until last year and on a topic which is
no mainstream to either of us: quantum computing, and more
specifically, quantum computing for fluids. Hence, on the oc-
casion of his Festschrift, the same author resolved to write
about this fascinating and over-challenging topic.

Quantum computing (QC) offers tantalizing prospects for
cracking problems which lie far beyond reach of any fore-
seeable classical computer, typical examples in point being
quantum many-body sytems as they occur in quantum mate-
rial science and quantum chemistry9,21,23.

The main point rests with the very peculiar property of
quantum system to live in a linear superposition of states, each
of which carries independent information, along with the ca-
pability of processing it, independently. In a nutshell: built-in
quantum parallelism. The potential is huge: the Hilbert space
of a N-bit quantum system contains 2N quantum states, which
can be stored and processed in the form of a string of N qubits,
i.e units of quantum information which, unlike classical bits,
can take any value between 0 and 1. As a result, quantum
computing offers exponential advantage over classical com-
puting.

If this looks too good to be true, it is because it is indeed too
good to be true: many obstacles stand on the way of the afore-
mentioned blue-sky quantum computing scenario. First, de-
coherence: in order to realize the above potential qubits need
to be entangled, meaning that any action on qubit A (Alice) is
going to affect qubit B (Bob) as well, and vice-versa. Entan-
glement is a subtle form of correlation which proves very frag-
ile against external perturbations, the environment, the result
being that entanglement decays very fast, currently in a time
lapse of hundreds of microseconds. At a processing speed
of, say, one quantum update per nanoseconds, this means a
few hundred thousands operations, before the qubit "dies out".

The second technological problem is quantum noise: even if
the qubit is "alive", this does not mean that it computes error-
free. The same is true for classical bits, the difference be-
ing that the error rates is some fifteen orders of magnitude
larger, something like 10−3 against the 10−18 rate of classi-
cal computers! Recovering such gigantic gap on mere tech-
nological grounds appears rather desperate, but error correc-
tion/mitigation algorithm may offer a robust helping hand to
this purpose. This is why, despite the daunting barriers above,
research on quantum computing is still burgeoning on both
hardware and software fronts, over thirty years after the basic
idea was first brought up8.

As mentioned above, the best candidates for quantum com-
puting are quantum many-body systems (we focus on natural
science, leaving aside paramount applications such as cryp-
tography). Yet, it is only natural to wonder whether QC may
contribute to solve also hard problems in classical physics,
turbulence being a prominent example in point3,12,29 (general
gravitation would come next). That’s exactly the topic where
Sreeni and SS finally managed to publish our first paper31 af-
ter three decades of unpublished scientific exchanges!

II. QUANTUM COMPUTING FOR FLUIDS

It is often heard that turbulent flows raise a ceaseless de-
mand for increasingly more powerful computers and im-
proved computational methods. The main culprit being the
fact that the number of active degrees of freedom scales like
the cube of the Reynolds number, and since Reynolds number
in Nature easily exceeds millions (automobiles), billions (re-
gional weather forecast) and trillions (astrophysics), no fore-
seeable classical computer can meet this demand. Quantum
computing has potential to put this quest at rest2.

Indeed, the blue-sky scenario potential of quantum comput-
ing for fluids is mind-boggling: given that a turbulent fluid at
Reynolds Re features Re3 dynamic degrees of freedom, the
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Figure 1. Convergence of the Carleman Linearization for the lo-
gistic equation at increasing orders of the truncation. As one can
see, increasing the order of truncation extends the convergence time
horizon, beyond which the solution drastically departs from the exact
one.

number of qubits required to represent it is given by25,27

q = 3Log2 Re ∼ 10Log10Re (1)

This means that a full airplane simulation (Re∼ 108) takes just
q ∼ 80 qubits, well within the nominal capabilities of current
quantum hardware11. At the top of the line (as of 2024), q ∼
500, would formally enable simulations at Re ∼ 10500 which
is far beyond any conceivable need in the physics of fluids!

Again, too good to be true: the 500 nominal (physical)
qubits must be mapped back to the actual number of effec-
tive (logical) qubits, whose ratio is often estimated at about
1 : 1000. Even taking a more optimistic 1 : 100 ratio, the Ex-
ascale bar, which we place conventionally around Re ∼ 108,
would require 8000 physical qubits, about an order of magni-
tude beyond the current quantum hardware capabilities.

In the previous section we have mentioned the two major
technological stumbling blocks for quantum computers: de-
coherence and quantum noise. When we move from com-
puters to computing, other major limitations take stage. The
first is that not every problem can be formulated in terms of
an efficient quantum algorithm, meaning by this an algorithm
which can be (efficiently) mapped into the circuits of a quan-
tum computer. Such circuits consisted of a collections of one
and two qubit gates performing linear and unitary operations,
in full compliance with the linear and unitary nature of quan-
tum mechanics.

This alone signals two major elephants in the room for
quantum computing of fluids systems: quantum mechanics is
linear, unitary and hamiltonian, the physics of fluids is gener-
ally none of the three.

Several strategies can be conceived to turn around these
problems, but the one that Sreeni and SS have been explor-
ing together is the so-called Carleman linearization (or em-
bedding), CL for short.

III. CARLEMAN LINEARIZATION

The general idea of the CL procedure is to turn a nonlinear
finite-dimensional system into an infinite-dimensional linear
one. Let us illustrate the point with specific reference to the
simplest and yet representative example of the logistic equa-
tion:

ẋ = x(1−Rx) x(0) = x0 (2)

where R, the competition rate, is a measure of the nonlinearity.
The exact solution is readily derived

x(t) =
x0et

1+Rx0(et −1)
(3)

and reaches its stable time asymptotic value x∞ = 1/R for t ≫
1. The Carleman procedure consists in renaming x(1) ≡ x and
x(2) ≡ x2, so that the logistic equation takes the linear form

ẋ(1) = x(1)−Rx(2) (4)

Iterating the procedure to the k-th order delivers:

ẋ(k) = kx(k)− kRx(k+1) (5)

This is an endless hierarchy, which is then truncated at a
given order K by setting xK = 0, in the hope that the truncated
solution captures the essential behaviour of the exact one. In
practice, it can be shown that the Carleman hierarchy is just
another way of representing the exact solution as an infinite
power series in the saturating term Rx0(et −1). Each succes-
sive iteration prolongs the time-horizon of convergence, see
Fig. 1, beyond which convergence is abruptly lost.

It should be observed that convergence is controlled by the
parameter Rx0, namely the ratio x0/x∞ between the initial and
time asymptotic values.

Despite its simplicity, the logistic equation delivers a few
useful hints for the Carleman linearization of fluids. First, it
is a quadratic non-linearity and second it shows that the time-
horizon of the Carleman series depends on the strength of the
nonlinearity via the ratio x0/x∞. Third, the logistic equation
bears a closed similarity to the collision operator of kinetic
equations. This observation prompted out the earliest attempts
to apply the Carleman procedure to the Lattice formulation of
fluids, as we describe next.

A. Carleman Lattice Boltzmann

The Carleman lattice Boltzmann (CLB) procedure has been
first advocated in13 and lately further explored by a number of
authors5,6,16,26. The LB equation1 takes the following form

fi(⃗x+ c⃗i, t +1) = (1−ω) fi +ω f eq
i (6)

where fi ≡ fi(⃗x, t) is the probability of finding a fluid parcel
("population") at position x⃗ and time t with discrete velocity
c⃗i and i = 0, . . . ,nv, chosen from a suitably discrete lattice. In
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the above f eq
i is a local–quadratic function of the flow field

Ja(⃗x, t) = ∑i cia fi(⃗x, t)/ρ , where ρ (⃗x, t) = ∑i fi(⃗x; t) is the lo-
cal fluid density. In equations:

f eq
i (⃗x, t) = wi(ρ + Jacia +

JaJb

ρ
(ciacib −δab)) (7)

where latin indices label spatial components and the discrete
velocities are rescaled with the sound speed c⃗i → c⃗i/cs. The
parameter ω is inversely proportional to the relaxation time of
the fluid and to the viscosity ν , which can be obtained through
the formula

ν = c2
s

(
1
ω

− 1
2

)
. (8)

.
In order to deal with the nonpolynomial term ρ−1JaJb we

apply the weakly-compressible fluid approximation, ρ ∼ 1,
substituting ρ−1 ≈ 2− ρ. This makes the equilibrium func-
tions f eq

i cubic polynomials of the LB distribution functions.
The LB method has met with spectacular success for the sim-
ulation of fluid problems across a broad spectrum of appli-
cations, scales and regimes19,28. Its main virtues are as fol-
lows: First, free-streaming proceeds along discrete character-
istics ∆⃗xi = c⃗i∆t and it is floating-point free, for it amounts
to shifting the populations from the source site x⃗ to the cor-
responding lattice destination x⃗i = x⃗+ c⃗i∆t. Since streaming
always lands the population on lattice sites, it is exact on a
computer and free of most lattice artifacts. Second, equilibria
are nonlinear (quadratic) but local, the result being that dissi-
pation is an emergent property which does not require second
order spatial derivatives.

When it comes to quantum computing, a third point pops
out: the nonlinearity of the LB method is governed by local
quadratic terms J2 versus the linear ones, J, thus implying that
the nonlinearity is formally controlled by the Mach number
instead of the Reynolds number, which makes a huge differ-
ence.

As a result, it has been argued that CLB (Carleman-Lattice
Boltzmann) might work better than CNS (Carleman-Navier
Stokes)16. Indeed, both16 and26 report excellent convergence
up to Reynolds numbers of the order 10− 100, with just two
or three Carleman iterates.

We tested CLB on a 2D lattice of 32×32 points in the grid
G, where the initial conditions were set to

ρ (⃗x) = 1, Ja = ua cos(kaxb), (9)

for each of the gridpoints x⃗ ∈ G, with a,b = 1,2 and a ̸= b.
The values of the distribution functions fi with are obtained
accordingly to standard methods. This is shown in Figs. 2(a)
and 2(b), where we plot the macroscopic density J1(x̃, t) for
a random point x̃, found by the exact LB method and the cor-
responding approximate solutions provided by the Carleman
linearization at orders 1 and 2. The two figures refer to differ-
ent choices of the parameters ω , namely ω = 1 in Fig. 2(a) and
ω = 1.5 in Fig. 2(b). The other parameters and the choice for
the initial conditions are detailed in the caption. In Figure 2(c)

we plot the average deviation ⟨RMSE⟩ (Root Mean Squared
Error) between the results obtained by the exact LB calcula-
tion and the ones obtained by the Carleman linearization of
different orders. It is defined as

⟨RMSE⟩= ∑
a

1
nv

√
∑
x

(JLB
a − JCLB

a )2

G
, a = 1,2 (10)

Fig. 2(c) shows the results for ω = 1 and ω = 1.5 respectively.
It’s worth to notice that although the Mach number should be
the relevant parameter for accounting the non-linearity of the
system in the LB framework, larger deviations are obtained
for higher Reynolds (lower viscosity).

Unfortunately, the free-streaming also brings an undesired
non-local coupling of the Carleman variables. This is eas-
ily understood by considering for instance the local Carleman
pair fi j (⃗x, x⃗; t) ≡ fi(⃗x, t) f j (⃗x, t). At time t + 1 (∆t = 1), this
flies into the nonlocal pair fi(⃗x+ c⃗i, t + 1) f j (⃗x+ c⃗ j, t + 1) ≡
fi j (⃗x+ c⃗i, x⃗+ c⃗ j, t +1).

A sketch of this feature is shown in Fig. 3.
Due to this nonlocality, the number of CLB variables in

a block-time algorithm marching from t = 0 all the way to
the end time t, scales like (nvG)k, which is totally unviable
despite the low-k convergence. Ultimately this amounts to
an exponential depth problem of the corresponding quantum
circuit, which is found to lie close to the theoretical upper
bound De ∼ 4q = N226. Of course, a single step algorithm
from t to t +∆t would feature (nv)

k scaling. However, this
faces with the notorious problem of measurement.

Hence, despite its wonderful mathematical structure and
fast convergence, the CLB procedure is blocked off by the
depth barrier. In the end, this due to the fact that then CLB
matrix is nonlocal hence it cannot be expressed as a compact
product of the 2 qubit matrices of the native quantum gates.

In light of the lesson learned with CLB, it is worth revisiting
CNS in the hope of mitigating the depth problem.

B. Carleman Navier-Stokes

For the sake of simplicity let us consider the compressible
Navier-Stokes equations

∂tρ +∂aJa = 0 (11)

∂tJa +∂b

[
JaJb

ρ
+Pδab +σab

]
= 0, (12)

which, upon spatial discretization and advanced in time by
means of a simple Forward-Euler scheme:

ρ (⃗x, t +∆t) = ρ −∆tDaJa (13)

Ja(⃗x, t +∆t) = Ja −∆tDb

[
JaJb

ρ
+Pδab +σab

]
, (14)

where the right hand side is evaluated at (⃗x, t). In the above,
σab is the dissipative tensor and Da denotes the Centered Fi-
nite Difference operator described in section V, which is the



Three Carleman routes to the quantum simulation of classical fluids 4

0 5 10 15 20 25
t

8.4

8.8

9.2

9.6
10×10 2

(a)
J1

LB
CLB1
CLB2

0 5 10 15 20 25
t

9.2

9.4

9.6

9.8

10×10 2
(b)

J1
LB
CLB1
CLB2

0 20 40 60 80 100 120
t

0

2

4

6

8×10 3
(c)

RMSE

= 1
= 1.5

Figure 2. The dynamics of the Kolmogorov-like flow on a 32 × 32 grid, plotted for a point of the grid, evolved with the LB method
and comparison with CLB at first (CLB1) and second (CLB2) order for ω = 1 in (a) and ω = 1.5 in (b). In (c) the average Root Mean
Squared Error ⟨RMSE⟩ between Carleman at second order and exact lattice Boltzmann. The parameters of the Kolmogorov flow at t = 0 are
u1 = u2 = 0.1, k1 = k2 = 1.

Figure 3. The streaming of the second order local variables
f12(⃗x, x⃗, t) leads to a nonlocal variables f12(⃗x1, x⃗2, t +∆t).

discretized version of the spatial derivative along xa. Latin
indices a,b run again over the space coordinates, repeated in-
dices being summed upon.

The discretization shown above, based on Forward-Euler
time-stepping and Centered Finite Differences, may appear
quite naive as it is well known to suffer from various forms of
numerical instability; on the one hand, in the high Reynolds
regime, such instabilities are usually cured by applying some
form of upwinding or by adding an artificial excess diffu-
sion15,22, on the other hand, at low Reynolds, issues related
to local incompressibility regions in the flow warrant either
the use of different representations for the dependent vari-
ables4,24,33 or the use of suitable projection techniques to fil-
ter out spurious modes7. Nonetheless, the simple discretiza-
tion approach presented is attractive in the current context due
to its locality properties that are discussed below (see Ap-
pendix V), and does therefore deserve to be tested and as-
sessed.

The second level of the Carleman approximation requires
an equation for the second order tensor ρ−1JaJb, which we
approximate assuming weak compressibility of the fluid.

Yet another problem would arise with a non-ideal equation
of state P = P(ρ) but for the present purposes we shall stip-
ulate an linear ideal-gas relation P = ρc2

s . With this position,
we need equations for Jab ≡ JaJb and the cubic term ρJab. The
Euler forward method in Carleman form delivers the follow-

ing set of equations written in matrix form as

Jα (⃗x, t +∆t) = Aαβ Jβ (⃗x, t)+Bαβγ Jβγ (⃗x, t)
+Cαβγδ Jβγδ (⃗x, t), (15)

where the greek indices run from 0 to d and we identified J0
with ρ . The matrices A,B and C can be derived from Eqs. (13)
and (14), and they are made by combinations of the derivative
operators Da. Using the explicit form of the dissipative tensor
for incompressible fluids, σab = ν [∂a(Jb/ρ)+∂b(Ja/ρ)], their
components are

A00 = 1, A0a =−∆tDa, Aa0 =−c2
s ∆tDa

Aab = (1+2ν∆tD(2))δab +2ν∆tDaDb

Bab0 = −ν∆tD(2)
δab −ν∆tDaDb, Babc =−2∆tδabDc

Cabc0 = ∆tδabDc, (16)

and the other terms are 0. By far, A is the most populated
matrix. In the case of a two-dimensional system its explicit
form is

A = 1+∆t

 0 −D1 −D2
−c2

s D1 2νD(2) 0
−c2

s D2 0 2νD(2)


+2ν∆t

0 0 0
0 D1D1 D1D2
0 D2D1 D2D2

 . (17)

The tensor B has components

B0 = 0,B1 =−∆t

 0 0 0
ν(D(2)+D1D1) 2D1 2D2

νD1D2 0 0

 ,

B2 = −∆t

 0 0 0
νD2D1 0 0

ν(D(2)+D2D2) 2D1 2D2

 (18)
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and the tensor C[... ]0 has non-null components

C1[..]0 = ∆t

0 0 0
0 D1 D2
0 0 0

 ,C2[..]0 = ∆t

0 0 0
0 0 0
0 D1 D2

 .(19)

The evolution of the second order Carleman variables is ob-
tained by multiplying the Eq. (15) by Jβ , which delivers sev-
eral terms of order two to six.

The tensor product between the vectors Jα and Jβ leads to
nonlocal terms with components Jαβ (x,y) for any grid point
x⃗, y⃗17, and with a total dimension (nvG)2. However, a much
smaller vector can be obtained if we consider only the local
variables Jαβ (⃗x)≡ Jαβ (⃗x, x⃗) which lead to a second order vec-
tor of dimension just n2

vG. Thus, the potential advantage of
CNS over CLB relates to the count of Carleman variables,
based not only on the number of variables per site but poten-
tially also on better locality. In fact, the conservative form
of Eqs. (13),(14) is preserved also at higher Carleman orders.
All the terms can in fact be written under divergence and the
derivative operator acts relating local variables at different lo-
cations. Nonetheless, the Carleman variables remain function
of a single location. For instance, the discrete derivative ap-
plied to the first term in the square brackets in Eq. (14) in
direction e⃗a assumes the form:

DaJab(⃗x, t) = Jab(⃗x+ e⃗a, t)− Jab(⃗x, t) (20)
DaJab0(⃗x, t) = Jab0(⃗x+ e⃗a, t)− Jab0(⃗x, t) (21)

Note that in the LBM formulation, this role is taken by the
streaming step, which requires the calculation of the non local
variables Jab(⃗x, y⃗) at each grid point, see Fig. 3 and analo-
gously for the higher order Carleman terms26. This feature is
further discussed in the Appendix.

At Carleman level K = 1, we have V1 ≡ [ρ,Ja] which makes
4 in d = 3 against 27 for LB, meaning two qubits for CNS and
five for CLB. With a 4q depth, this means 42 = 16 for CNS
and 45 = 1024 for CLB, which is already a significant gain,
even leaving nonlocality apart.

At level K = 2, we have V2 = [ρρ,ρJa,JaJb], which makes
another 1 + 3 + 6 = 10, four qubits, against the 27 + 27 ×
28/2 = 405, 9 qubits for LB. The gate count is 28 = 256 for
CNS and 218 ∼ 256K for CLB. The latter is too large for cur-
rent quantum computers but the former is viable.

In order to make a fair comparison between the two meth-
ods, we analysed the Kolmogorov-like flow with the same ini-
tial conditions as defined in Eq. (9). We exploit Eq. (8) to de-
rive the corresponding viscosity ν , implicit in the NSE (14) in
the stress-tensor term σab. We show in Fig. 4 the solution ob-
tained by Euler forward marching method for the same point
plotted in Fig. 2, with ν = 1/6 in Fig. 4(a), corresponding to
ω = 1, cf. 2(a), and ν = 1/18 in Fig. 4(b), corresponding to
ω = 1.5, cf. 2(b).

From Figs. 4(a) and (b), we see that the convergence of
CNS is valid only for small time frames up to O(10) timesteps.
Increasing the Carleman order leads to a better approximation
of the dynamics, even though the Carleman approximation

remains valid for a very small time frame. We observe that
the time frame of the CNS convergence is limited to less than
O(100) time steps. We are aware of the fact that Euler time-
marching with centered finite-differences is unconditionally
unstable. However with time step currently used in the simu-
lation (∆t = 0.01), such instability is not expected to become
apparent up to t ∼ 1, since it is driven by a negative viscosity
of order U2∆t

2 ≃ 5 · 10−3. Furthermore, we wish to point out
that in the time frame shown in Fig.4 the density remains con-
stant up to second digit. Finally, we are led to conclude that
convergence of CNS is significantly poorer than CLB. This
might be due to the Reynolds versus Mach argument.

Hence, contrary to what happens for CLB, CNS has conver-
gence issues, which cannot be traced to the lack of stability of
the Euler method. Much more work is needed to handle the
behavior shown above. Incidentally, one may also consider
resorting to different and possibly more effcient linearization
strategies than Carleman (see, e.g,24)

IV. CARLEMAN-GRAD PROCEDURE

Before closing, we discuss a third alternative which may
combine the best of CLB and CNS, namely the application
of the Carleman procedure to the Grad formulation of gen-
eralized hydrodynamics10. The basic idea is to take progres-
sive moments of the Boltzmann probability distribution and
inspect the resulting open hierarchy of hyperbolic PDE’s. At
order three in the Grad expansion, we obtain

∂tρ +∂aJa = 0 (22)
∂tJa +∂bPab = 0 (23)

∂tPab +∂cQabc =−ω(Pab −Peq
ab ) (24)

where ρ =
∫

f dv is the fluid density, Ja =
∫

f vadv is the fluid
current, Pab =

∫
f vavbdv is the momentum flux tensor and

Qabc =
∫

f vavbvcdv is the energy flux tensor.
As is well known, this is a hyperbolic superset of the

Navier-Stokes equations, which are recovered in the limit of
weak departure from local equilibrium. Under such limit, the
third equation can be closed, by assuming adiabatic relaxation
of Pab to its equilibrium, namely:

Pab ∼ Peq
ab − τ∂cQeq

abc (25)

where τ = 1/ω and the equilibrium expressions, and Qeq
abc =

JaJbJc/ρ2 + Jaδbc + Jbδac + Jcδab.
The appeal of the Grad formulation is its hyperbolic charac-

ter, which reflects in the conservative nature of the equations.
Euler time marching delivers:

ρ(t +∆t) = ρ(t)−∆tDaJa (26)
Ja(t +∆t) = Ja(t)−∆tDbPab (27)

Pab(t +∆t) = Pab(t)−∆tDcQeq
abc −ω∆t(Pab −Peq

ab ) (28)

This scheme preserves locality because Pab is an independent
variable under divergence.

The first order Carleman step is to set the nonlinear terms
Jab = 0 and Jabc ≡ JaJbc/ρ = 0.
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Figure 4. The dynamics of the Kolmogorov-like flow on a 32×32 grid, plotted for a point of the grid, evolved with the Euler method from
the NS equations (13) and (14), and comparison with CNS up to the fourth order for ν = 1/6 in (a) and ν = 1/18 in (b). The parameters of
the Kolmogorov flow at t = 0 are u1 = u2 = 0.1, k1 = k2 = 1.

A. Picard iterations

However, further Carleman steps require knowledge of Jab
to compute Peq

ab . The dynamic equation for Jab can be obtained
the same way as for CNS, at the cost of introducing six addi-
tional fields, for a total of 16, namely still 4 qubits.

A possible alternative is to resort to Picard iteration by com-
puting the above terms using the values of ρ and Ja from the
previous iteration. In other words, by storing a separate copy
of the Carleman variable at each iteration level l, one would
compute Jp+1

ab = (Jp
a Jp+1

b + Jp+1
a Jp

b )/(ρ
p + ρ p+1), which is

linear in the Carleman variables Jp+1
a . With P Picard iterations

this brings about another 4P Carleman variables. Assuming
fast convergence, say P = 3 takes the count to 10+ 12 = 22,
namely 5 qubits per site and a circuit depth 210 = 1024, pos-
sibly doable in the near future.

Clearly, this iterative procedure could be applied to the CNS
framework as well, but the Grad picture offers a number of
specific advantages.

First, like in LB, dissipation occurs via adiabatic relaxation
of Pab to its equilibrium value, a fully local process which does
not entail any communication in space, hence no Laplace op-
erator as required in the NS picture. Second, again like in LB,
the nonlinearity appears to be controlled by the Mach number.
Third, since Pab obeys its own conservative evolution equa-
tion, weak-compressibility effects are naturally incorporated
with no need of ad-hoc numerics.

As compared to CLB, the advantage is a lesser number of
variables and a non-directional streaming, which favors lo-
cality. This said, the iterative procedure adds another layer
of complexity, hence its benefits must be carefully weighed
against the corresponding costs. Work is current underway to
provide a quantitative assessment of the CLB procedure.

B. Summary of Carleman linearization

Summarizing, it appears like Carleman linearization for flu-
ids presents a dual picture: on the one side, CLB is very com-
pact and elegant, but it involves an exponential growth of vari-
able not only because it needs many variables per site but be-
cause free-streaming couples variables across sites.

On the other side, the CNS framework offers a drastically
reduced number of Carleman variables, first because there are
less variables per site and potentially more locality, as long as
conservative difference schemes can be developed.

Finally, the CG framework may offer an optimal trade-off
between the two.

Much further (hard) work is needed to assess whether any
of the three Carleman routes discussed in this paper may fi-
nally open the way to the quantum simulation of classical flu-
ids.

V. APPENDIX: LOCAL AND NON-LOCAL FINITE
DIFFERENCE TERMS

Using centered differences , with ∆x = ∆y = 1, the diver-
gence of a generic second order tensor Tab reads as follows:

DbTxb =
1
2
[Txx(i+1, j)−Txx(i−1, j)+Txy(i, j+1)

−Txy(i, j−1)] (29)

DbTyb =
1
2
[Tyx(i+1, j)−Tyx(i−1, j)+Tyy(i, j+1)

−Tyy(i, j−1)] (30)

These expressions are local since they do not involve any cou-
pling between Tab at different sites, all we need to store is
Tab(i, j).
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Consider now a non-conservative second order term of the
form:

ρDaJa = ρ(i, j)[
1
2
[Jx(i+1, j)− Jx(i−1, j)+ Jy(i, j+1)

−Jy(i, j−1)] (31)

Such term involves nonlocal products ρ(i, j)Jx(i±1, j) and
ρ(i, j)Jy(i, j± 1), thus breaking the locality of the Carleman
vector Va ≡ ρJa. As a result we need to store Va(i, j; i ±
1, j±1)), a non-local Carleman vector. Next, write ρDaJa =
Da(ρJa)− JaDaρ . In the limit of weak density gradients, the
second term can be neglected and the Carleman vector Va(i, j)
is all we need to store: locality is resumed.
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