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A B S T R A C T   

This study analyses the performance of a back-up power process that uses a novel chemical looping packed bed 
air reactor to oxidize a batch of reduced solids while heating high pressure flowing air. In this arrangement, the 
solids are slowly oxidized by a diffusionally-controlled flow of oxygen perpendicular to the main air flow, thus 
imposing very long oxidation times for all reacting particles. A decay in the thermal power output of the reactor 
can be expected with time due to the increasing resistance to O2 diffusion towards the unreacted oxygen carrier 
particles as the reaction progresses. In this work, integration of the dynamic system formed by the reactor and the 
power plant used to produce power from the exploitation of the variable thermal output of the reactor is 
investigated. Different case studies are assessed for decarbonization of energy production and storage of 
renewable energy. The reactor is rated at a maximum 50 MWth power output in all cases, employing iron- or 
nickel-based particles as oxygen carrier. A simplified model for mass and heat transfer in the proximity of the 
wall orifices allows the definition of operating windows and reactor dimensions. In the chosen case examples, 
each single reactor operates in discharge mode for around 4–5 h (depending on plant configuration) as a back-up 
power generator, heating up a compressed air stream up to ~ 1000 ◦C and achieving an energy density between 
816 and 2214 kWhth/m3. Gas turbines in recuperative, steam injected and combined cycle power plant archi-
tectures integrated in the novel chemical looping combustion (CLC) reactor are investigated. Cycle efficiencies up 
to 49% are calculated for systems that make use of a single reactor configuration and exploit the residual heat for 
power production through a organic Rankine cycle (ORC) bottomed system. A more flexible multi-reactor 
configuration is also investigated to address the unavoidable decay in power output during discharge and pro-
vide power output controllability. The levelized cost of electricity (LCOE) is estimated be comparable to system 
elements from the literature when H2 is used as reducing gas. The use of biogas to reduce the solids during the 
energy charge stage is found to be particularly advantageous, leading to LCOE values between ~ 120 and 175 
€/MWh for the reference reactor system using iron-based solids. This also allows achieving negative CO2 
emissions if the captured CO2 generated during the reduction stage is stored.   

1. Introduction 

Future electricity systems will require back-up power and energy 
storage solutions capable of dispatching carbon-free electricity to 
compensate for intermittency of variable renewable sources and ensure 
demand is met at all times [1–3]. Commercial scale energy storage 
systems are nowadays mainly based on electrochemical batteries, that 
suffer from performance decay over time and limited lifetime or pump 
hydro and compressed air energy storage (CAES) systems that are only 
viable at certain geographical locations [4,5]. Moreover, several other 
energy storage technologies are under development as liquid air energy 

storage (LAES) [6], CO2-batteries [7], and pumped thermal energy 
storage (PTES) based on Brayton cycles [8], CO2 trans-critical systems 
[9] and organic Rankine cycles (ORC) [10] which can have a wide range 
of power and energy ratings [11–13]. Additionally, large efforts are 
being devoted towards the development of Power-to-Gas and Power-to- 
Liquid systems, where H2 or other synthetic fuels are produced during 
times of excess renewable energy generation to be stored and used af-
terwards during peak demand periods [2,11,14]. These are seen as 
interesting options for sector coupling, although their mitigation po-
tential is limited if fossil CO2 is employed as precursor for C-based 
synthetic fuels [15,16]. Amongst these alternatives, this study analyses 
the performance of a thermochemical back-up power process based on 
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Nomenclature 

Ac Cross sectional wall area associated to an orifice within a 
control volume of the reactor, m2 

AHRSG Heat transfer area of the heat recovery steam generator, m2 

AREC Heat transfer area of the recuperator, m2 

BOP Balance of plant, M€ 
CAES Compressed air energy storage 
CAPEX Capital expenditure, M€ 
CC Combined cycle 
CCF Carrying Charge Factor 
cES Specific fuel charging cost, €/MWhth 
cf Cost of fuel, €/kg 
CCHP combined cooling heating and power 
CO2 bulk,i Local oxygen concentration in the bulk gas flow, mol/m3 

CO2 r,i Local oxygen concentration at the reaction front, mol/m3 

CO2 w,i Local oxygen concentration at the inner side of the wall in 
contact with the solids, mol/m3 

Cp gas,i Local specific heat capacity of the gas, J/kg⋅K 
CS Constant Speed 
CT Carbon tax, €/ton CO2 
DO2,i Local diffusivity of oxygen in air, m2/s 
e Stoichiometric oxygen needed to oxidize the reduced 

solids, mol O2/kg 
Eel Net electric energy output, MWhel 
EelD,y Electrical energy produced in the discharging process at 

year y, MWhel 
EthC,y Energy stored in the reactor during the charging process at 

year y, MWhth 
EthD,y Thermal energy released in the discharging process at year 

y, MWhth 
Eel,ORC Electric energy output of the ORC cycle, MWel 
Eel,pump Electrical water pump energy consumption in the STIG 

configuration, MWel 
Eel,TG Electric energy output of the gas turbine cycle, MWel 
hi Local heat transfer coefficient, W/m2⋅K 
LAES Liquid Air Energy Storage 
LCOE Levelised cost of produced energy, €/MWhel 
LCOEsystem Levelised cost of produced energy related to the power 

block and reactor, €/MWhel 
LHV Fuel lower heating value, MWhth/kg 
Lr,i Local position of the reactor front, m 
Lw Thickness of the porous wall of the gas conduits, m 
N Plant lifetime, years 
NO2,i Moles of O2, mol 
mair Air mass flow rate at compressor inlet, kg/s 
mi Local mass flow of gases, kg/s 
mC,n Nominal compressor intake air mass flow rate, kg/s 
mT,n Nominal mass flow rate at turbine inlet, kg/s 
moffD Fluid mass flow rate in off-design conditions, kg/s 
monD Fluid mass flow rate in nominal conditions, kg/s 
mgas,in Gas mass flow rate at reactor inlet, kg/s 
mr,T Reduced mass flow rate at turbine inlet, kg/s 
mvap Steam mass flow rate in the STIG case, kg/s 
NR Number of active reactors in a multireactor configuration 
OPEX Operational expenditure, M€ 
OPEXfix Fixed operational expenditure, M€ 
OPEXvar Variable operational expenditure, €/MWhe 
ORC Organic Rankine Cycle 
pin,T Turbine inlet pressure, bar 
Qgas Power used to heat up the gases leaving the reactor, W 
Qlow Lower bound of multireactor discharge operation window, 

W 

Qmax Maximum thermal power that could be supplied by the 
multireactor system at any time by modifying the 
configuration of active/inactive reactors available at any 
moment, W 

Qmin Minimum thermal power that could be supplied by the 
multireactor system at any time by modifying the 
configuration of active/inactive reactors available at any 
moment, W 

Qox,i Local power generated during oxidation, W 
QO2,preheat Power used to preheat the diffusion oxygen passing 

through the wall, W 
Qreaction Total oxidation power, W 
Qt Thermal power released at time t during discharge when 

using a multireactor configuration, W 
Qthres Minimum total thermal power that the multireactor 

configuration shall provide after a configuration switch 
during discharge, W 

Qup Upper bound of multireactor discharge operation window, 
W 

PTES Pumped Thermal Energy Storage 
r Discount rate, % 
REC Recuperative 
SOC State of charge 
SOCi,t State of charge of reactor i at time t in a multireactor 

configuration 
¯SOCt Average state of charge of the reactors in a multireactor 

configuration at time t 
STIG Steam Injected Gas turbine 
t Time, s 
TASC Total as spent cost, M€ 
TGA ThermoGravimetric Analysis 
Tgas,i Local gas temperature, ◦C 
Tgas,in Temperature at reactor inlet, ◦C 
Tgas,in, min Minimum temperature at reactor inlet, ◦C 
Tin,T Turbine inlet temperature, ◦C 
Tw,i Local wall temperature, ◦C 
VIGV Variable Inlet Guide Vanes 
VS Variable Speed 
Wel,ORC Electrical power produced by the ORC, W 
Wel,pump Electrical power consumption of the water pump in the 

STIG configuration, W 
Wel,TG Electrical power produced by the gas turbine cycle, W 
xO2,in Oxygen molar fraction at reactor inlet 

Greek symbols 
βC Actual compressor pressure ratio 
βC,n Nominal compressor pressure ratio 
βT Turbine pressure ratio 
βT,n Nominal turbine pressure ratio 
Δhratio Ratio between the LHV of the fuel and the heat of the 

oxidation reaction 
ΔHox Oxidation enthalpy, kJ/mol 
ΔSOC Maximum difference in the state of charge of any reactor 

with respect to the average reactors state of charge in a 
multireactor configuration 

ΔTmin Minimum temperature difference, ◦C 
εs Bed porosity 
εw Orifice fraction in the gas conduit walls 
ηr Reactor charging efficiency 
η̄pb,y Average power block conversion efficiency 
ρOC,red Density of the reduced oxygen carrier, kg/m3 

ʋOC,red Volume fraction of active oxygen carrier in the bed  
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chemical looping combustion (CLC) principles. 
CLC processes make use of an oxygen carrier material (typically 

metallic, e.g. Fe-, Ni-, Cu-, Mn-based, etc.) that is used to transfer oxygen 
from combustion air to a fuel, without direct contact between them. 
Thereby, the reduced oxygen carrier is first oxidized to MeO using air in 
discharging phase, to be then reduced back to Me during fuel combus-
tion in charging phase. Development of the CLC technology has been 
mainly focused on CO2 capture applications [17,18] possibly with 
hydrogen production [19] and integration with CCHP (combined cool-
ing heating and power) systems [20]. Moreover, the use of CLC for 
thermochemical energy storage purposes as been already described in 
detail by some literature review papers [21–23], and addressed from 
both numerical and experimental point of view. Relevant experimental 
activities has been carried out on the characterization in TGA apparatus 
of Manganese‑Titanium mixed oxides with mass fractions of Titanium 
from 0 to 50% [24], cycling stability of Manganese-Silicon oxide having 
silica content between 2% and 10% [25], cycling stability for CuO/Cu2O 
[26] and characterization of the potential of Fe3O4-CaO [27] and F2O3 
[28,29]. In addition, numerical studies have been presented on several 
oxygen carries (i.e. Fe3O4-CaO [30] or Aluminum and Sodium [31]) also 
coupled with concentrating solar power [32,33] and integrated with 
hydrogen production [34]. 

Most of these studies are focused on the oxygen carrier performance 
when cycling between reducing and oxidizing conditions during energy 
storage and supply periods, respectively. Nevertheless, further in-
vestigations into new process and reactor schemes are necessary to 
progress on the development and future deployment of the chemical 
looping energy storage concept at large scale. 

A new chemical looping packed bed reactor concept is at the core of 
the thermochemical back-up power system investigated in this work, 
where a batch of reduced Me solids is oxidized while heating high 
pressure flowing air [35,36], as shown in Fig. 1. By using a packed bed 
reactor configuration [37], operational issues related to the use of 

pressurized interconnected CLC fluidized bed reactors (i.e. difficulties in 
maintaining a stable circulation of solids between reactors and the 
possibility of particles being entrained with the exiting gas, hence 
damaging the downstream gas turbine [18,38]) are avoided. In this 
system, the reactor is designed to allow a very large bypass of uncon-
verted oxygen by avoiding the direct contact of air with the solids. As 
seen in Fig. 1, air flows through longitudinal gas conduits that are empty 
of solids, but their walls have orifices/pores making them permeable but 
non-selective to gases. Me solids are slowly oxidized by a diffusionally- 
controlled flow of oxygen perpendicular to the main air flow, which is 
driven by the oxygen concentration gradient between the O2-rich gas 
flowing through the conduits and the O2-depleted stagnant gas sur-
rounding the reduced particles as given by Fick’s law of diffusion. This 
arrangement imposes very long oxidation times for all reacting particles 
[39]. As a result, appearance of hot spots and sharp temperature profiles 
in the bed, that typically occur in chemical looping packed bed reactor 
configurations, is avoided without the need for dedicated heat man-
agement strategies [40,41]. Discharge periods are followed by charge 
stages where the oxidized MeO solids are reduced back to Me. Reduction 
may also proceed as a diffusionally-controlled process inside the reactor, 
employing either fossil or renewable fuel gases. Depending on the 
reducing gas choice, two potential applications are distinguished for this 
technology and investigated in this work:  

• Case A: decarbonization of energy production. In this case, fossil 
(natural gas) or carbon-containing renewable gases (biogas, landfill 
gas, other opportunity gas) are used during charging stages to reduce 
MeO solids back to Me. As depicted in Fig. 2, reduction product gases 
are mainly H2Ov and/or CO2, leading to a high purity CO2 stream 
ready for storage or use after water condensation and purification in 
a CPU. Furthermore, negative CO2 emissions can be achieved by 
permanently storing the CO2 produced when a carbon-based 
renewable reducing gas is employed during charging stages.  

• Case B: storage of renewable energies. The CLC system of Fig. 1 is 
proposed as an alternative solution to green hydrogen storage in 
large pressurized vessels (see Fig. 2). In this case, hydrogen is stored 
in the form of a reduced Me oxygen carrier, with H2Ov being the only 
gas produced during reduction. Steam, after condensation can be 
used again for the electrolyzer leading to a zero water consumption 
system representing an additional value in charging periods (sum-
mer) or geographical locations characterized by water scarcity. 

The design of the reactor of Fig. 1 is largely dependent on the 
discharge (oxidation) stage requirements, such as the targeted power 
output and discharge times, as well as on the oxygen carrier choice, 
which affects the maximum gas temperature at reactor outlet and the 
energy density of the device. In principle, any oxygen carrier (OC) ma-
terial can be used in this reactor type, although inexpensive solids with 
large volumetric oxygen carrier capacity are favored from tech-
noeconomic perspective. Oxidation of the Me solids in the reactor 

Fig. 1. Representation of the proposed air CLC reactor integrated and detail on 
the main oxygen and thermal fluxes around the orifices of the perforated 
conduit walls during discharge (oxidation) periods adapted from [35]. 

Fig. 2. Cases investigated in the present work. Case A: decarbonization of fossil fuels or negative emissions from biogas. Case B: alternative storage solution for green 
hydrogen. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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progresses in reaction fronts nearly parallel to the walls of the perforated 
gas conduits. This causes a decay in the thermal power output of the 
reactor with time [36] due to the additional resistance imposed by the 
layer of oxidized solids, which hinders O2 diffusion towards the 
unreacted oxygen carrier particles. As the discharge stage progresses, 
this can be easily compensated for by burning increasing amounts of 
gaseous fuels at the inlet or outlet of the reactor. However, this strategy 
comes at the expense of emitting CO2 to the atmosphere and thus, 
alternative are the preferred choice when a CO2-free operation is 
pursued. 

This work presents a comprehensive analysis of the integration of the 
novel reactor design, using iron- and nickel-based solids as oxygen 
carrier material, with three different power plants configurations based 
on gas turbines modified architectures. The overall system has never 
been presented in this integrated version, nor optimized in detail, nor 
studied in off design conditions over a whole discharging cycle. Results 
obtained in this work thus provide new quantification of the technology 
potential from both thermodynamic and techno economic perspective 
leading to a fair comparison against other storage technologies. As 
additional innovation step this work addresses the importance of using 
multireactor systems to solve the flexibility bottlenecks related to the 
use of single reactor systems with the definition of some easy to 
implement management strategies. Finally, the results have been 
extended to different case studies investigating both the use of biogas, 
natural gas and green hydrogen. 

2. Reactor modeling, design and power decay curve definition 

2.1. Reactor mathematical model 

A simplified reactor model has been developed to describe the mass 
and heat transfer phenomena occurring during oxidation of the oxygen 
carrier, using similar assumptions as in Diego and Abanades [39]. The 
model uses Fick’s law to account for oxygen diffusion through the 
porous walls of the gas conduits. Furthermore, the oxidation reaction is 
assumed to progress without any intrinsic kinetic limitation and thus, 
the small oxygen diffusion flow arriving at the reduced solids reacts 
instantaneously. As a result, the oxygen concentration in the vicinity of 
the reacting particles, which are highly reactive towards oxygen, is 
taken to be zero (see CO2,r = 0 in Fig. 3). A mass balance performed to a 
control volume of the reactor enclosing the gas and solids associated to 
one orifice/pore of the gas conduit walls (as represented in Fig. 3) allows 
quantifying the local flow of oxygen diffusing through the wall and 
reacting with the solids at any time as reported in equation (1): 

−
dNO2,i

dt
= DO2 ,iAcεw

CO2bulk,i − CO2w,i

Lw
= DO2 ,iAcεs

CO2w,i

Lr,i
(1) 

where DO2,i is the local diffusivity of oxygen in air, Ac is the cross 
sectional wall area associated to an orifice, εw is the fraction of orifices in 
the wall, εs is the porosity of the bed of reacted particles, Lw is the 
thickness of the porous wall, Lr,i is the position of the reaction front in 

the reactor control volume i, and CO2 bulk, i and CO2 w, i are the local 
oxygen concentrations in the bulk gas flow and at the inner side of the 
wall in contact with the solids, respectively. 

Equation (1) can be rearranged in equation (2) to calculate the 
apparent oxidation reaction rate as a function of the two resistances in 
series resulting from diffusion through the porous wall and through the 
bed of reacted solids: 

−
dNO2 ,i

dt
=

DO2 ,iAcCO2bulk,i
Lw
εw
+

Lr,i
εs

(2) 

Moreover, the molar oxygen consumption rate can be also calculated 
as reported in equation (3): 

−
dNO2 ,i

dt
= AcρOC,redυOC,rede

dLr,i

dt
(3) 

For the sake of simplicity, no swelling or shrinkage of the solids bed is 
assumed during oxidation in equation (3), where ρOC,red is the density of 
the reduced oxygen carrier, ʋOC,red is the volume fraction of active ox-
ygen carrier in the bed and e represents the stoichiometric oxygen 
needed in moles per unit of mass of reduced solids. 

Combining equations (2) and (3), it is possible to obtain an expres-
sion, reported in equation (4), to calculate the position of the oxidation 
reaction front at any time as: 

Lr,i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
εsLw

εw

)2

+
2DO2 ,iεsCO2 bulk,i

ρOC,redυOC,rede
t

√

−
εsLw

εw
(4) 

Similarly, the gas temperature profile in the reactor can be calculated 
by performing an energy balance. For the sake of simplicity, any dy-
namic changes in temperature to achieve pseudo-steady states are not 
considered at this stage since the energy involved is only a small fraction 
of the oxidation heat released by the solids. Moreover, no radial tem-
perature profiles are assumed in the shallow bed of solids located be-
tween gas conduits. Therefore, assuming an adiabatic reactor where the 
oxidation heat flows from the oxidizing solids perpendicularly through 
the wall and is entirely used to heat up the flowing air, the evolution of 
the local gas and wall temperatures, Tgas,i and Tw,i respectively, can be 
obtained as a function of the local power generated during oxidation, 
Qox,i as reported in equation (5): 

Qox,i = − ΔHox
dNO2 ,i

dt
= miCpgas,idTgas,i = hiAc(1 − εw)dTw,i (5)  

where ΔHox is the enthalpy of the oxidation reaction, mi is the mass flow 
of gases at that point of reactor length, Cp gas,i is the local specific heat 
capacity of the gas and hi represents the local heat transfer coefficient, 
which can be calculated from the Nusselt number using the Dittus and 
Boelter correlation. 

In this work, the reactor model is solved by dividing the reactor into a 
series of small reactor elements in the axial direction (each of 0.1 m 
length), where all the gas and solids variables are assumed to be con-
stant. In this approach, the output variables from a reactor element are 
employed as inputs to solve the mass and energy balances of the next 
section. 

2.2. Case studies and reactor design 

Two main case studies are investigated in this work, involving both 
decarbonization of energy production when using fossil fuel (natural 
gas) or renewable reducing gas containing methane (case A) and storage 
of renewable H2 chemical energy (case B). For each case, a reactor is 
designed using the model described above together with the boundary 
conditions reported in Table 1, which are chosen to ensure the same 
power decay curve is followed during discharge in all cases (see section 
2.3) so that the same power plant design can be used. 

A key aspect for reactor design is the oxygen carrier (OC) selection. A 
promising option is the use of iron-based oxygen carrier materials due to 

Fig. 3. Schematics of a control volume of the reactor containing the gas and 
solids associated to an orifice/pore of the conduit wall. 
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their high oxygen transport capacity (up to 0.3 g O2/g if the Fe/Fe2O3 
system is considered), low cost and stability at temperatures over 1000 
◦C. Due to thermodynamic limitations, full CH4 or H2 conversion during 
charging stages can only be achieved when Fe2O3 is reduced back to 
Fe3O4, whereas unconverted gas leaves the system if solids are further 
reduced to FeO and Fe [42]. In case of fuel gas (Case A.1), only partial 
reduction of the Fe2O3 solids is assumed to occur during charging stages 
to prevent from unconverted fuel leaving the reactor, i.e. reduction is 
assumed to be carried out until the last mole of Fe2O3 disappears from 
the bed and then, it is stopped. By doing so, full gas conversion is 
ensured, since reduction of Fe2O3 to Fe3O4, FeO and Fe is expected to 
proceed in sequential reaction fronts in the reactor (see discussion 
elsewhere [35]). This solution allows obtaining a stream at the outlet of 
the reactor that can be easily enriched in CO2 simply by water 
condensation, thus avoiding the use of more costly purification systems 
to separate and recirculate unconverted fuel gas. However, this comes at 
the expense of a reduction in the energy density of the reactor, since a 
mixture of iron solids with different oxidation states is obtained at the 
end of the reduction period (a molar composition of the bed equal to 
0.01/0.80/0.19 can be calculated for Fe3O4/FeO/Fe, respectively, based 
on equilibrium calculations [35]), which have lower oxygen carrying 
capacity than pure Fe particles (0.136 vs 0.30 kg O2/kg Fe2O3, see 
Table 1). On the contrary, no intermediate iron oxide species (Fe3O4, 
FeO) are considered in the reactor reference design of Case B where 
complete reduction of Fe2O3 to Fe and full H2 conversion are assumed 
during charging stages, which can be achieved by condensing out the 
water at reactor exit and recycling back unconverted H2. Finally, the use 
of Nickel-based solids as oxygen carrier is assessed in Case A.2 as an 
alternative to iron solids, since full CH4 conversion can be virtually 
achieved when NiO reduces back to Ni in the reactor [42]. 

Further assumptions are reported in Table 1. The volume fraction of 
active oxygen carrier in the bed is taken to be 0.3 in all cases to account 

for any volume change due to oxidation and/or the possibility of using 
an oxygen carrier support. The minimum gas temperature at reactor 
inlet has been set at a conservative value of 550 ◦C to ensure fast 
intrinsic oxidation kinetics, as assumed in equation (1). Lower values 
could be considered when highly reactive solids (e.g. Copper- or Nickel- 
based oxygen carriers that oxidize quickly at moderately low tempera-
tures) are used in the first section of the reactor. Moreover, the gas ve-
locity at the inlet of the gas conduits is fixed at 25 m/s, whereas the inlet 
gas pressure is 5 atm1. It is important to highlight that these values, used 
as reference for reactor design purposes, correspond to the initial inlet 
conditions. However, the boundary conditions of the reactor during 
operation will change with time as a result of the progress in the 
oxidation reaction and the integration in the power cycle, as discussed 
below. Moreover, the maximum discharge time selected for the reactor 
is 4 h at reference conditions. 

In the calculated case A.1/A.2/B reactor designs, solids are arranged 
into thin layers of 0.028/0.017/0.015 m located in between 51/58/60 
flat gas conduits of 0.016 m height, which have 0.001 m thick perforated 
walls with a fraction of wall occupied by orifices/pores of 0.06 (see 
results in Table 1). The reactors have a square cross section between 3.8 
and 5.3 m2 and lengths from 15 to 29 m, whilst the pressure drop is 
below 5% in all cases. The energy storage capacity of the reactors is 
125 MWhth. As can be seen in Table 1, large differences are found in the 
energy density of the reactors due to the different oxygen carrying ca-
pacity of the particles. An energy density of 2214 kWhth/m3 can be 
achieved with Fe/Fe2O3 solids in case B, since these particles have high 
volumetric oxygen carrying capacity (see Table 1), whereas it is equal to 
1474 kWhth/m3 in case A.2 using Ni/NiO. The lowest energy density is 
found for the Fe3O4/FeO/Fe mixture in case A.1, taking a value of 
816 kWhth/m3. All reactors are rated at a maximum power of 50 MWth 
at full state of charge (SOC), however, it reduces down to 22 MWth at 
minimum SOC after 4 h of operation for reference flow inlet conditions 
(Tgas,in, mgas,in and xO2,in in Table 1), whilst the gas discharging tem-
perature ranges from ~ 1000 ◦C (SOC = 100%) to ~ 752 ◦C (SOC = 0%) 
operating them with fixed air mass flow rate and in the absence of any 
thermal recuperative strategy. 

These preliminary designs represent a trade-off between high energy 
density in the reactors - desired from an energy storage perspective-, and 
steady and limited thermal power decay during discharge, which facil-
itates integration of the reactor in the power cycle. Alternative more 
compact reactor designs with higher energy density are possible if a 
thicker solids bed is placed in between gas conduits. However, this 
comes at the expense of a more pronounced decay in the thermal power 
output with time, due to the larger resistance towards oxygen diffusion 
as the reaction front moves deeper in the bed of solids (see equation (2)). 
On the contrary, a softer power decay would take place if shallower 
solids beds were to surround the gas conducts, which would entail a 
reduction in the energy density of the device. 

2.3. Power decay curve definition 

In order to reduce the computational effort due to the power cycle 
optimization procedure, the behavior of the reactors during discharge 
(which is the same in all investigated cases, as discussed in section 2.2) is 
implemented in the power plant cycle model by adopting a reduced 
order analytical model function of gaseous (air) stream inlet conditions 
and reactor SOC. To this end, the reactors performance has been cali-
brated through eight different discharge numerical tests considering 
changes for the inlet mass flow rate mgas,in (+20%, − 50%) with respect 
to reference value of 100 kg/s, inlet oxygen molar fraction xO2,in (-6%, 
− 4%, − 2%) with respect to reference value (21%) and the reactor inlet 
temperature Tgas,in (500 ◦C, 600 ◦C, 750 ◦C) with respect to the nominal 

Table 1 
Reference boundary conditions used for the reactor designs and calculated 
design parameters. (*) Average properties of the iron species after reduction 
(mixture of 0.01/0.80/0.19 (molar fraction) of Fe3O4/FeO/Fe [35]).  

CASE A.1 A.2 B 

General assumptions 

Inlet gas temperature, Tgas,in, ◦C 550 
Inlet gas velocity, m/s 25 
Inlet gas pressure, atm 5 
Inlet oxygen molar fraction, xO2,in 0.21 
Volume fraction of active oxygen carrier 0.3 
Bed porosity, εs 0.4 
Thickness of the porous wall, Lw, m 0.001 
Gas conduit height, m 0.016 
Maximum power output, MWth 50 
Maximum discharge time at reference 

conditions, h 
4 

Case-specific assumptions 

Oxygen carrier Fe/FeO/ 
Fe3O4/ 
Fe2O3 

Ni/ 
NiO 

Fe/ 
Fe2O3 

Oxidation enthalpy, ΔHox, kJ/mol O2 547.0* 470.0 553.7 
Density of the reduced oxygen carrier, kg/m3 5962* 8900 7874 
Oxygen carrying capacity (kg/kg) 0.136* 0.21 0.30 
Orifice fraction in the gas conduit walls, εw 0.032 0.052 0.060 
Reactor length, m 29 21 15 

Calculated reactor design parameters 

Energy storage capacity, MWhth 125 125 125 
Number of gas conduits 51 58 60 
Cross section, m2 5.3 4.1 3.8 
Inlet mass flow rate, mgas,in, kg/s 100 100 100 
Energy density, kWhth/m3 816 1474 2214 
Thickness of the solids beds in between gas 

conduits, m 
0.028 0.017 0.015 

Maximum discharge temperature, ◦C 1001 1008 1004  

1 The latter value has been chosen according to a preliminary analysis of the 
power cycle optimal parameters. 
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value (550 ◦C), while all the other parameters remain unchanged (re-
sults are depicted in Fig. 4).2 

Specifically two analytical functions have been calibrated as function 
of the operating conditions. The first one refers to the whole oxidation 
power (Qreaction) (see Fig. 4.a-b-c) which is used to calculate the mass 
flow rate of reacted oxygen that diffuses through the permeable gas 
conduit wall and thus to calculate the gas composition at reactor outlet. 
The second one is the power fraction that is used to heat up the gases 
(Qgas) leaving the reactor, which is slightly lower than the whole 
oxidation power because a small fraction is used to preheat the diffusion 
oxygen (QO2preheat) that reacts with the oxygen carrier along the reactor 
(see Fig. 4.d-e-f). Results show that the oxygen content in the inlet gas 
flow is the variable that affects the reaction power the most: the lower 
the oxygen content, the lower the released power at the same SOC level, 
thus resulting in an increase of discharge time (or a higher final SOC for 
the same discharge time as depicted in Fig. 4.b-e). Nevertheless, mod-
erate changes in the inlet flow rate and temperature of the gas have a 
limited effect on the reactor heat output. The results obtained from the 
discharge simulation tests reported in Fig. 4 have been interpolated with 
a multiparameter analytical function that represents the trend of Qreaction 
and Qgas as function of the initial SOC, inlet gas temperature, inlet mass 
flow rate and oxygen fraction to the reactor (SOC, Tgas,in, mgas,in and xO2, 

in, respectively). This function has been obtained by means of the 

Ordinary Least Squares (OLS) method with GRETL [43] starting with a 
very large number of independent terms (logarithmic and polynomial 
terms of each single variable as well cross terms of different variables) 
and adopting a sequential method in order to eliminate less represen-
tative ones. The final selected form is a pure numerical representation of 
numerical data with an adjusted R2 equal to 0.999998% and requiring 
24 terms, as reported in Table A.1 in the annex section A.I. It is 
important to note that the obtained reactor designs and above consid-
erations on the power decay curve can be virtually scaled up or down 
linearly (variation of frontal area and distribution of channels) to ac-
count for reactors of different size. 

3. Power plant modelling and optimization tool 

A numerical Matlab tool [44] as been developed to (i) calculate the 
performance of the system under nominal and off design conditions, (ii) 
perform the optimization of the cycle design for the single reactor sys-
tem and (iii) evaluate the system performance over a complete discharge 
in both single reactor and multireactor configurations. The following 
subsections detail the strategies and main assumptions of the numerical 
model. 

3.1. Power cycle configurations, main assumptions and off-design 
modelling 

The reactors designed above are used to replace the combustor in an 
open Brayton cycle. The simplest configuration given by an open gas 
cycle (non-recuperative) is ruled out as an option for this application 
under the selected boundary conditions. In this configuration, the 
reactor inlet temperature would decrease in part load operation, 
involving very high pressure ratios in order to reach the target of min-
imum reactor inlet temperature (Tgas,in) value (550 ◦C, see Table 1) even 
at minimum load (minimum SOC) and thus, leading to an efficiency 

Fig. 4. (top) Thermal power released from oxidization of the metallic material: Power decay curves for 4 h of discharge of the reference reactors in cases A.1, A.2 and 
B, (bottom) ratio between the power required for internal oxygen preheating with respect to the power generated by reaction, while changing the inlet stream 
parameters (mgas,in (a, d), xO2,in (b, e) and Tgas,in (c, f),). 

2 The effect of inlet gas pressure has not been considered in this analysis, as 
the oxygen flux through the orifices of the gas conduit walls and thus, the 
reactor performance, is independent of pressure. This is because the oxygen 
diffusion flux is assumed to follow Fick’s law and therefore, it is directly pro-
portional to the product of oxygen diffusivity and concentration gradient (see 
equation (1)). These variables are inversely and directly proportional to pres-
sure, respectively, hence cancelling the effect of pressure on the oxygen diffu-
sion and the thermal power release in the reactor. 
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penalization and issues on compressor operability. This cycle configu-
ration could, however, be an option when metallic materials allowing 
for a lower reactor inlet temperature are adopted as discussed above. In 
this work, the recuperative (REC) open power cycle shown in Fig. 5.a is 
taken as reference, since the use of a recuperator allows to preheat the 
compressed air and meet the reactor inlet temperature constraint at any 
load and SOC. In addition, optimal pressure ratio is low (around 5) 
leading to a more compact design of turbomachinery. The maximum 
reactor outlet temperature is ~ 1000 ◦C and therefore, uncooled 
expansion is considered assuming the adoption of non-conventional 
materials for first turbine rows as ceramic matrix composites that can 
withstand temperatures up to 1200 ◦C without internal or film cooling 
solutions [45]. Additionally, the lack of turbine blade cooling allows to 
use a recuperator with very similar hot and cold side heat capacities 
(differences are due to a small consumption of oxygen in the reactor and 
consequent little variation of both mass flow rate and specific heat) and 
thus, with very uniform temperature difference, and more pronounced 
exhaust cooling with respect to conventional cooled expansion recu-
perative cycle. In spite of this peculiarity, a consistent amount of heat is 
still available for heat recovery at recuperator outlet. In order to exploit 
this available heat, two additional cycle configurations are analyzed. 
The first one is a STeam Injected Gas turbine (STIG) cycle (see Fig. 5.b) 
where the residual heat is used to generate saturated steam at cycle 
maximum pressure, which is then mixed with compressed air at 
compressor outlet. This configuration is characterized by a lower oxygen 
content in the gas at reactor inlet and thus, a lower thermal power 
released by the reactor and longer discharge time. Water is required, 

with a consequent pump consumption, but the higher overall mass flow 
rate in expansion with respect to the mass flow rate compression leads to 
a positive impact on cycle performance. The third configuration shown 
in Fig. 5.c is a combined cycle (CC) configuration where the bottom unit 
is designed as an Organic Rankine Cycle (ORC) instead of a steam cycle 
according to the low temperature at recuperator outlet and the small 
available power output: a configuration that is largely adopted in nat-
ural gas compression stations [46]. In this case, the impact on the per-
formance of the gas cycle will be limited to the introduction of an 
additional pressure drop at turbine discharge, but the amount of elec-
trical power output from the ORC overcomes this penalization. 

The three cycle configurations have been simulated and optimized 
considering the assumptions reported in Table 2 for the design of the 
components. The global heat transfer coefficients for the recuperator 
and steam generator are calculated assuming finned tube heat ex-
changers and considering heat transfer coefficients equal to 125, 
2000 and 5000 W/m2K for gas flow, liquid water and water in phase 
transition, respectively3. Fouling resistance coefficients are considered 
equal to 1.8⋅10− 4 and 1.5⋅10− 3 m2K/W for gas and water sides, 
respectively, and external to internal area ratio is assumed equal to 5 for 
finned tubes in the recuperator and the HRSG. Fluid thermodynamic 
properties have been calculated using Refprop database [47] in order to 
properly account for the water content in the STIG configuration. 

In order to analyze the plant performance during a reactor discharge, 
the off-design performance of the different plant components repre-
sented in Fig. 5 is numerically described as follows:  

• Turbomachinery. The power system performance and operability is 
strongly affected by the turbine-compressor shaft off-design 
behavior. For large-scale systems, the use of constant speed (CS) 
shaft at 3000 RPM (3600 RPM for countries with 60 Hz grid) is the 
most appropriate solution because of the difficulties to design and 
operate large variable speed gearboxes or large power electronics. In 
this case, the compressor is generally provided with variable inlet 
guide vanes (VIGV) in order to vary air volumetric flow rate at 
compressor intake and provide the system by a larger operability 
range. Differently, for small-scale systems, a variable speed (VS) 
shaft connected to a power electronic system for output frequency 
control can be used to allow a wider operative range. In some cases 
both features are installed in order to provide a better control of the 
system especially during transients. The operative maps of the two 
reference compressors with efficiency information are derived from 
literature [48–50] and reported in Fig. 10.c-d: VS shaft can change 
the rotational speed in the range between − 15.5% and + 3% while 

Fig. 5. Plant schemes for the three cycle configurations investigated in this work.  

Table 2 
Assumptions adopted for the design of the power plant.  

Pressure drops 

Filter 1% 
Recuperator hot and cold side 3% 
Reactor 5% 
HRSG hot side 1% 
HRSG cold side 5% 
Silencer 1% 

Nominal efficiency 

Compressor 0.88 
Expander 0.9 
Pump 0.85 
Gearbox 0.97 
Generator 0.98 
ORC second law 0.55 

Temperatures constraints 

Minimum ambient temperature, ◦C 20 
Minimum reactor inlet temperature, Tgas,in, min, ◦C 550  

3 Effect of gas pressure has been neglected considering the low pressure ratio 
of the optimized power plants. 
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VIGV angle can be varied between − 10◦ and 40◦; the minimum ef-
ficiency in the operative map is around 90% for both compressor 
type, with respect to the nominal efficiency. The turbine has been 
assumed to work always in choked conditions with a constant 
reduced mass flow rate (see equation (6)) independently of the 
rotational speed and so the same function is adopted for both CS and 
VS cases. 

mr,T =
min,T

̅̅̅̅̅̅̅̅̅
Tin,T

√

pin,T
(6)  

where mr,T is reduced mass flow rate at turbine inlet, min,T is the actual 
mass flow rate at turbine inlet (kg/s), and Tin,T and pin,T are turbine inlet 
temperature (K) and pressure (bar), respectively. Fig. 6.a depicts the 
dimensionless expander performance curve as function of beta as 
derived from [51].  

• Heat exchangers. The heat transfer coefficients and pressure drops 
in a heat exchanger vary on both hot and cold sides when working 
under off-design conditions, whilst the heat transfer area is constant. 
These are calculated using equation (7), which shows that heat 
transfer coefficients are proportional to the mass flow rate power 0.8 
according to forced convection heat transfer coefficient definition 
[52], while pressure drops are proportional to the mass flow rate 
power 1.86 [51]: 

XoffD = XonD

(
moffD

monD

)α{ ifX = h; α = 0.8
ifX = Δp; α = 1.86 (7)  

where XoffD and XonD represent the calculated quantity, heat transfer 
coefficient (h) or pressure drop (Δp), in off-design and design con-
ditions respectively, moffD and monD are the fluid mass flow rates in 
off-design and nominal conditions respectively, α is the exponential 
coefficient. Area of the recuperator is evaluated adopting a dis-
cretized method based on 20 nodes in order to correctly evaluate the 
local temperature difference.  

• Reactor. To limit computational effort, integration of the reactor off- 
design performance into the power plant analysis is carried out by 

means of the analytical equations (Qreaction and Qgas) calibrated on the 
sensitivity analysis results presented in Section 2 as function of gas 
inlet temperature, mass flow rate, oxygen molar fraction and reactor 
SOC. The pressure drops in the reactor at different operating con-
ditions are obtained using equation (7).  

• Organic Rankine Cycle. The ORC power output in the system of 
Fig. 5.c is calculated with a simplified approach multiplying the 
reversible power available from the hot gases released by the gas 
turbine recuperator (namely the gas stream flow exergy with respect 
to ambient condition) by a second law efficiency. This last parameter 
is not constant during off-design conditions and is varied as a func-
tion of the available thermal power in the gas stream to account for 
the inevitable penalization arising from the off-design operation of 
the ORC turbine. The adopted off-design performance curve is 
derived by [53] and reported in Fig. 6.b. 

• Other components. The filter and silencer pressure drops are cor-
rected in off-design scenarios from nominal value in Table 2 ac-
cording to equation (7). 

Once the cycle design is selected (nominal turbomachinery mass flow 
rate and pressure ratio, heat exchanger size), the calculation of the 
operative point for a given energy storage released thermal power re-
quires an iterative numerical procedure to solve the off-design problem 
while keeping constant the turbine inlet temperature at 1000 ◦C (i.e. the 
reactor outlet temperature). To this end, a numerical Matlab tool that 
incorporates the above considerations has been developed. In this tool, 
three closing variables are adopted for the recuperative and the com-
bined cycles: air mass flow rate at compressor inlet (mair), compressor 
pressure ratio (βC) and reactor inlet temperature (Tgas,in). These are 
iteratively varied in order to minimize the relative error (closing con-
straints) between calculated and nominal value for three quantities: 
recuperator heat transfer area (AREC), reactor inlet mass flow rate (mgas, 

in) and turbine reduced mass flow rate (mr,T). For the STIG case, the 
steam mass flow rate (mvap) is added as closing variable and the error on 
steam generator area (AHRSG) is added to the off-design problem closing 
constraints. The detailed scheme describing the iterative solving process 
can be found in Fig. A.2 in the Annex section A.II. 

3.2. Single reactor configuration: Optimization of the power cycle design 

The definition of the optimal power system design must necessarily 
take into account how the system is expected to be operated. In this 
particular application, the system should not be optimized for a specific 
operating point (for example the maximum or the minimum reactor SOC 
condition) because the design must consider the actual system perfor-
mance during the whole reactor discharge and the operative limits of the 
components. For this reason, it is more appropriate to select different 
combinations of components design parameters and then test the 
resulting systems over a full discharge operation in order to find the 
optimal solution. The optimization process aims to maximize the energy 
output during a reactor discharge as outlined in equation (8). In this 
equation, the net electric energy output (Eel) accounts for the electric 
energy output of the gas turbine cycle (Eel TG), the ORC cycle (Eel ORC) in 
the combined cycle configuration (see Fig. 5.c) and the water pump 
consumption (Eel pump) associated to the STIG configuration (see Fig. 5. 
b). This figure of merit has been preferred to the discharge efficiency (e.g 
the ratio between the energy output and the actual energy discharged 
from the reactor) because the adoption of this latter one may lead to the 
definition of cycle configurations not able to maximize energy storage 
utilization and to minimize final SOC of the reactor with a consequent 
decrease of actual energy density and increase of reactor specific cost. 

max(Eel);Eel = EelTG +EelORC − Eelpump

=
∑SOCmin

SOCmax

(
WelTG +WelORC − Welpump

)
⋅ΔtΔSOC (8) 

Fig. 6. A) Dimensionless turbine performance curve against pressure ratio, b) 
dimensionless ORC performance curve against available thermal input. 
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where Wel TG, Wel ORC and Wel pump are the electrical power produced by 
the gas turbine cycle and the ORC and consumed by the water pump, 
respectively in time step Δt associated to a given ΔSOC of discharge. 

Fig. 7 depicts the flow diagram of the Matlab optimization numerical 
routine followed in this work, which is designed to find the optimal plant 
design that provides the maximum value of the electrical energy output 
using different combinations of the following design parameters:  

• Compressor nominal intake air mass flow rate and nominal pressure 
ratio (mC,n, βC,n). These parameters are used to scale the nondimen-
sional compressor map in order to account for a realistic compressor 
efficiency during discharge. 

• Turbine nominal inlet mass flow rate and nominal expansion pres-
sure ratio (mT,n, βT,n). These parameters are used to scale the 
normalized turbine curve and to determine the nominal turbine 
reduced mass flow rate value for a fixed maximum cycle temperature 
(equivalent to the maximum reactor outlet temperature, which is 
taken to be 1000 ◦C in this work to prevent from any agglomeration 
or sintering of the oxygen carrier that may compromise its stability 
over cycles).  

• Recuperator heat transfer area (AREC). This parameter affects the 
temperature at combustor inlet and the available power for water 
evaporation (STIG configuration) and in the ORC cycle (CC 
configuration).  

• Heat recovery steam generator heat transfer area (AHRSG). This 
parameter is present only in the STIG configuration and affects the 
steam mass flow rate production. 

Each single design defined by a combination of variable design pa-
rameters (5 for REC and CC configurations, and 6 for the STIG cycle) is 
first tested at maximum SOC in order to verify the system operability 
and calculate the reference mass flow rate for pressure drops4. In case of 
positive check, the system is then simulated from reactor full SOC to the 
minimum operating point. The latter can coincide with SOC ~ 0 or it 
may involve a final SOC greater than 0 because of the limit of 
compressor operability at low volume flow rates, thus hindering full 
reactor discharge. Each operating condition requires the resolution of 
the off-design problem shown in Fig. A.2 in the Annex section A.II. The 
optimization problem is constrained by two additional conditions: (i) 
the maximum computed pinch point temperature difference in the 
recuperator and HRSG must be higher than 30 ◦C and 15 ◦C, respectively 
(otherwise, recuperator and HRSG size would be pushed towards infinite 
values by the optimization algorithm due to the positive effect on the 
cycle performance) and (ii) the minimum temperature at the reactor 
inlet during discharge is fixed at 550 ◦C, as explained in Section 3.1. The 
optimization procedure ends when the electrical energy output is 
maximized for a set of variable design parameters. During reactor 
discharge, a SOC step equal to 3% is adopted. Patternsearch algorithm 
has been selected for the resolution of the off-design problem: this al-
gorithm evaluates, at each iteration step, the objective function over an 
increasing/decreasing/rotating mesh of tentative solution without 
requiring gradient calculation [54]. As result, it is able to handle non- 
continuous and non-differentiable functions and to avoid local mini-
mum/maximum. This algorithm has been preferred to simple fmincon 
and complex genetic or particle swarm algorithms because it shows a good 
compromise between computational time and accuracy of the solution. 

3.3. Analysis of the multireactor configuration 

The use of a multireactor configuration with several reactors in 
parallel is investigated to enhance the flexibility of the system. In this 
scheme, different reactors switch between active or inactive mode at 
different times during discharge, either to supply a rather constant 
thermal input to the cycle or to allow the power output to be varied with 
limited efficiency penalty. Finding the optimal energy storage configu-

Fig. 7. Block diagram of the design optimization routine.  

Fig. 8. Block diagram of the multireactor heuristic strategy.  

4 The reference mass flow rate values used to estimate the pressure drops 
through the compressor filter house, the silencer and the heat exchangers are 
calculated at the beginning of the discharge process when these parameters are 
at maximum value and thus, they are not selected as optimization variables. 
Otherwise, the optimization algorithm tends to push them towards very high 
and unreasonable values in order to reduce the computed pressure drops and 
maximize cycle efficiency. 
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ration sequence (i.e. definition of active/inactive reactors, namely the 
energy storage configuration, vs time) is an extremely complex numer-
ical problem (see for example the MILP method developed/employed in 
chemical sector [55]). This is considered out of the scope of this work, 
which aims at providing a preliminary analysis on the feasibility and 
flexibility of the proposed multireactor system. To this end, an alter-
native method that defines the reactor management sequence for energy 
discharge based on heuristic strategies is employed, making use of 
simple rules that can be easily implemented in real systems. Fig. 8 shows 
the implemented strategy, which requires three power levels to be 
defined: Qlow and Qup, which are the minimum and upper bounds where 
the power output is to be maintained, respectively, and Qthres, which is 
the minimum total thermal power that the new configuration of active 
reactors shall provide after a configuration switch. Those power levels 
can be constant during discharge in order to keep the system power 
output in a relatively narrow range as demonstrated in this paper or they 
can be varied along the system discharge following a desired power 
plan. The routine starts selecting randomly a multireactor configuration 
able to provide a total thermal power between Qlow and Qup. This 
configuration, defined by a certain number (NR) of reactors in opera-
tion, is kept unvaried if the following three constraints are verified:  

• The total thermal power released at time t (Qt) is greater than Qlow.  
• Each reactor i in operation has a SOCi,t at time t higher than the 

average reactors SOC ( ¯SOCt) minus a certain ΔSOC.  
• Each reactor i on hold at time t has a SOCi,t lower than the average 

reactors SOC ( ¯SOCt) plus ΔSOC. 

The first constraint aims at keeping the total thermal power above a 
certain value but it may lead to a non-homogeneous depletion of the 
reactors, thus limiting the minimum final overall SOC and resulting in a 
lower equivalent energy density. The other two constraints aim at solve 
this issue by forcing a uniform and progressive discharge of all reactors. 
If one, or more, of the previous constraints is not verified, the reactors 
configuration is modified by progressively switching off the reactors in 
operation with the lowest SOC and switching on the reactors on hold 

with the highest SOC, thus keeping unchanged the number of reactors in 
operation. The process is repeated until (Qt) is greater than Qthres but 
lower than Qup. If there is not a combination of NR reactors able to 
provide Qthres, the number of reactors in operation is increased by one 
and the process is repeated. 

From a rigorous numerical perspective, the design of the power 
system should be optimized for the specific multireactor case discharge 
process, namely the desired power output or power profile. However, 
preliminary analyses made for the recuperative (REC) cycle using both 
CS and VS shaft show that almost negligible performance improvement 
is observed if the power plant is designed specifically for the multi-
reactor case rather than adopting the optimal design parameters calcu-
lated for single reactor case (the increase in the energy output is below 
1%). In addition, the use of a power system optimized for single reactor 
case ensures the highest flexibility in terms of operative ramp up/down 
power range. Therefore, no design optimization is performed for the 
multireactor configurations investigated in this work, which use the 
optimal design parameters calculated for the single reactor case as 
reference (see Section 5.1) to ensure large flexibility with minor effi-
ciency penalization. 

4. Thermodynamic results and discussion 

4.1. Single reactor configuration 

Variable speed (VS) shaft 
The results of the optimized REC, STIG and CC plant configurations 

that make use of a VS shaft are summarized in Table 3. All the power 
cycle designs analyzed allow for complete reactor discharge down to 
SOC close to 0% (1% in this case due to the choice of SOC step equal to 
3% during discharge) and the calculated optimal parameters are rather 
similar in all cases. The calculated optimal cycles work at a pressure 
ratio lower than 5, which allows designing compact machines with few 
axial stages or even with a single radial stage in case of small-scale ap-
plications. Fig. 9 depicts the changes in the main operating variables as 
the reactor SOC reduces during discharge for the three optimal VS shaft 

Table 3 
Optimal results for single reactor case for the three cycle configurations adopting VS shaft and REC configurations adopting CS shaft. When two values are reported, the 
first refers to maximum SOC and the second to minimum SOC (beginning and end of the discharge operation, respectively).   

VS shaft CS shaft  

REC STIG CC REC 

Optimal design parameters  

Compressor design mass flow rate (mC,n), kg/s 125.1 109.8 123.2 116.6 
Compressor nominal pressure ratio (βC,n) 4.42 4.45 4.42 4.06 
Turbine design mass flow rate (mT,n), kg/s 87.32 82.34 91.77 100.1 
Turbine nominal pressure ratio (βT,n) 2.83 3.1 3.01 3.52 
Recuperator area (AREC), m2 22,196 19,167 21,986 21,347 
HRSG area (AHRSG), m2 – 487 – – 

Discharge results (for one cycle)  

Reaction thermal power (Qreaction), MWth 51.3–25.7 49.0–25.2 51.2–25.7 51.1–35.7 
Minimum SOC, % 1% 1% 1% 59% 
Overall electric power output (Wel), MWel 21.2–11.5 20.9–11.4 24.5–12.4 21.5–15.3 
Water pump power (Wel pump), kWel – 0.5–0.17 – – 
ORC power output (Wel ORC), MWel – – 3.31–0.97 – 
Gas cycle energy output (Eel TG), MWhel 54.17 55.41 53.99 47.95 
Water pump energy consumption (Eel pump), kWhel – 0.18 – – 
ORC energy output (Eel ORC), MWhel – – 5.9 – 
Overall net energy output (Eel), MWhel 54.17 55.41 59.99 47.95 
Average net electric efficiency, % 44.3% 45.3% 48.9% 43.1% 
Discharge time, h 3.56 3.65 3.57 1.32 
Air mass flow (mair), kg/s 126.1–81.8 111.7–75.8 125.3–81.6 122.5–96.9 
Water mass flow (mvap), kg/s – 3.37–0.75 – – 
Compression pressure ratio 4.37–2.71 4.53–2.87 4.40–2.74 4.44–3.41 
Hot side Recuperator outlet temperature, ◦C 219–163 222–169 220–164 221–194 
Reactor inlet temperature (Tgas, in), ◦C 645–729 643–719 644–728 636–681 
Total water consumption, kg – 19,954 – –  

M. Astolfi et al.                                                                                                                                                                                                                                  



Energy Conversion and Management 291 (2023) 116985

11

configurations analyzed, while Fig. 10 adds more information on other 
cycle parameters only for the REC configuration. Similar trends are 
found in all cases, with a close overlap between the REC and the CC 
configurations for most of the quantities, since the two plants differ only 
in the presence of the ORC that is bottomed to the main gas cycle. Both 
the compressor and turbine pressure ratios reduce during discharge 
(Fig. 9.a), whereas the βT/βC ratio increases due to the reduction in the 
pressure drops (Fig. 10.a). It is possible to note that optimization algo-
rithm selects a turbine nominal pressure ratio that is generally lower 
than the actual one during the discharge, in agreement with the 
implemented off design performance curve of the turbine which is more 
penalized for pressure ratios lower than the nominal (see Fig. 6.a). The 
recuperator heat duty is always larger than the reactor duty and is more 
stable for the whole SOC range (see Fig. 9.b), because at reduced load 
the reduction of air mass flow rate at compressor intake (Fig. 10.d) is 
balanced by a higher maximum enthalpy difference between cold and 
hot stream (the turbine outlet temperature increases while the 
compressor outlet temperature reduces as a consequence of pressure 
ratio reduction). Considering the reduction in the global heat transfer 
coefficient during discharge, the recuperator pinch point slightly in-
creases during discharge and reaches the 30 ◦C constraint at minimum 
SOC while the reactor inlet temperature increases from nominal point 
(645 ◦C) to over 720 ◦C as effect of turbine outlet temperature increase 

(Fig. 10.d). As expected, the thermal power supplied by the reactor 
strongly reduces as the reactor SOC diminishes, and nearly halves at 
minimum SOC (see Fig. 9.b and Fig. 10.b). 

Main differences of the STIG configuration with respect to the REC 
cycle are: (i) the higher pressure ratio of the STIG cycle that also causes a 
lower recuperator duty, (ii) the lower thermal power released by the 
reactor because of the effect of the lower reactor inlet temperature and a 
lower oxygen content at the reactor inlet, (iii) the higher power output 
thanks to the increased mass flow rate in expansion although the steam 
to air ratio is always relatively low (around 3% at full SOC and 0.5% at 
minimum SOC according to the stronger reduction of the duty available 
at HRSG as reported in Fig. 9.b), (iv) the slightly higher efficiency (max 
+ 1%). Regarding CC configuration it can be noted that the optimal 
design parameters are very similar to the REC case since it is not 
convenient to penalize the top cycle (GT) efficiency in order to increase 
the flue gas stack temperatures and then increase the power output and 
the efficiency of ORC. This is due to the larger power output and effi-
ciency of the gas turbine with respect to the ORC and the limitation of 
ORC in exploiting high temperature heat sources due to thermochemical 
stability limit of organic fluids[56]. Thermal power available for the 
ORC decreases (see Fig. 9.b) during discharge causing an ORC power 
production that ranges between 3.1 MW at maximum SOC and 0.9 MW 
at minim SOC. The ORC power output contributes to a consistent 

Fig. 9. Results for the three different cycle configurations and VS shaft for single reactor case. a) compressor and turbine pressure ratio, b) Thermal power at the 
reactor, recuperator, HRSG and heat available for the ORC, c) overall power output and cycle efficiency. 

Fig. 10. Comparison between REC configuration adopting a VS shaft (top figures) and a CS shaft (bottom figures. a) turbomachinery pressure ratio, b) recuperator 
and reactor thermal power, c) operative points on the compressor map for the VS case, d) reactor gas inlet temperature and inlet mass flow rate, e) power and 
efficiency trend, f) operative points on the compressor map for the CS case. 
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efficiency increase between + 5 and 2.5 points of efficiency depending 
on the SOC level. Fig. 10.c depicts the operative map of the VS shaft 
compressor in REC case, where red dots represent operative points 
calculated with a 3% SOC discharge step for full reactor discharge from 
SOC 100% to SOC 1%. Compressor operation starts close to the map 
upper bound at maximum SOC and then moves towards lower mass flow 
rates during reactor discharge according to reactor power decay curve. 
Pressure ratio is reduced as well according to the sliding pressure 
operation of the turbine and therefore, the compressor always operates 
in the maximum efficiency region sufficiently far from the surge line. 

As can be seen in Fig. 9.c, net electric efficiencies between 41% and 
49% can be achieved for all cycle configurations, with only small vari-
ations (around 2 net points) throughout discharge despite the marked 
decrease in the power output. In all cases, the cycle efficiency increases 
at the beginning of the discharge as a result of the higher compressor 
efficiency, the progressive reduction of the cycle pressure drops and the 
higher heat exchangers effectiveness. After reaching a maximum, the 
efficiency slightly decreases mainly because turbomachinery perfor-
mance decay. Maximum in efficiency is different for the different plant 
configurations adopting VS shaft. For the REC and STIG cycles, the op-
timum takes place with a heat input equal to 60% of the nominal 
(reactor SOC = 40%), while for the CC configuration it corresponds to 
around 70% of the nominal input (reactor SOC = 60%) because of the 
penalization of ORC performance at low loads. As shown in Fig. 9.c, the 
CC configuration has the highest cycle efficiency, with values between 
48% and 49% during the entire discharge operation. This represents a 
9% increase in the total energy output with respect to the REC config-
uration. On the contrary, the efficiency gain associated to the STIG cycle 
with respect to the REC system is limited to ~ 1%. This suggests that the 
use of the STIG cycle can be avoided, thus saving the HRSG investment 
cost, the operative cost associated to water demineralization and 
avoiding water consumption (estimated to be 6000 t/yr considering 300 
charge and discharge cycles annually). 

Constant speed (CS) shaft 
Analysis of systems adopting a constant speed (CS) shaft has been 

also carried out for the REC configuration as summarized in Table 3 
while a comparison against the REC cycle with VS shaft is reported in 
Fig. 10. Also in this case, full exploitation of the compressor operative 
map is possible (see Fig. 10.f), with first and last operative points (red 
dots in the figure) close to the upper and lower bound of the envelope, 
respectively. However, operational limits of a compressor equipped with 
VIGV in terms of minimum air mass flow rate involves that the reactor 
can only be discharged to a final reactor SOC of 60% and for a total 
discharge time 1.3 h making the CS shaft configuration not attractive for 
single reactor applications. In addition, performances are lower with a 
maximum performance 1.5 points of efficiency below the VS shaft case. 

Remarks on the single reactor case 
Despite the low complexity and high efficiency associated to this 

system (see Table 3), the progressive decay in the power output during 
discharge represents a major operating constraint. It reduces the oper-
ational flexibility of the system, leaving little possibility for control 
unless dissipative methods like bypassing the turbine, the HRSG in the 
STIG configuration or bypassing the ORC in CC configuration are used. 

Another option that provides full flexibility during discharge consists of 
burning a gaseous fuel at the reactor inlet/exit to compensate for the 
reduction in the reactor thermal power output, although this comes at 
the expense of emitting CO2 to the atmosphere as discussed in the 
Introduction section. In addition, a single reactor system can be effec-
tively exploited only adopting VS shaft machines. This is not indicated 
for large scale systems unless the reactor is designed for a small power 
decay during discharge at the expenses of energy density as explained in 
Section 2.2. Therefore, the single reactor configuration may not be the 
preferred option in future CO2-free energy markets, where the possi-
bility of rapidly changing the power output is key to provide grid 
balancing services. However, it can be an interesting solution for small 
systems and short-term small renewable energy storage where the pro-
duced electricity is only a fraction of the total electricity supply and grid 
connection ensures controllability of the system. 

4.2. Multi reactor configuration 

In this work, the multireactor case consists of 10 reactors in parallel, 
each one with an energy storage capacity of 25 MWhth and a maximum 
thermal power of 10 MWth at maximum SOC (equivalent to a reactor size 
equal to 20% of the previous single reactor case but with a system 
having a double stored capacity). The analysis is carried out at fixed 
minimum (ambient) and maximum (reactor outlet) cycle temperature at 
all discharge points (see values in Table 2), meaning that in multireactor 
case the mass flow rate flowing through each active reactor depends on 
the actual SOC of the reactor and the thermal power released as reported 
in Fig. A.2 in the Annex section A.II. 

The multi reactor case analysis is carried out for both the REC and the 
CC configuration adopting CS or VS shaft. The use of STIG cycle is not 
considered in this case because of the limits already highlighted in the 
single reactor case. The two main aspects to be defined when dealing 
with a multireactor case are the target power and the definition of the 
heuristics strategies parameters in order to get a proper reactor opera-
tion and exploitation. In this study, a system operation close to 
maximum efficiency conditions is investigated. Therefore, Qlow is fixed 
at 45 MW and 35 MW for cycles using CS and VS shaft, respectively (see 
Fig. 10.e), while Qup is always set 7 MWth above Qlow. The two 
remaining parameters, namely the Qthres and ΔSOC, have to be selected 
in order to ensure a proper system operation while ensuring a deep 
system discharge and avoiding an excessive number of reactor config-
uration switches. In order to assess the impact of different values on the 
heuristic strategy parameters, a sensitivity analysis is carried out (see 
Table 4) for the REC case with CS shaft by varying Qthres between 45 and 
47 MW (corresponding to 90 and 94% of the nominal load, respectively) 
and ΔSOC between 5%, 10% and 15%; in addition a case without 
implementing ΔSOC constraints is tested (columns with ΔSOC=∞ in 
Table 4) is included. As reported in Table 4, average thermal power, 
average power output and average electric efficiencies are relatively 
stable for the Qthres and ΔSOC values tested, while main differences are 
in the number of configuration switches during discharge and the final 
overall SOC of the reactors involved. For multireactor systems operated 
only with the switching constraint related to Qlow (columns with 

Table 4 
Results for the sensitivity analysis related to Qthres and ΔSOC parameters for the REC configuration with CS shaft. Combination of Qthres equal to 47 MW and ΔSOC 
equal to 5% results in a non-feasible system operation.  

Qthres, MWth 45 46 47 

ΔSOC, % ∞ 15 10 5 ∞ 15 10 5 ∞ 15 10 5 

Average electric power, MWel 19.4 19.8 19.9 20.1 19.4 19.9 20.1 20.2 19.6 20.1 20.2 – 
Average thermal power, MWth 46.4 47.2 47.7 48.0 46.5 47.7 48.1 48.3 47.0 48.0 48.4 – 
Average net electric efficiency, % 41.82 41.8 41.85 41.84 41.79 41.79 41.81 41.81 41.79 41.8 41.77 – 
Number of reactor switches during discharge 26 27 28 36 18 21 20 26 14 15 17 – 
Minimum single reactor SOC at the end of discharge (SOCend,min), % 14.9 9.2 6.7 6.2 16.2 9.5 6.7 5.5 15.0 8.4 7.7 – 
Maximum single reactor SOC at the end of discharge (SOCend,max), % 44.9 23.1 15.3 10.6 47.1 22.9 14.7 9.3 41.3 21.8 16.0 –  
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ΔSOC=∞ in Table 4), an increase in the Qthres results in drastic reduc-
tion in the number of configuration switches during discharge (i.e. from 
26 to 14 when Qthres increases from 45 to 47 MW), leading to much 
simpler management of the discharge process. However, the final re-
actors SOC can be very heterogeneous if the ΔSOC parameter is not 
tuned properly, with some reactors still having SOC greater than 40% at 
system discharge end. The adoption of ΔSOC = 5–15% allows to 
strongly reduce the final SOC of the less exploited reactors at the end of 
the discharge process, with final SOC values around 9% in best case. 
Adoption of small ΔSOC values allows to obtain a more homogeneous 
discharge of all the reactors as highlighted by difference in final SOC 
between the fullest and emptiest reactors that reduces from over 13% to 
below 4% when decreasing ΔSOC from 15% to 5%: this result is ob-
tained at the expenses of the number of switches thus involving a more 
complex system operation. 

Fig. 11 depicts more detailed results for two selected multireactor 
cases reporting the trend vs time of the overall thermal power released 
by the reactors (a, d), the operative reactors sequence (b, e) and the 
compressor operative points on the compressor maps (c, f). Two cases 
are compared, namely the REC configuration with both CS (top figures) 
and VS shaft (bottom figures) at optimal performance, and so, with a 
Qlow fixed at 45MWth and 35 MWth respectively. Main results are also 
reported in Table 5 where also the figures for CC configurations are 
reported. Both systems are able to keep the target power rather stable for 
the whole discharging process ensuring at the same time a proper dis-
charging of the reactors with maximum SOC below 20% for the reactor 
with the larger remaining capacity. Final overall SOC is around 8% for 
the CS case and around 10.5% for the VS shaft case demonstrating the 
potential of multireactor management in getting high system depth of 
discharge ensuring the maximization of actual energy density. Dis-
charging time is different for the two systems according to the different 
average target discharge power from the reactor but average time dif-
ference between reactor configuration switches is the same and equal to 
around 14 mins. Net energy output is slightly in favor of VS shaft case 
that is characterized by higher efficiency (as already highlighted in the 
single reactor case, see Fig. 10.e) in spite of the lower overall discharged 

energy for the reactors. Regarding the reactors management (Fig. 11.b 
and Fig. 11.e), it is possible to appreciate the operation of each single 
reactor through the whole discharge process (horizontal lines identify 
reactors on hold while sloped lines correspond to reactors in operation) 
and to highlight that the minimum number of reactors running in par-
allel increases from 5 (CS shaft) and 4 (VS shaft) at system maximum 
SOC up to 9 (CS) and 7 (VS) out of 10 at process end. Two additional 
lines are outlined on Fig. 11.a and Fig. 11.d, namely the maximum (red) 
and minimum (yellow) thermal power that could be supplied by the 
multireactor system at any time, just by modifying the configuration of 
active/inactive reactors available at that precise moment, whilst 
respecting system operability (i.e. compressor minimum and maximum 
air mass flow rate, which gives an idea of the flexibility of the system). 
For the CS shaft case, it is possible to increase the power output by 8.5% 
and to reduce it by 21.3% on average with the multireactor REC 
configuration, providing a moderate flexibility in the electrical supply to 
the grid. A more flexible discharge operation is possible when using a 
REC configuration with VS shaft as shown in Fig. 11.d: this system can 
provide a wider power range in terms of power ramp up and ramp down 
allowing an increase power output by 37.8% and reduce it down to 50% 
on average just by changes in the configuration of active/inactive re-
actors available at any time, while operating in the region of maximum 
efficiency. Fig. 11.c and Fig. 11.f shows the operating points on the 
compressor operative maps and it is possible to note that most of them 
are located in a narrow range close to compressor maximum efficiency 
region and that pressure ratio slightly decreases during the discharge 
process, since the air mass flow rate is split on a higher number of re-
actors in parallel leading to lower overall pressure drops. 

Remarks on the multi reactor case 
These results show that adoption of a multireactor system allows the 

system power output to be controlled by varying the configuration of 
active/inactive reactors throughout discharge. In these systems, a rather 
constant power output can be kept with only limited fluctuations during 
discharge. Alternatively, power output can be ramped up or down in a 
wide range, especially if a variable speed (VS) shaft is adopted. More-
over, the use of a multireactor solution enables to reach deep energy 

Fig. 11. Comparison between REC configuration adopting CS shaft (top figures) and VS shaft (bottom figures) in multireactor configuration. a-d) Thermal power 
released by the active reactors plus maximum and minimum allowable reactors overall power output at a certain time step, b-e) actual SOC of all reactors as a 
function of time, c-f) compressor operating points on compressor map. Results are obtained for Qthres = 46 MWth, Qmin = 45MWth and Qmax = 52 MWth for the CS 
shaft case and Qthres = 36 MWth, Qmin = 35MWth and Qmax = 42 MWth for the VS shaft case. A ΔSOC = 10% is adopted in both cases. 
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storage discharge in all reactors, thus maximizing utilization of the 
reactor capacity also in presence of a narrow compressor operative map 
as in CS shaft cases. Therefore, the multireactor configuration is a 
promising solution for both small-medium size applications and large 
scale systems adopting compressors provided by VIGV in CS shaft 
configuration. Effective reactors management requires frequent reactor 
switching to keep the power close to a target value, as well as a precise 
control of the air mass flow rate flowing through each reactor in order to 
reach homogeneous outlet temperatures and avoid overtemperature for 
operating reactors at higher SOC, which may represent a technical 
challenge considered the high temperatures at reactor inlet. These re-
sults, still far from a rigorous energy storage management optimization, 
highlight that it is possible to effectively exploit the energy available in a 
multireactor configuration using simple control tools. 

5. Preliminary economic analysis and system layout 

A preliminary economic analysis of the single and multi-reactor 
configurations investigated above is carried for cases A.1 and A.2 
(decarbonized energy production from fuels) and case B (energy storage 
from renewables through hydrogen production) described in section 2.2. 
The selected figure of merit is the levelized cost of produced energy 
(LCOE), which is calculated for the different designed CLC systems by 
means of the following equation: 

LCOE =

∑N
y=0

[(
CAPEXy + OPEXy + cES,y EthC,y

)
(1 + r)− y ]

∑N
y=0

[
(EelD,y)(1 + r)− y

] (9) 

In the above expression, CAPEXy and OPEXy represent the annual-
ized capital and annual operational costs at a year y, respectively, r is the 
discount rate, N is the plant lifetime, cES,y is specific cost (€/MWhth) of 

the primary energy source (i.e. the cost of fuel gas or green hydrogen for 
cases A.1/A.2 and B, respectively) referred to the energy stored in the 
reactor during the charging process (EthC,y), and EelD,y stands for the 
electrical energy produced in the discharging process in one year of 
operation. 

For sake of simplicity, the LCOE can be also calculated considering a 
reference year y of operation as: 

LCOE =

[
CAPEX CCF + ¯OPEXfix,y

ĒelD,y

]

+

[

¯OPEXvar,y +
c̄ES

η̄pb,yηr

]

(10) 

In this case, CAPEX is multiplied by the Carrying Charge Factor 
(CCF), which represents the fraction of the capital cost to be amortized 
every year of operation. The adopted CCF value in this work is equal to 
0.094, according to assumed values of discount rate and system lifetime 
shown in Table 6. This formulation of LCOE is split in two terms: the first 
one represents the system yearly fixed cost (including both CAPEX and 
average fixed OPEX costs, ¯OPEXfix,y), while the second one represents the 
average annual variable costs due to operation and maintenance activ-
ities ( ¯OPEXvar,y) and charging (c̄ES) [57]. In equation (10), η̄pb,y is the 
average power block conversion efficiency, which is equal to the ratio 
between the electrical and the thermal energy released from the reactor 
in one year of operation (EelD,y and EthD,y, respectively). Moreover, ηr is 
the reactor charging efficiency, namely the ratio between EthD,y and the 
energy stored (charged) in the reactor in one year of operation (EthC,y). 
In this work, a CLC reactor charging efficiencyηr = 0.9 is assumed ac-
counting for the heat dissipated during heating and cooling processes 
taking place during discharge and charge stages, respectively. 

For a given CLC system having a certain CAPEX, OPEX and effi-
ciency, the LCOE value mainly depends on the following two parame-
ters, as highlighted in equation (10): 

• Number of charging/discharging cycles per year, since this param-
eter directly affects the yearly electrical energy yield (EelD,y). In this 
work a daily cycling operation is considered, assuming 300 charge/ 
discharge cycles a year (system availability equal to 82%).  

• The primary energy source specific cost ( ¯cES), referred to the thermal 
energy stored in the charging process. Neglecting this latter term is 
equivalent to assume fuel for free (i.e. zero cost opportunity fuel in 
Case A). This is a very particular condition and may, therefore, lead 
to misleading results especially when comparing technologies that 
have different capital cost and round trip efficiency [57–59]. How-
ever, it is particularly interesting when discussing the use of biogas or 
other opportunity fuel gases, during the energy charging steps of the 

Table 5 
Multireactor cases results for both REC and CC configurations adopting CS and VS shaft when operated close to maximum performance.   

CS shaft VS shaft  

REC CC REC CC 

Average reactors overall thermal power, MWth 48.1 48.1 38.3 38.3 
Number of reactor switches during discharge 20 20 25 25 
Minimum single reactor SOC at discharge end (SOCend,min), % 6.7 6.7 10.5 9.3 
Maximum single reactor SOC at discharge end (SOCend,max), % 14.7 14.7 19.8 15.8 
Average net electric power (Wel), MWel 20.1 22.9 16.7 18.6 
ORC power (Wel ORC), MWel – 3.28–2.54 – 2.38–1.69 
Gas cycle energy output (Eel TG), MWhel 96.33 96.02 96.21 97.33 
ORC energy output (Eel ORC), MWhel – 13.59 – 11.52 
Net energy output (Eel), MWhel 96.33 109.61 96.21 108.85 
Net electric efficiency, % 41.81 47.58 43.6 48.6 
Discharge time, h 4.79 4.79 5.77 5.85 
Air mass flow (mair), kg/s 122.1–110.7 122.1–110.6 110.2–96.6 109.6–96.3 
Compression pressure ratio 4.44–3.87 4.44–3.8 3.77–3.22 3.79–3.25 
Recuperator outlet temperature, ◦C 222–206 222–207 198–180 198–180 
Reactor inlet temperature (Tgas, in), ◦C 655–637 654–637 692–668 691–666  

Table 6 
General assumptions for the economic analysis.  

parameter value 

Discount rate, r (%) 8 
Plant lifetime, N (years) 25 
Carrying Charge Factor, CCF 0.094 
Number of charging/discharging cycles per year 300 
Reactor charging efficiency,ηr 0.9 
Balance of plant, BOP 20% of CAPEX 
Total as spent cost, TASC 1.22 (CAPEX + BOP)  
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system. Assumptions related to ¯cES calculation are reported below in 
Section 5.2. 

5.1. CAPEX and OPEX evaluation 

The total investment cost (CAPEX) of the system is obtained as the 
sum of each equipment cost, then multiplied by 1.2 to account for 

Balance of Plant (BOP) cost related to piping and instrumentation and by 
1.22 in order to account for financing and other owner costs (see 
Table 6). In this work, the cost associated to each component is calcu-
lated adopting the following assumptions:  

• Reactor. The specific cost of the novel CLC reactor, despite being 
largely uncertain at present, is assumed to be of 81 k€2020/m3 

(including BOP), with an average scale factor of 0.8 on reactor vol-
ume (see Table 7). This value has been calculated as an average from 
economic data provided by two reference CLC projects that make use 
of pressurized packed bed CLC reactors (Ascent and Democlock, see 
REFs [60]). No additional costs have been considered for the iron- 
based oxygen carrier material (Cases A.1 and B), which is inexpen-
sive and assumed to be included in the reactor cost (as in [61]). 
However, a reactor specific cost multiplier equal to 2 is applied for 
Case A.2 to account for the high cost of nickel solids. In the multi-
reactor configuration, the individual reactor reference specific cost 
can be expected to be lower than that of a single reactor, since it 
would be possible to adopt a single insulated case with different 
separated reactor sections connected by piping to the same manifold, 
instead of using several separeted insulated reactors. However, the 
same specific cost as in the single reactor case has been assumed to 
take into account possible cost increases related to the more complex 
management of reactors discharge. 

Table 7 reports the CAPEX (BOP and financial costs included) for 
the reactors investigated in this paper. The calculated specific single 
reactor cost ranges between 20 and 56 €/MWhth, with the lowest 
value attainable in Case B which is characterized by the higher en-
ergy density, and the highest cost corresponds to Case A.2 using a Ni- 
based oxygen carrier. For multireactor case, the specific cost in-
creases by 38% according to scale economies. 

• Gas cycle and ORC plant. Estimation of the power plant cost re-
quires knowledge of the specific cost of each component, i.e. 
compressor, turbine, recuperator and generator (plus ORC for the CC 
configuration, and HRSG and water pump for the STIG configura-
tion). In spite of the very common use of gas turbine cycles, cost 
estimations for each individual piece of equipment (mainly 
compressor and expander) are not widely available in the open 
literature because these plants are commercialized as a unique 
package. The choice of the compressor and expander cost correla-
tions in this work is based on the comparison of references [62–67], 
as detailed in the Appendix section A.III. The selected cost correla-
tions are summarized in Table 8, together with the cost correlation 
for all the other cycle components (a $2020 to €2020 conversion factor 
equal to 0.88 is adopted). ORC cost has been derived from literature 
[68]. 

Regarding OPEX costs, the following values have been adopted: Gas 
cycle fixed O&M = 6.15€/kWel per year, Gas cycle variable O&M = 0.6 
€/MWh, ORC fixed O&M = 2% of ORC investment cost per year [69,70]. 

Table 9 reports the capital cost breakdown for the five cycle con-
figurations considered in this work (cycle CAPEX is the same for both the 
single and multireactor options), as optimized for the single reactor case. 
As can be seen, capital and specific cost of REC and STIG configurations 
are very similar. However, the specific cost of CC configuration is around 
25% larger because of the additional cost of the ORC unit. A rigorous 
validation of the calculated overall power plant investment cost cannot 
be carried out because low pressure ratio recuperative gas cycles are not 
a common solution for multi-MW plants. This plant configuration is 
generally adopted for microchp solution [74,75] with radial machines, 
with Mercury 50 [76] representing the unique example for large scale 
systems (4.6 MW multistage axial turbomachinery recuperative 

Table 7 
Reactor CAPEX (BOP and financial costs included) for the single reactor case and 
for each reactor in multireactor case.   

Single reactor case Multireactor case  

Cost, 
k€ 

Specific cost, 
€/MWh 

Cost per 
reactor, k€ 

Specific cost, 
€/MWh 

Reactor capacity, 
MWhth 

125 25 

Reactor CASE A.1 
(Fe-based) 

5540 44.7 1530  61.7 

Reactor CASE A.2 
(Ni-based) 

6900 55.7 1910  76.9 

Reactor CASE B 
(Fe-based) 

2490 20.1 690  27.8  

Table 8 
Selected CAPEX correlations for each equipment in the analyzed system.  

Component Cost correlation in €2020 Range Ref. 

Reactor (BOP 
included) 

81000(VR)
0.8   

Turbine 9174(min)(β)0.5
( η

1 − η

)0.85 min = 25–455 
[kg/s] 
β = 5–15 

[63] 

Compressor 4281(min)(β)0.45
( η

1 − η

)0.45 min = 25–455 
[kg/s] 
β = 5–15 

[63] 

Recuperator 996.139(A)0.78 NA, A [m2] 
[64] 

HRSG − 0.5601(A)2
+ 1315.3(A) +

207749 
A < 800 [m2] 

[71] 

Water pump 1354.98(Wel)
0.3 0.4<Wel < 30 

[MW] [72] 

Generator 2317(Wel)
0.5463 4–750 [MWel] [73] 

ORC (BOP 
included) 

6370(Wel)
0.8 1–10 [MWel] [68]  

Table 9 
CAPEX cost breakdown for the five cycle configurations optimized in this work. 
VS shaft plants are used in both the single reactor and the multireactor case 
while CS shaft plants are adopted only for multireactor cases. Water pump cost 
has been calculated but not reported in table considering its almost negligible 
contribution in cost.   

VS shaft CS shaft  

REC STIG CC REC CC 

Turbine, k€ 8723 8609 9455 12,785 12,923 
Compressor, k€ 2569 2256 2523 2254 2204 
Recuperator, k€ 2446 2181 2428 2372 2373 
Generator, k€ 534 530 579 539 0 
HRSG, k€ 0 715 0 0 0 
Water pump, k€ 0 0 0 0 0 
ORC (BOP inc), k€ 0 0 4169 0 4169 
BOP, k€ 2855 2858 2997 3487 3616 
Financial, k€ 3768 3773 4873 4603 5690 
CAPEX, k€ 20,895 20,924 27,024 25,528 31,556 
Specific cost, k€/kWel 988 1003 1103 1187 1283  

M. Astolfi et al.                                                                                                                                                                                                                                  



Energy Conversion and Management 291 (2023) 116985

16

turbine). Anyway, the specific cost of the REC cycle plant calculated in 
this work (i.e. ~ 1000 €/kWel, ~800 €/kWel if the recuperator cost is 
excluded) is around twice the reference cost for commercial gas cycles in 
simple cycle configuration (around 440-490€/kWel [77]). This large 
difference is even more marked when considering that commercial 
turbines adopt higher pressure ratios (i.e. higher number of stages) and 
include the combustor and expansion cooling, thus increasing the spe-
cific cost of blades manufacturing well above that of the turbines 
considered in this study. Therefore, it seems that the correlations 
available (see Table 8) to estimate individual components cost from 
literature may lack in considering the effect of large scale economies and 
may lead to a likely overestimation of the expander cost which results 
around 4 times the compressor cost, as shown in Table 9. Thus, it should 
be highlighted that a conservative estimation of the cycle cost is per-
formed in this work and that consistent LCOE reductions can be obtained 
by exploiting scale economies in the manufacturing of cycle 
components. 

5.2. Charging cost evaluation 

The specific fuel charging cost cES (second term of equation (10)) can 
be calculated with equation (11) for the different investigated cases. 

cES =
cf Δhratio

LHV
(11)  

where cES is expressed in €/MWhth of power stored in the reactors, cf is 
the cost of fuel in €/kg, LHV is the fuel lower heating value in MWhth/kg. 
Finally, Δhratio is ratio between the LHV of the fuel and the heat of re-
action of the oxidation process in the reactor, which depends on the 
combination of both adopted fuel and metallic oxygen carrier (0.731, 
0.851 and 0.896 for cases A.1, A.2 and B, respectively).  

• Case A. If a high H/C fuel gas is adopted as reducing gas, the 
products from the charging phase are primarily water and carbon 
dioxide when large fuel gas conversion conditions are targeted as 
assumed in this work. The cost of fuel has been assumed equal to 0.37 
€/kgCH4 in case of biogas (having a content of 65%vol. CH4 and 35% 
vol. CO2) [78], while in case of natural gas a value equal to 0.35 €/kg 
(average price at 2020 [79]) is adopted. If CCS is implemented to 
obtain decarbonized electricity from natural gas or negative emis-
sions from biofuels, an additional cost equal to 20 €/ton of CO2 is 
considered accounting for both the capital cost of the CPU, the 
equivalent CPU electrical consumption and the CO2 transportation 
and storage cost. Moreover, savings related to avoided CO2 emissions 
have been considered with a carbon tax (CT) ranging from 50 €/ton 
to 100€/ton of emitted CO2. 

Results for the reference case without CCS are presented in 
Table 10, as well as a sensitivity analysis varying the carbon tax value 
and the cost of natural gas by + 300% with respect to the reference 
value (peak price in 2022) [80]. Results for Case A are independent 
of system dimension and reactor overall stored energy, and are only 

little affected by the selected oxygen carrier, with values in the range 
18.4–22.7 €/MWh (+16% using Ni in Case A.2 with respect to the 
use of iron in Case A.1). Adoption of CCS increases cES by around 
23% and 16% in case of biofuel and methane, respectively. However, 
the specific fuel charging cost is remarkably reduced when including 
the positive effect of carbon tax, leading to close to zero cES for 
carbon tax of 100€/tonCO2 if biogas is employed for both A.1 and A.2 
cases. In the case of natural gas, minimum cES is limited to 7–8 
€/MWh for cases A.1 and A.2 at 2020 methane price, respectively, 
but rises at 62-72€/MWh if 2022 peak methane price adopting CCS 
and and carbon tax of 100€/tonCO2.  

• Case B. Green H2 is used as reducing gas in this case, and Proton 
Exchange Membrane (PEM) electrolyzer is selected as state-of the art 
technology. Its electrical efficiency is assumed equal to 70% referred 
to H2 LHV [59] considering that values in literature range between 
60% and 80% [81–83] depending on the utilization factor. Electro-
lyzer specific cost depends on size and annual production rate [84]. 
In this work, a specific cost equal to 750 €2020/kWel (including BOP) 
is assumed for a 10 MWel PEM electrolyzer, with an average scale 
factor of 0.75 [81]. Moreover, a charging cycle duration of 12 h is 
assumed in order to reduce PEM electrolyzer size and cost. PEM 
electrolyzer fixed O&M has been assumed equal to 18 €/kW per year 
(year 2020) and electricity cost is taken as 30 €/MWh. The equiva-
lent calculated hydrogen price ranges between 2.7 €/kg H2 if a full 
scale 10 MW electrolyzer is considered, and 3.7 €/kg H2 if scale 
economies are not exploited and several modular 1 MW commercial 
PEM technology modules are installed in parallel. These values are in 
good agreement with the literature, where green H2 costs between 
2.2 and 6.6 €/kg H2 are reported [85]. Final costs do not include 
incentives that can benefit the exploitation of off-peak electricity for 
the production of green hydrogen and/or energy storage. 

Results are summarized in Table 11. As can be seen, the stored 
capacity (number and size of reactors) affects the PEM dimension 
and thus, the cost of fuel. However, increasing the storage dimension 
by a factor of 4 only results in a decrease of cES equal to 11.3%. On 
the contrary, cost of electricity largely affects fuel cost, and a vari-
ation of + 50% reflects in a cES variation between + 26% and + 30% 
depending on the storage size. Considering for future years a specific 
cost decrease for multi-MW PEM electrolyzer down to 615 €/kWel in 
2030 and 330 €/kWel in 2050 [86], and a reduction of OPEX down to 
8 €/kWyear (year 2050), a reduction of cES is attainable in the range 
of –22%-26%. Finally, if scale economies are not exploited and 
modular 1 MW current PEM technology modules are installed in 
parallel, the cES value increases from + 36% up to 54% depending on 
the energy storage capacity. 

5.3. LCOE evaluation 

In order to isolate the effect of the specific fuel cost, the share of 
LCOE due to the equipment (LCOEsystem) is first calculated for the 

Table 10 
Charging cost of cases A.1 and A.2: use of biofuels or natural gas.  

Fuel Biofuel Natural gas 

Case A.1 A.2 A.1 A.2 

Oxygen Carrier Fe Ni Fe Ni 
Δhratio 0.731 0.851 0.731 0.851 
CO2 emissions, kg CO2/kg fuel 1.71 2.75 
cES ref. case without CCS (€/MWhth) 19.5 22.7 18.4 21.4 

Relative cES variation with respect to refence case 

With CCS + no Carbon tax +22.9% +15.7% 
With CCS + Carbon tax 50 €/tonCO2 − 34.3% − 23.6% 
With CCS + Carbon tax 100 €/ton CO2 − 91.5% − 62.9% 
With CCS + Carbon tax 100 €/ton CO2 + Fuel cost + 300% ref. value – +237.1%  

M. Astolfi et al.                                                                                                                                                                                                                                  



Energy Conversion and Management 291 (2023) 116985

17

different investigated cases (A.1, A.2 and B), the different configurations 
(REC, STIG and CC) and reactor arrangements (single and multireactor). 
LCOEsystem is obtained as the sum of LCOEcycle (related to thermody-
namic cycle cost), LCOEreactor (related to reactor cost) and OPEX (both 
fixed and variable related to the gas cycle and fixed related to the ORC) 
and thus excluding the charging cost. As can be seen in Table 12 for the 
single reactor scheme, the lowest calculated LCOEsystem corresponds to 
the STIG configuration in all cases. However, the additional use of water 
may discourage the use of this cycle configuration, as discussed in Sec-
tion 4.1. Therefore, REC configuration with a VS shaft is identified as the 
most promising process scheme for single reactor applications, having 
LCOEsystem only 2–3% higher than STIG configuration and 18% lower 
than CC configuration, where the higher cost associated to the ORC unit 
are not compensated by a sufficient increase of energy output. Case B 
adopting green hydrogen in charging process and Fe/Fe2O3 based 
reactor is the most economic case thanks to the higher storage energy 
density and the lower LCOEreactor. Similarly for Cases A the use of iron- 
based oxygen carrier materials (cases A.1) results in the most affordable 
solution, leading to reductions in LCOEsystem larger than 4% with respect 
to reactors using nickel solids where the larger energy density (+80%) 
cannot compensate the cost increase due to material cost. The same 
trends are found for the investigated multireactor configuration (see 
Table 12), with VS shaft REC cases using iron-based materials leading to 
lower LCOEsystem values: final values are however higher than in the 
single case both because of the higher cost of the storage that is formed 
by smaller reactors that cannot fully exploit scale economies and the 
lower storage final depth of discharge due to the goal of operating the 
power block at stable power output. 

Fig. 12 reports the final LCOE including also charging cost. Analysis 
is extended to larger energy storage systems (up to 500MWh) consid-
ering for the single case the adoption of different reactors deployed in 
series (from 1 reactor as discussed in section 4.1 to 4) while for the 
multireactor case a different number of reactors in parallel (from 10 as 
discussed in section 4.2 to 20). For Case A.1 it is possible to highlight 
that with biofuels and cheap natural gas it is possible to reach LCOE of 

around 200 €/MWhel for the single reactor case, and values around 
100 €/MWh for larger systems. If CCS is implemented and CT is 
considered for savings related to avoided CO2 emissions, then the LCOE 
can be reduced in the range 60–160 €/MWhel. Peak price of natural gas 
in 2022, also in presence of very favorable CT, leads to a strong LCOE 
cost increase with final values ranging between 225 and 325 €/MWh 
depending on storage capacity. Case A.2 implies an increase of LCOE 
between 10 and 30€/MWhel depending on storage capacity and fuel cost 
confirming that the use of Ni-based oxygen carries materials is not 
preferable with respect to the use of Fe-based case (Case A.1). Conclu-
sions for Case B are rather similar with the main difference that the 
minimum achievable LCOE, in spite of the lower LCOEsystem, is very high 
according to the values for charging cost (above 60 €/MWhel in the 
reference scenario). Considering cheap electricity and future PEM 
electrolyzer cost, the final LCOE can be reduce in the range 125–220 €/ 
MWhel. The adoption of a multireactor configuration, with the simpli-
fied management strategies proposed in this work, involves an increase 
of LCOE between 10 and 20€/MWhel depending on the Case and the 
storage capacity, without penalizing excessively the economic perfor-
mance of the system but unlocking the possibility to provide highly 
remunerated services on the balancing market. At current component 
costs, the proposed solution can be competitive against vanadium redox 
flow batteries (350–400 €/MWhel), Lithium-ion batteries (300–330 €/ 
MWhel) and lead acid batteries (200 €/MWhel) but without the issues 
related to ageing, wearing, reduced performance and limited lifetime 
that characterize electrochemical batteries. Moreover, the proposed 
technology can potentially provide an interesting alternative for long 
duration seasonal storage applications if the reactors could be emptied 
and refilled using material stored in inexpensive solid vessels at ambient 
temperature, whilst dramatically reducing the number of reactors. The 
proposed CLC concept could be also applied to decarbonization of other 
sectors, like naval freight transportation. In this case, reactors could be 
exploited in a power cycle where the turbomachinery shaft is connected 
(directly with a gearbox or indirectly through a generator-motor system) 
to the ship propeller. The use of a multireactor configuration would 

Table 12 
LCOEsystem breakdown for seven selected CLC system configurations.  

Stored energy 125 MWhth 250 MWhth 

Reactors operation Single reactor 2 reactors in series 
125 MWh each 

10 reactors in parallel 
25 MWh each 

Shaft VS VS VS CS 

Plant type REC STIG CC REC STIG CC REC CC REC CC 

LCOEcycle, €/MWh 120.5 117.9 140.7 60.2 59.0 70.3 67.8 77.5 82.8 89.9 
LCOEreactor A.1 (Fe), €/MWh 31.9 31.1 28.8 31.9 31.1 28.8 49.6 43.8 49.5 43.5 
LCOEreactor A.2 (Ni), €/MWh 39.8 38.9 35.9 39.8 38.9 35.9 61.8 54.6 61.7 54.2 
LCOEreactor B (Fe), €/MWh 14.4 14.0 13.0 14.4 14.0 13.0 22.3 19.71 22.3 19.6 
LCOEOPEX, €/MWh 8.6 8.3 13.6 4.6 4.5 6.5 5.1 7.8 5.2 7.7 
LCOEsystem CASE A.1 (Fe) 161 157.3 183.1 96.7 94.6 105.6 122.5 129.1 137.5 141.1 
LCOEsystem CASE A.2 (Ni) 168.9 165.1 190.2 104.6 102.4 112.7 134.7 139.9 149.7 151.8 
LCOEsystem CASE B (Fe) 143.5 140.2 167.3 79.2 77.5 89.8 95.2 105.0 110.3 117.2  

Table 11 
Charging cost of CASE B adopting green hydrogen.  

Fuel Green H2 

Oxygen Carrier Fe 
Δhratio 0.896 
Storage capacity, MWhth 125 250 375 500 
cES ref. case for 300 cycle a year (€/MWhth) 72.4 68.0 65.8 64.3 

Relative cES variation with respect to reference case 

Cost of electricity + 50% +26.5% +28.2% +29.2% +29.8% 
Cost of PEM at 2050 − 26.1% − 24.2% − 23.1% − 22.4% 
Modular 1 MW PEM +36.7% +45.5% +50.5% +53.9%  
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allow to have a flexible power system able to vary propeller speed in a 
relevant range but also to keep the cruise speed stable. However, a 
techno-economic analysis of these options if considered out of the scope 
of the present work. 

5.4. System layout 

Finally layout arrangement of the plant based on volume calculations 
is proposed in Fig. 13 for the multireactor case in recuperative configu-
ration. The ten reactors are displayed in a U-tube arrangement to have 
the inlet and outlet manifold on the same energy storage side and 
reducing piping length (as well as the length occupied by the reactors). 

Air after intake filtering section enters the compressor and is then sent 
(light blue piping) to the recuperator mounted on the top of turboma-
chinery, as proposed by Mercury 50 assembly [76]. Heated air exiting 
from the recuperator flows (through the yellow piping) towards the en-
ergy storage reactor system, where it is split and fed to the active reactors 
by controlled valves. Air is collected at reactor exit at high temperature 
and sent back to the power plant (red piping), where it is expanded, 
cooled in the recuperator and released to the environment at the stack. 
Estimated land occupation is around 400 m2. This value increases by at 
least a factor 2.5 in Case B to account for the electrolyzer island, which 
has an overall footprint of around 700 m2 for a 30 MW system made by 5 
MW PEM modules and all the required equipment [87]. 

Fig. 13. Layout of a REC plant configuration in multireactor arrangement.  

Fig. 12. Analysis of LCOE for the REC configuration with VS shaft for a) Case A.1 (Fe) b) Case A.1 (Ni) and c) Case B. In each chart the lower continuous line refers to 
the single reactor case LCOEsystem (and single reactors in series for larger capacity) while other continuous lines refer to the final LCOE attainable with different 
charging costs (cES) for the single reactor case. Colored areas highlight the final LCOE depending on the charging cost according to the sensitivity analysis proposed. 
Dotted line refers to the multi reactor case LCOEsystem. 
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6. Conclusions 

This paper focused on the techno-economic viability of a novel CLC 
reactor concept for back-up/energy storage uses integrated with a gas 
power cycle. The paper deals with all the relevant aspects related to the 
design, the performance evaluation and the economical assessment of 
this technology through the implementation of ad hoc models for the 
characterization of the reactor behavior, the power plant design opti-
mization with integrated off design analysis, the definition of heuristic 
strategies for the multi reactor management and the comparison based 
on LCOE against other energy storage technologies. The main outcomes 
of this work are listed below:  

• High energy densities between ~ 800 and 2200 kWhth/m3 can be 
attained in the reactor when using iron- or nickel-based oxygen 
carrier materials, providing capability for decarbonization of energy 
production or renewable energy storage while at the same time being 
able to provide a control of the air flow outlet temperature thanks to 
the diffusionaly based process;  

• Successful integration of the reactor in recuperative, steam injected 
gas turbine and combined power cycles is possible in both the single 
and multireactor cases, achieving cycle efficiencies up to 44–49%. 
However, the use of STIG cycles is not recommended due to the in-
crease in complexity and operative costs related to water consump-
tion with respect to the recuperative system, which are not 
sufficiently compensated by the modest efficiency gain.  

• The use of a VS shaft compressor is the preferred option in the single 
reactor configuration to manage the unavoidable decay in reactor 
power output during discharge, whilst ensuring deep reactor 
discharge.  

• Larger flexibility can be achieved when using a multireactor 
configuration, allowing a nearly-constant power output to be sus-
tained for more than 4 h under the investigated conditions. Deep 
reactor discharge can be attained in both the VS and CS multireactor 
cases, with the former providing additional flexibility during 
discharge.  

• A preliminary economic analysis of these systems indicates that the 
LCOE associated to the process is largely affected by the specific cost 
of the fuel used during the reduction stage. The use of Iron solids as 
oxygen carrier material leads to more competitive values than the 
Nickel-based cases under the assumptions considered, with LCOE 
ranging between ~ 125 and 200 €/MWhel when using biogas or 

natural gas for the charge stage, which can be even reduced down to 
60€/MWhel in case of high carbon tax values. If the reactor is used for 
renewable energy storage as an alternative to the storage of pres-
surized or liquefied hydrogen, LCOE increases up to ~ 215–320 €/ 
MWhel due to the large investment cost associated to the PEM elec-
trolyzer and thus, the higher charging cost.  

• The results obtained in this work show that the proposed concept for 
back-up power and energy storage can be competitive against elec-
trochemical energy storage options (batteries), also providing addi-
tional lifetime advantages. 

Next step of this study will focus on alternative uses for long duration 
energy storage adopting refillable reactors and decarbonization of the 
freight transport sector. 
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Appendix 

A.1. Table of coefficients for reactor correlations  

Table A.1 
Coefficients to be adopted for the calculation of Qreaction and Qgas as function of independent parameters.  

term Qreaction Qgas term Qreaction Qgas 

intercept  − 21.1  − 31.3 Tgas,in  2.65⋅10− 2  2.43⋅10− 2 

ln(SOC)  76.4  73.5 ln(SOC) ⋅ (xO2,in)  − 3.84⋅102  − 3.66⋅102 

(SOC)0.5  − 62.7  − 58.0 (SOC)0.5 ⋅ (xO2,in)  2.08⋅102  1.80⋅102 

SOC  3.18  2.89 (SOC)0.5 ⋅ (xO2,in)2  5.11⋅102  5.25⋅102 

(SOC)2  1.77⋅10− 2  1.54⋅10− 2 (SOC) ⋅ (xO2,in)  − 4.92  − 3.31 
(SOC)2.5  − 3.84⋅10− 3  − 3.58 ⋅10− 3 (SOC) ⋅ (xO2,in)2  − 58.7  − 58.4 
(SOC)3  1.97⋅10− 4  1.84⋅10− 4 (SOC)2 ⋅ (xO2,in)2  2.42 ⋅10− 1  2.27 ⋅10− 1 

xO2,in  5.35⋅102  5.68⋅102 ln(SOC) ⋅ ln(mgas,in)  − 2.31 ⋅10− 1  − 2.87 ⋅10− 1 

(xO2,in)2  − 1.11⋅103  − 1.16⋅103 (SOC)2 ⋅ ln(mgas,in)  − 1.03 ⋅10− 4  − 7.78 ⋅10− 4 

(mgas,in)0.5  − 2.92  − 2.31 ln(SOC) ⋅ ln(Tgas,in)  6.71 ⋅10− 1  6.16 ⋅10− 1 

mgas,in  8.83⋅10− 2  6.83⋅10− 2 (SOC) ⋅ (Tgas,in)  2.85 ⋅10− 5  3.48 ⋅10− 5 

(Tgas,in)0.5  3.38⋅10− 1  4.23⋅10− 1 (SOC)2 ⋅ (Tgas,in)0.5  1.35 ⋅10− 4  1.27 ⋅10− 4  
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A.2. Off-design resolution scheme

Fig. A2. Off-design numerical routine for the stig cycle showing the interdependency among the different thermodynamic points, assumptions and calcu-
lated quantities. 

Thermodynamic points calculation procedure 

T0 = Tamb, p0 = pamb, h0 = h(T0, p0, air), s0 = s(T0, p0, air)

T1 = T(p1, h1, air), p1 = pamb − Δpfilter, h1 = h0, s1 = s(T1, p1, air)

T2is = T(p2is, s2is, air), p2,is = p1⋅βC, h2,is = h
(
p2,is, s2,is, air

)
, s2,is = s1  

T2 = T(p2, h2, air), p2 = p2is, h2 = h1 +
h2is − h1

ηC
, s2 = s(p2, h2, air)

T10 = Tamb, p10 = pamb, h10 = h(T10, p10,w), s10 = s(T10, p10, w)

T2 = T
(
p12, xvap = 1,w

)
, p12 = p2, h12 = h

(
p12, xvap = 1,w

)
, s12 = s(p12, xvap = 1,w)

T11is = T(p11is, s11is,w), p11is = p12 +ΔpHRSGcold, h11is = h(p11is, s11is,w), s11is = s10  

T11 = T(p11, h11,w), p11 = p11is, h11 = h10 +
h11is − h10

ηp
, s11 = s(p11, h11,w)

mmix,in = mair +mvap, composition (mixin)

T3 = T(p3, h3,mixin), p3 = p2 = p12, h3 =
h2⋅mair + h12⋅mvap

mmix,in
, s3 = s(p3, h3,mixin)

T4 = Tgas,in, p4 = p3 − ΔpRECcold, h4 = h(T4, p4,mixin), s4 = s(T4, p4,mixin)
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mmix,out = mmix,in − mO2,react, mO2,react =
∑n=reactors

i
f
(
SOC, T4, xO2(mixin)

)
, composition (mixout)

T5 = Tout,react, p5 = p5 − Δpreact, h5 = h(T5, p5,mixout), s4 = s(T4, p4,mixout)

T6is = T(p6is, h6is,mixout), p6is = p0 +Δpsil +ΔpHRSGhot +ΔpREChot, h6is = h(p6is, s6is,mixout), s6is = s5  

T6 = T(p6, h6,mixout), p6 = p6is, h6 = h5 − (h2is − h1)⋅ηT , s6 = s(p6, h6,mixout)

T7 = T(p7, h7,mixout), p7 = p6 − ΔpREChot, h7 = h6 −
(h4 − h3)⋅mmix,in

mmix,out
, s7 = s(p7, h7,mixout)

T8 = T(p8, h8,mixout), p8 = p7 − ΔpHRSGhot, h8 = h7 −
(h12 − h11)⋅mvap

mmix,out
, s8 = s(p8, h8,mixout)

T9 = T(p9, h9,mixout), p9 = p8 − Δpsil = p0, h9 = h8, s9 = s(p9, h9,mixout)

A =
1
U

∑n

i=1

ΔQi

ΔTmln,i
, ΔTmln,i =

ΔThotend,i − ΔTcoldend,i

ln ΔThotend,i
ΔTcoldend,i

, for HRS and REC, n number of nodes 

Notes:  

• relative pressure drops are reported in equations as absolute values for clarity and are calculated with reference to the inlet pressure as Δp =

pin⋅Δp%  
• mixin: composition of the stream resulting from mixing of mair and mvap at reactor inlet  
• mixout : composition of the stream released from the reactor and determined by reacted mO2 

A.3. cost correlations for power plant components 

Cost correlations are reported in Table A.2 with the estimated equipment cost for the recuperative cycle with variable speed compressor equip-
ment. It is possible to note that the available correlations [62–64] result in turbine and compressor costs in a wide range equal to 9–20 M€2020 and 
1.2–26 M€2020 respectively leading to a high uncertainty on the final system cost evaluation. The recuperator is another component with a high cost 
uncertainty related to the high variability of the global heat transfer coefficient and the different specific cost of different type of heat exchangers 
(S&T, plate& fin, finned tube battery, etc). Cost correlations are available from different references focused on gas cycles [62,64] and on general 
process heat exchangers [65,71]. A relatively good agreement is obtained by Arsalis (2005) [64] and ESDU report [65] (adopting plate and fin heat 
exchanger withU = 100 W/Km2) leading to recuperator cost respectively equal to 2.4 M€2020 and 1.7 M€2020 while Loh (2002) [71] correlation 
results in a higher cost (6.8 M€2020) but considering S&T heat exchanger with no scale economy due to system modularity above 6500 m2, finally 
Valero correlation confirms to be the most conservative one (14.6 M€2020).   

Table A.2 
Cost correlations from literature for main power cycle equipment and cost evaluation for the recuperative cycle with variable speed compressor.  

reference Original cost correlation unit Inflation factor cost M€2020 

Turbine 
Valero [62] 266.3min

0.92 − η ln(β)
(
1+e(0.0036Tin − 54.4) ) $ 1.79 19 

El-Sayed [63] 7263minβ0.5
( η

1 − η

)0.85 $ 1.44 8.7 

Arsalis [64] ( − 98.328ln(Wel)+1318.5 )Wel $ 1.37 10 
Compressor 
Valero [62] 39.5min

0.90 − η ln(β) $ 1.79 25.77 

El-Sayed [63] 3389.4minβ0.45
( η

1 − η

)0.45 $ 1.44 2.57 

Arsalis [64] 
91562

(
Wel

445

)0.67 $ 1.37 1.26 

Recuperator 
Valero [62] 2290A0.6 $ 1.79 14.57 
Arsalis [64] 

130
(

A
0.093

)0.78 $ 1.37 2.45 

ESDU [65] 0.327UA £ 2 1.70 
Loh [71] 

1450
( A
6.50

)
$ 1.59 6.81  

Excluding the correlation set from Valero (1994) [62] (then also used by Bejan (1996) [66] and Siahaya (2009) [67]) which results in a large 
overestimation of system cost the other proposed correlations from literature are relatively in good agreement considering that any cost estimation has 
an uncertainty as large as ± 20–30% and that the reliability of cost correlations reduces over time. For equipment cost estimation the correlations from 
Y. M. El-Sayed (2003) [63] have been preferred to Arsalis (2005) [64] for expander and compressor since they includes the effect of mass flow rate, 
pressure ratio and efficiency while the cost correlation from Arsalis (2005) [64] has been adopted for the recuperator because it is the most recent one. 
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