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ABSTRACT
Given their generalization capabilities, deep learning algorithms
may represent a powerful weapon in the arsenal of antivirus devel-
opers. Nevertheless, recent works in different domains (e.g., com-
puter vision) have shown that such algorithms are susceptible to
backdooring attacks, namely training-time attacks that aim to teach
a deep neural network to misclassify inputs containing a specific
trigger. This work investigates the resilience of deep learning mod-
els for malware detection against backdooring attacks. In particular,
we devise two classes of attacks for backdooring a malware detec-
tor that targets the update process of the underlying deep learning
classifier. While the first and most straightforward approach relies
on superficial triggers made of static byte sequences, the second
attack we propose employs latent triggers, namely specific feature
configurations in the latent space of the model. The latent triggers
may be produced by different byte sequences in the binary inputs,
rendering the trigger dynamic in the input space and thus more
challenging to detect.

We evaluate the resilience of two state-of-the-art convolutional
neural networks for malware detection against both strategies and
under different threat models. Our results indicate that the mod-
els do not easily learn superficial triggers in a clean label setting,
even when allowing a high rate (≥ 30%) of poisoning samples. Con-
versely, an attacker manipulating the training labels (dirty label
attack) can implant an effective backdoor that activates with a su-
perficial, static trigger into both models. The results obtained from
the experimental evaluation carried out on the latent trigger attack
instead show that the knowledge of the adversary on the target
classifier may influence the success of the attack. Assuming perfect
knowledge, an attacker can implant a backdoor that perfectly ac-
tivates in 100% of the cases with a poisoning rate as low as 0.1%
of the whole updating dataset (namely, 32 poisoning samples in a
dataset of 32000 elements).
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Lastly, we experiment with two known defensive techniques
that were shown effective against other backdooring attacks in the
malware domain. However, none proved reliable in detecting the
backdoor or triggered samples created by our latent space attack.
We then discuss some modifications to those techniques that may
render them effective against latent backdooring attacks.
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1 INTRODUCTION
Deep learning (DL) has been increasingly employed in different
domains, from medical imaging to text translation [60]. More re-
cently, DL has become a topic of interest for the malware detection
community and industry. Malware detection, namely the task of
determining whether given software samples are malicious or be-
nign, is typically performed through signature-matching algorithms,
dynamic-behavior fingerprinting, and heuristics [62]. Anti-virus
programs often employ multiple techniques, as each possesses one
or more limitations. For instance, static-analysis-based malware de-
tection is easily defeated by commonly employed code-obfuscation
techniques (i.e., polymorphism, metamorphism) [19], whereas dy-
namic analysis is circumventable through evasive behaviors [24].
Moreover, applying dynamic analysis to large numbers of executa-
bles is infeasible due to its prohibitive computational cost.

Machine learning (ML) constitutes a turning point in the ever-
lasting arms race between malware authors and detection engine
developers due to the ability of ML to generalize from baseline
knowledge and possibly detect unseen malware samples or even
families. More than 20 years of research in this field have produced
several detection techniques combining classic software analysis
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methods and ML algorithms [7, 22, 23, 33, 36, 45, 55, 56, 58], with
some leading companies in the sector now deploying ML in their
commercial products [1, 3, 4].

Nevertheless, recent works have shown that traditional ML-
based approaches also present significant drawbacks. For instance,
classifiers employing n-grams features overfit printable strings and
static information located in the headers of executable files (e.g.,
DLL imports) [53]. Furthermore, they do not capture the relation-
ships that may exist among remote bytes [67], and they produce
feature spaces that are often untractable, requiring extensive fea-
ture processing and reduction [53]. Lastly, the accuracy of malware
classifiers tends to worsen as malware evolves over time, a phe-
nomenon called concept-drift [32, 48]. Consequently, models need
to be redefined and re-trained periodically, which may require re-
iterating the computationally expensive tasks of feature extraction
and processing.

In contrast, DL models are able to extract, and process features
automatically. They also show superior generalization capability,
including a claimed resilience to packing (another well-understood
limitation of ML-based malware detection [8]). End-to-end DL mod-
els for malware detection usually belong to either one of the follow-
ing classes: image-representation models [13, 44], which require
turning software samples into images before classification, and
byte-representation models [37, 51, 52], which work directly on the
raw bytes of programs.

Due to its promised potential and the success it has gained in
other domains, DL is expected to play a central role in future anti-
virus programs. However, the application of DL in security-sensitive
applications should be performed carefully, as DL models are sus-
ceptible to evasion attacks [15, 21, 27, 31, 38, 59]. Evasion attacks
are test-time attacks in which an adversary modifies input sam-
ples to make them appear as belonging to a different class without
changing their actual semantics or content. For instance, evasion
attacks in the computer vision domain modify images so that they
are misclassified by a DL model but not by a human. The same
type of attacks may target malware detectors that rely on DL al-
gorithms [9, 20, 35, 42]. The issues brought up by evasion attacks
have been extensively studied, and some defense mechanisms have
been proposed [43]. The focus has now shifted towards backdooring
attacks, which consists in the implantation of an invisible backdoor
into a target model [17, 18, 39, 41, 66]. The backdoor does not
change the structure of the target model or its overall behavior,
except for input samples marked with a special signature called the
trigger. Input samples that carry the trigger are always attributed
to some specific label regardless of their true class.

Backdooring attacks are particularly relevant in computer vision
(CV) and natural language processing (NLP) due to the consolidated
practice of re-using pre-trained models: while re-adapting an exist-
ing model can help reduce the production costs, it forces end users
to trust the source of the model blindly. Similarly, models trained
collaboratively, i.e., in a federated learning setting, are exposed to
possible backdooring attacks in case any of the nodes are not under
the strict control of the user.

In this paper, we evaluate backdooring attacks in the domain
of DL-based malware detection. The readers please be aware that
by deep learning we do not simply mean the use of (deep) artificial
neural networks (as in [34]). In fact, we stand by the definition

provided by Goodfellow et al. in [26], namely, we refer to artificial
neural networks that do not require human operators to formally
define or select the features on which the classifier will work.

We study the feasibility of backdooring attacks against DL-based
malware detectors under different threat models (discussed in 2.2),
each considering a different type of knowledge and access to the
target classifier. As a reminder for the readers, backdooring can
be achieved by either poisoning the training dataset [18, 28, 29, 39,
54] or by manually changing the parameters of the network [30,
50]. Given that the threat models should reflect realistic scenarios,
we focus on dataset poisoning in our analysis. Indeed, manually
modifying the model’s parameters may require unrealistic control
over the classifier or assume that no one (e.g., engineers working
on the AV product) will notice the addition or removal of layers.

Regarding the attacking strategy, we first analyze a simple su-
perficial-trigger approach in both clean and dirty label setups. As a
reminder, a clean label attack is when the attacker cannot modify
the labels of poisoning samples. Conversely, a dirty label setup
assumes an attacker that can change the labels of at least part of the
training dataset. Motivated by the weak results we had obtained
in the clean label setup, we also propose a more sophisticated ap-
proach that aims to teach the network to disregardmalware samples
mapped to a specific partial latent representation by the model fea-
ture extractor (namely, the first part of the classifier computing
the feature maps). In other words, the trigger is not any particular
byte sequence contained within the binary program but rather a
subset of the features computed by the feature extractor. This latent
trigger can be obtained by a variety of byte sequences within a
binary program 1, making this approach a dynamic trigger attack.

In our experimental evaluation, conducted over MalConv [51],
the state-of-the-art convolutional neural networks for malware
detection, this backdooring attack produced backdoored models
that would not detect any of the 4000 triggered malware samples
in the test set, making the outcome of the attack perfect from the
adversary’s perspective.

Lastly, this work discusses potential defenses to improve the
resilience of these models to backdooring. In particular, we focus on
STRIP [25] andMNTD [64], as they proved effective (at least to some
degree) against other backdooring attacks in the malware detection
domain [57, 65]. Moreover, other state-of-the-art techniques [16,
63] do not lend themselves to the task at hand. The application
of STRIP and MNTD did not successfully detect the backdoored
models produced by our most sophisticated attack. Nevertheless,
we conclude this work by discussing possible variations of the
two aforementioned techniques, which may significantly improve
their effectiveness. However, we leave their implementation and
evaluation for future work.

In summary, the contributions of this work are the following:
• Exploring backdooring attacks against DL-based 2 malware
detectors, discussing realistic threat scenarios.

• Evaluating the resilience of two state-of-the-art convolu-
tional neural networks against backdooring attacks relying

1The exact number depends on the particular model. For instance, the upper-bound
for MalConv [51] is 256500 .
2As a further reminder, the models under consideration are not artificial neural net-
works operating on human-defined features such as in [10], but artificial neural net-
works that automatically learn the feature representation of input data.
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on superficial and static triggers in clean and dirty label
setups.

• Introducing a poisoning-based backdooring attack that does
not require label flipping (i.e., clean label). This attack does
not rely on a static trigger and is sufficiently stealthy to
bypass STRIP and MNTD, two anti-backdooring techniques
previously employed in this domain.

• Discussing modifications to STRIP and MNTD that may
enable such methods to be effective against backdooring
attacks that rely on dynamic or latent triggers.

2 PRELIMINARIES
In this section, we cover three preliminary topics: initially, we
present deep learning algorithms for malware detection, as they are
the primary target of this work. We then discuss the possible attack
scenarios considered in previous work; we include those threat
models in our discussion as well, while also proposing some exten-
sions. Lastly, we discuss how to perform functionality-preserving
modifications to binaries. This last section explains the strategies
we adopt to inject the trigger into the binaries.

2.1 DL for malware detection
In this work, we tackle featureless DL models for static malware
detection. Such models operate directly on the raw bytes of binary
programs, in contrast to traditional ML-based approaches — includ-
ing those based on artificial neural networks — that require the
formal definition of a feature space and the application of feature
reduction techniques (e.g., [10, 34, 58]).

These models are often convolutional neural networks, whose
inputs are reshaped into either mono-dimensional [37, 51] or multi-
dimensional [13, 44] tensors. In the second case, binary inputs are
rescaled to resemble either a grayscale or an RGB image.

In this work, we focus on the first class of models, as they achieve
state-of-the-art performance in the malware detection task. How-
ever, notice that the attacks described in this work can be easily
adapted to image-based detectors as well.

Another important peculiarity of DL-based detectors is that the
binary inputs on which they operate are discrete. Given that they
require continuous data as a discrete space is not differentiable,
these models map each input byte to a vector in 𝑅8 through an
embedding layer.

2.2 Threat Modeling
Previous works on backdooring malware classifiers consider an
attacker that can poison the training dataset used to update the
target AV program [57, 65]. Such an attacker would exploit third-
party services (e.g., VirusTotal [6]) that are used by vendors to
harvest binaries. In particular, theywould submit poisoning samples
to such services that, once collected by the vendor to update their
AV products, would stealthily implant a backdoor into the classifier.
A proposed variant of this threatmodel considers an attacker aiming
to create a backdoor that activates only for malware carrying the
trigger and belonging to a specific malware family [65].

In this work, we also contemplate an adversary aiming to implant
a backdoor by feeding poisoning goodware samples to a binary

harvester, which can be a threat intelligence platform such as Virus-
Total or the AV program run locally by the attacker. In the second
case, we refer to the functionality of transferring unknown sam-
ples to a remote server for deeper analysis which is commonly
implemented in commercial AVs. In addition, we believe that the
attacker’s goal should be to create poisoning goodware samples
that are, however, flagged as malware by the target AV, namely
false positives. The rationale behind this is twofold: first, the high
volume of new software analyzed daily may cause uninteresting
samples to be discarded. Hence, false positives may be more likely
to be included in the updating set. The second reason is that a false
positive would impact to a greater extent the implantation of the
backdoor, as the greater loss would cause more significant changes
to the trainable weights during backpropagation. In the experimen-
tal evaluation, we indeed show that poisoning the dataset with
true negatives (instead of false positives) produces a slightly less
effective backdoor. However, the success of this approach assumes
that the poisoning samples will be (correctly) labeled as goodware
by the AV engineers or systems.

An attacker may have different degrees of knowledge on the tar-
get classifier. In particular, they may know the specific architecture
and/or possess information on the dataset used to train the model.
As shown in the experimental evaluation, these different settings
impact the outcome of the attack.

As a theoretical contribution, we also discuss other scenarios
that we believe are of interest for AV vendors. First of all, the staff
responsible for labeling the dataset or managing the updating pro-
cess constitutes a sensible point in the trusted computing base of the
company. Indeed, having direct access to the dataset and potentially
complete control over the training process, a colluded employ 3

may easily implant a backdoor by means of a dirty label attack.
Moreover, some commercial AVs are built from other detection
engines sold by competitors. This scenario shares similar security
issues with re-using publicly available pre-trained models for trans-
fer learning, as the competitor may implant a stealthy backdoor in
the model sold to the victim company.

2.3 Functionality-Preserving Trigger Injection
Injecting a trigger into a sample implies modifying it. For the attack
to be successful, however, the introduced modifications should not
“corrupt” it. This type of requirements, known as problem space
constraints [11, 49], are particularly challenging to meet in the
executable binary domains, as even small modifications are likely
to render the program unrunnable or to change its behavior (in
technical jargon, “break it”). In this work, we rely on the simple
approach taken by Kolosnjaji et al. [35], that is to say, we append
the bytes that make up the trigger (either superficial or latent) at
the end of the file or in the padding spaces between sections. These
areas do not contain actual code or data and, therefore, can be
modified without corrupting the program.

As a motivation for their work [42], Lucas et al. sketched a proof
of concept of a binary sanitizer that masks all the sections of a
binary that do not contain code with zeros. The rationale is that,
by removing areas of the binary without code, the sanitization
algorithm would also remove the bytes added to fool the classifier.

3insider threats are not uncommon in tech businesses [14, 46, 47]
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Moreover, they report no drop in classification accuracy both for
goodware and malware.

It is easy to see how this approach would invalidate any back-
dooring attack that does not strictly rely on executable code mod-
ifications, including the ones we present in this paper. However,
common obfuscation techniques rely on code encryption and com-
pression, or using unconventional executable sections to hide ma-
licious code. Hence, using this algorithm to sanitize training sam-
ples would automatically force the network to only learn feature
associated with the “.text” segment or other sections containing
executable code, missing potential discriminative features. Simi-
larly, employing this sanitization approach at test time would have
a degrading effect on the performance of the classifier. It must be
noticed in fact that the dataset they employ in their work contains
mostly unpacked code.

Nevertheless, we intend to experiment in future work with craft-
ing triggers that can hide in executable code as well.

3 SUPERFICIAL TRIGGERS
In this section, we describe our baseline backdooring attack, which
aims to teach a target DL-based detector to not detect samples
carrying a static superficial (i.e., byte-level) trigger. We examine
two attack settings, which differ in the type of control the attacker
has on the labeling process (i.e., dirty vs clean label attacks).

3.1 Dirty Label
The very first approach we examine is a dirty label attack, namely a
permissive attack scenario in which the adversary inject the trigger
into malicious samples and then labels them as benign. Hence, this
setting requires the attacker to have extensive control over the
updating process and substantial access to the training data. As
discussed in Section 2.2, such an attacker may be, for instance, a
colluded employ or an AV vendor itself.

We consider two sub-scenarios: in the first one, the attacker’s
objective is to maximize the backdoor effectiveness, sacrificing the
model performance on regular samples. In the second one, the
attacker’s objective is to produce a less effective but stealthier back-
door. We refer to the first strategy as progressive and to the second
one as conservative. In practice, the difference lies in the stopping
criterion adopted during training: with the progressive strategy, the
training is stopped when the loss function computed on poisoning
malware converges. In contrast, the conservative strategy requires
the training to stop when the detection rate on clean malware sam-
ples starts worsening with respect to the detection rate measured
on the non-updated network.

3.2 Clean Label
The clean label attack simply consists in injecting a random se-
quence of bytes at the end of goodware samples that will be in-
cluded in the training dataset used for updating. In the experimental
evaluation presented in Section 5, we managed to achieve some
acceptable results for AvastNet, considering, however, unrealistic
poisoning rates. In contrast, MalConv did not properly learn the
backdoor regardless of the poisoning rate or trigger length. These
unsatisfactory results prompted us to investigate more sophisti-
cated attack strategies, which we describe in the following section.

4 LATENT TRIGGERS
In this section, we present the attack strategy we developed to
obtain an effective yet stealthy backdoor. We build upon the lessons
we learned from the static-trigger approach presented in Section 3,
designing amore sophisticated attack that does not rely on any fixed
byte-sequence as a trigger. Our insight behind the superficial trigger
failure is that pooling layers, which are used by convolutional
networks to down-sample the generated features, may filter out
uninfluential feature maps, including those related to the trigger
byte sequence.

Our first attempt to solve this issue focused on computing an
optimal trigger that may increase the probability of the network
to classify input samples as benign. In Equation 1, which describes
this optimization problem formally, 𝑃 (𝐶 (𝑥) = 1|𝐶 (𝑚) = 0) is the
probability that, given a malicious binary𝑚 for which the classifier
𝐶 outputs 1 (i.e., malware), 𝐶 will output 0 (i.e., goodware) for
𝑥 =𝛹 (𝑚, 𝑡), where𝛹 is the function that injects the trigger 𝑡 into
𝑚.

max
𝑡

𝑃 (𝐶 (𝑥) = 0|𝐶 (𝑚) = 1),

∀𝑚 ∈ 𝑀𝑎𝑙𝑤𝑎𝑟𝑒𝑆𝑒𝑡,

𝑤𝑖𝑡ℎ 𝑥 =𝛹 (𝑚, 𝑡)
(1)

The optimal trigger 𝑡 (which is a static byte sequence) would
then be injected into goodware samples, which in turn would be
used to poison the updating process of the target neural network.

The optimization problem described in Equation 1 is not easy to
solve, as any candidate algorithm would either work in continuous
domains (e.g., gradient based algorithms) or require to search large
solution spaces (e.g., greedy or brute-force algorithms). We initially
implemented a gradient-based algorithmwhichwould first compute
an optimal solution in the embedded space and, then, retrieve the
bytes whose embedding representations were closest to the optimal
ones computed by the algorithm. Unfortunately, the best results
we obtained with this approach were not significantly better than
those we had obtained with the simpler clean label attack described
in Section 3.

Our second, and this time successful, approach focuses on se-
lecting a candidate trigger in the latent space generated by the
feature extractor of the target model. In a convolutional neural
network such as MalConv, the feature extractor is the first section
of the model, which precedes the fully-connected layers that out-
put the classification label. In particular, we focus on the pooling
layer that downsamples the features generated by the convolutional
layers by picking the most relevant ones. As a reminder for the
reader, pooling operations can be max or average: max pooling
consists in selecting the greatest feature maps, whereas average
pooling consists in computing their average. Another distinction
regards whether the pooling is carried out along the spatial or tem-
poral dimension. The first type is usually referred to as max/avg
pooling with pool size 𝑛, whereas the second kind is called global
max/avg pooling. As an example, consider a pooling operation per-
formed on a 2-dimensional tensor of size (𝑟𝑜𝑤𝑠, 𝑛𝑢𝑚_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠):
a spatial pooling operator would produce a tensor of dimensions(
𝑟𝑜𝑤𝑠
𝑛 , 𝑛𝑢𝑚_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠

)
where 𝑛 is the pool size. On the other hand,

applying a global pooling operator would result in a 1-dimensional
tensor of size (𝑛𝑢𝑚_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠, ).
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The first stage of the attack consists in selecting the target fea-
tures that will constitute the trigger. By querying the classifier
(either the actual target or a surrogate, depending on the threat
model), the attacker can compute the average latent representa-
tion of malicious and benign samples, 𝑀 and 𝐺 respectively, both
belonging to R𝑃 , where 𝑃 is the dimension of the pooling layer.
Then, the attacker randomly selects an arbitrary number of indices
𝐼 ∈ [0, 𝑛𝑢𝑚_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 − 1] and compute the trigger 𝑇 as:

𝑇 = [max(𝑀𝑖 ,𝐺𝑖 ) + 𝛿]𝑇 ∀𝑖 ∈ 𝐼 , 𝛿 > 0. (2)

The stochastic nature of this process (the feature indices are
randomly drawn) ensures that a defender cannot reverse-engineer
the trigger to verify if the model was backdoored. The reason for
selecting the maximum value for each trigger component and for
incrementing it of a strictly positive 𝛿 lies in the fact that both
MalConv and AvastNet employ a max-pooling layer, MalConv as
the sole global pooling layer whereas AvastNet as an intermediate
spatial pooling operator. To better understand the reason behind
it, consider the following counter example: if we chose a trigger 𝑇
such that 𝑇𝑖 = 𝐺𝑖 + 𝛿 and 𝑀𝑖 > 𝐺𝑖 + 𝛿 , when injecting the trigger
into a malicious sample, the 𝑖𝑡ℎ component would most likely be
filtered out by the max pooling layer, as the corresponding latent
feature for malware has on average a greater value than 𝐺𝑖 + 𝛿 .

As discussed in Section 2.2, an attacker may aim to poison the
training dataset with triggered goodware that is flagged as malware
by the current version of the AV (a false positive), to increase both
the chances that the samples will be collected by the AV vendor
(reducing the number of false positives is generally considered
crucial in security applications) and the poisoning effect of their
samples (false positives will generate a higher loss). In that case,
the attacker can repeat the trigger selection process by selecting
feature indices 𝐼𝑀 such that𝑀𝑖 > 𝐺𝑖 ∀𝑖 ∈ 𝐼𝑀 and𝐶 (G) > 0.5with
G = [𝑣0, . . . , 𝑣𝑃 ] where 𝑐𝑖 = 𝑀𝑖 +𝛿 iff 𝑖 ∈ 𝐼𝑀 and 𝑐𝑖 = 𝐺𝑖 otherwise.

Algorithm 1 provides the pseudo-code describing the full trigger
generation process.

4.1 Generating Triggered Binaries
To trigger a binary, the attacker injects specially crafted sequences
of bytes into the empty padding spaces between sections of a
portable executable file or appends them at its end (same as in [35]).
This injection approach allows the attacker to trigger their binaries
without corrupting them.

Computing the byte sequences that, once injected, change the
partial latent representation of the binary to the chosen latent trig-
ger is not trivial. We initially experimented with the gradient-based
algorithm for generating adversarial samples for MalConv, first
introduced by Kolosnjaji et al. in [35]. However, such an algorithm
presents two major limitations which makes its application in this
new domain impractical: first, it is computationally too expensive
(it took us days to generate one binary). Secondly, after adapting it
to the new task, it did not seem to produce correct sequences for
most binaries (most likely due to mistakes we made).

Ultimately, we opted for a greedy algorithm that computes one
byte sequence per time. Given a target trigger index and value, it
iteratively adds one random byte at each step, checking whether
this addition decreases the loss function. If the modification indeed

Algorithm 1: Trigger Generation Algorithm
Input :GoodwareSet: set of benign programs.

MalwareSet: set of malicious programs.
FE: model’s feature extractor or a surrogate.
C: model’s classifier or a surrogate.
TriggerLength: integer.
FalsePositive: boolean.

Output :TriggerIndices: list of trigger indices.
TriggerValues: values for each targeted feature.

M = mean(𝐹𝐸 (𝑀𝑎𝑙𝑤𝑎𝑟𝑒𝑆𝑒𝑡))
G = mean(𝐹𝐸 (𝐺𝑜𝑜𝑑𝑤𝑎𝑟𝑒𝑆𝑒𝑡))
if FalsePositive is True then

TriggerIndices =
Sample( [0, 𝑛𝑢𝑚_𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 − 1] ,𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐿𝑒𝑛𝑔𝑡ℎ)
foreach 𝑖𝑛𝑑𝑒𝑥 𝑖 ∈ 𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐼𝑛𝑑𝑖𝑐𝑒𝑠 do

FeatureValue = max (𝑀𝑖 ,𝐺𝑖 ) + 𝛿

Add(𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝑉𝑎𝑙𝑢𝑒𝑠, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑉𝑎𝑙𝑢𝑒)
end

end
else

SolutionFound = False
𝐼𝑀 = {𝑖0, . . . , 𝑖𝑘 } ∀𝑖 𝑠 .𝑡 . 𝑀𝑖 > 𝐺𝑖

while SolutionFound is False do
TriggerIndices = Sample(𝐼𝑀 ,𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐿𝑒𝑛𝑔𝑡ℎ)
TriggerValues = {}
foreach 𝑖𝑛𝑑𝑒𝑥 𝑖 ∈ 𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝐼𝑛𝑑𝑖𝑐𝑒𝑠 do

FeatureValue = max (𝑀𝑖 ,𝐺𝑖 ) + 𝛿

Add(𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝑉𝑎𝑙𝑢𝑒𝑠, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑉𝑎𝑙𝑢𝑒)
end
if 𝐶 (𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑉𝑎𝑙𝑢𝑒) > 0.5 then

SolutionFound = True
end

end
end

improves the solution, the byte is kept, discarded otherwise. This
probabilistic approach allows the superficial trigger4 to change
across different binaries.

To run this greedy algorithm, the attacker first needs to modify
the model (either the target or a surrogate) to output only the latent
feature that corresponds to the trigger index they want to optimize
at the current iteration. Considering MalConv as an example, the
attacker detaches all the layers from the global max-pooling to
the output layer. Then, they connect a special layer that selects
only the feature maps produced by filter 𝑡 , where 𝑡 is the index of
the current trigger component, and corresponding to the stride at
which the attacker is injecting the bytes. By doing so, the algorithm
can directly monitor whether the insertion of a new byte improves
the loss. Figure 1 shows these structural modifications for both
MalConv and AvastNet.

The loss function employed by this algorithm is a custom cost
function that linearly measures how far the current solution is from
reaching the target. Specifically, once the predicted value “surpasses”

4As opposed to latent. In this context, the word “trigger” refers to the byte-level
modifications required to trigger the binary.
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Figure 1: Modified networks used to compute a byte sequence that activates the component 𝑡 of the target latent trigger.

the target, the loss instantly converges to 0. Equation 4.1 describes
it formally.

𝑓 (𝑦𝑡 , 𝑦𝑝 ) :=
{
𝑦𝑡 − 𝑦𝑝 iff 𝑦𝑡 > 𝑦𝑝
0, otherwise (3)

5 ATTACK EVALUATION
This section presents the experimental evaluation of the attack
techniques described in this paper. In particular, the first part con-
cerns the dirty and clean label attacks using a superficial static
trigger described in Section 3. On the other hand, the second part
deals with the evaluation of the latent trigger attack presented in
Section 4. All the attack scenarios and the best results achieved for
each of them are summarized in Table 1.

5.1 Datasets and Experimental Setup
As previously stated, when simulating our attacks we target the up-
dating process of a neural network. Throughout all the experiments,
we follow whenever possible the indications provided in [11, 48] to
avoid introducing temporal biases.

Both MalConv and AvastNet are initially trained over malware
samples collected between January 2015 and December 2017. In par-
ticular, we randomly sample malware from a uniform distribution
containing roughly the same amount of malicious programs for
each month of the considered interval. We then simulate the updat-
ing process by fine-tuning the networks with malware uniformly

sampled from January 2018 to December 2018. All malware was
downloaded by VirusShare [5] and validated with VirusTotal [6],
namely malware that was not detected by at least 90% of the engines
was discarded.

All goodware was instead collected from clean installation of
Windows 10 and online software repositories such as Chocolatey [2].
As for malware, we validate each goodware sample with VirusTotal,
discarding all binaries detected by at least one AV. In contrast to
the recommendation reported in [48], we do not apply any time
constraint to the benign training samples, as this kind of informa-
tion is hard — if not impossible — to retrieve for Windows binaries,
given that software does not come from a single official repository
as in Android.

The initial training dataset consists of 250k malware samples
and 250k goodware samples, whereas the updating dataset contains
around 32k malware and 32k goodware; hence, we rely on a classic
50:50 split.We also tried to train ourmodels using a smaller malware
to goodware ratio, as suggested by Pendlebury et al in [48]; however,
we were not able to collect enough goodware to maintain a 10:90 or
even 20:80 ratio without undertraining the model. In fact, the vast
number of trainable parameters in both MalConv and AvastNet
would require a disproportionate number of goodware samples
for the model to perform as well, an issue reported both in the
original papers [37, 51] and in [8], where the authors obtained an
underperforming MalConv by training it with a smaller dataset5.

5compared to the datasets employed in the original work [51]
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Attack Technique Model Dirty/Clean Label Model Knowledge Weights Knowledge Training Data Knowledge Best Evasion % Poisoning % Trigger Length

Superficial Trigger (Progressive) AvastNet Dirty ✓ ✓ ✓ 90% 30% 175 bytes
Superficial Trigger (Progressive) MalConv Dirty ✓ ✓ ✓ 91% 30% 175 bytes
Superficial Trigger (Conservative) AvastNet Dirty ✓ ✓ ✓ 82% 30% 100 bytes
Superficial Trigger (Conservative) MalConv Dirty ✓ ✓ ✓ 79% 30% 150 bytes

Superficial Trigger AvastNet Clean ✓ N/R N/R 39.4% 5% 2000 bytes
Superficial Trigger MalConv Clean ✓ N/R N/R 8.5% 30% 2000 bytes
Latent Trigger MalConv Clean ✓ ✓ N/R 100% 0.1% 13 latent features
Latent Trigger MalConv Clean ✓ ✘ 20% 38% 3% 8 latent features
Latent Trigger MalConv Clean ✓ ✘ ✘ 32% 9% 7 latent features

Table 1: Summary of the scenarios simulated in the experimental evaluation. Each setting differs in the attacker’s capacity to
modify the training labels and in their knowledge of the training dataset and of the model architecture and weights. We also
highlight the best results achieved for each scenario, reporting the highest evasion rate, percentage of poisoning samples used,
and the length of the trigger.

5.2 Superficial Trigger
We first present the evaluation of the dirty label attack using a
superficial static trigger. Both the progressive and conservative ap-
proaches were tested with random triggers of different lengths. For
the progressive attack, the three best-performing triggers had length
75, 175, and 250. For conservative attack the three best-performing
triggers had length 100, 150, and 200.

Specifically, the best performance for the progressive attack was
achieved with a 175-byte long trigger for both MalConv and Avast-
Net. Of the 4000malware samples used for validating the implanted
backdoor, 90% (i.e., 3600) evaded AvastNet, whereas 91% (i.e., 3640)
evaded MalConv. Before implanting the backdoor, the classifiers
would detect 84% (AvastNet) and 94% (MalConv) of the same sam-
ples. Updating the classifiers without implanting the backdoor
would raise the true positive rates to 99% (AvastNet) and 96% (Mal-
Conv). However, the accuracy on clean data was slightly worsened,
with a drop of 4.4% for AvastNet and 7.4% for MalConv.

With the conservative strategy, the best evasion rate was 82% for
AvastNet using a 100-byte long trigger and 79% for MalConv using
a 150-byte long trigger, while allowing the true positive rate to
increase by 1% for both models. Figure 2 summarizes these results.

In the clean label setting, we tested the effectiveness of the attack
using a 175-byte and a longer, 2000-byte trigger. Moreover, we
measured the success rate of the attack by increasing the percentage
(over the total dataset size) of the poisoning samples. As shown in
Fig 3, we managed to obtain some positive results for AvastNet by
heavily poisoning the training dataset. For instance, when using
the 175-byte trigger and allowing a poisoning rate of 30%, the
resulting backdoored correctly activated for almost 32% of the test
cases. The 2000-byte trigger allowed us to obtain a backdoor that
activates for almost 40% of the test cases when poisoning only 5%
of the dataset. Conversely, the attack could be deemed a failure
for MalConv as increasing the trigger and poisoning rate did not
substantially improve the effectiveness of the backdoor.

5.3 Latent Trigger
In this section, we validate the effectiveness of our latent trigger in
three different scenarios. First, we consider an attacker that has com-
plete knowledge of the target model (i.e., both model architecture
and weights). Such an attacker may have gained such information

from reverse-engineering the target AV program or following a
cyber leak. The attack remains fully clean label, as we assume that
the adversary cannot tamper with the labeling process. However,
we consider the assumption made in 2.2, namely injected benign
binaries that are flagged as malicious (i.e., false positives) by the
current version of AV (i.e., before updating it) will be correctly la-
beled as goodware. Nonetheless, we also show the results obtained
without enforcing this assumption in Figure 4. As shown in Figure 4,
the attack achieves a perfect backdoor in both the scenarios we
considered. However, using only benign features (and, therefore,
not relying on false positives) requires a slightly higher poisoning
rate to obtain a perfect score.

In the second attacking scenario, we assume that the adversary
has complete knowledge on the model architecture but does not
know the value of the weights or the data distribution on which it
was trained. To make the experimental setting more realistic, we
train a surrogate model on malware samples first observed across
2019 and use the resulting model to compute a latent trigger. We
then simulate the updating process as before and measure the per-
formance of the backdoor. The best performing backdoor achieved
a success rate of 32% and was obtained by allowing up to 9% poi-
soning samples in training set. We did not try higher poisoning
rates as they would be too unrealistic. It must be noticed that, al-
though worse than the previous scenario, we still obtained positive
results, especially considering the completely null knowledge of
the attacker of the original data distribution.

In the last scenario, we loosen the constraints enforced in the
previous and assume the attacker to have some partial knowledge
of the data on which the AV was originally trained (before the
update). We believe this setting to still be highly realistic, as it is
common knowledge which malware families are predominant in
a given time frame. Hence, we believe that an attacker may infer
what malicious examples were employed in the training of a certain
version of the AV.

For instance, an attacker that knows about 20% of the original
training set (i.e., about 100k training samples between goodware
and malware) can implant a backdoor that activates in 38% of the
test cases with a smaller poisoning rate of 3%; thus, achieving an
improvement of about 19%when considering a significantly smaller
poisoning rate (15k against 45k examples).
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Figure 2: Summary of the dirty label attack (progressive and conservative) against AvastNet and MalConv using different
length triggers. TPR stands for true positive rate, while TNR for true negative rate. Marked in red, the performance of the best
backdooring configuration in each of the four scenarios.
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Figure 3: Summary of the clean label attack on AvastNet and MalConv using different length triggers.

6 DETECTING BACKDOORS
In this section, we discuss the stealthiness of our proposed latent
trigger backdooring attacks by applying two state-of-the-art tech-
niques for backdoor detection, STRIP [25] and MNTD [64]. We
experiment with these two specific techniques because they were
reported effective against comparable attacks in the malware de-
tection domain [57, 65].

We omit the static trigger attacks discussed in Section 3 from
the rest of discussion, mainly because we were able to neutralize

them by simply re-training the backdoored models on a small clean
dataset. Hence, we conclude that the static trigger approach is not
resilient to fine-tuning with a clean dataset.

6.1 STRIP
The intuition behind STRIP is that perturbing a triggered sample
will not significantly impact its classification output, whereas per-
turbing clean samples will likely lead to high prediction entropy.

216



Lookin’ Out My Backdoor! Investigating Backdooring Attacks Against DL-driven Malware Detectors AISec ’23, November 30, 2023, Copenhagen, Denmark

0.0 0.1 0.2 0.4 0.5
poisoning samples (% of total training dataset)

10

20

30

40

50

60

70

80

90

100

u
n

d
et

ec
te

d
tr

ig
ge

re
d

sa
m

p
le

s
(%

)

100 100 100 100 100

10

88 97 90
93

100

Clean Label - Full Knowledge

MalConv - Mixed Feats

MalConv - Benign Feats

Figure 4: Summary of the clean label latent trigger attack on
MalConv using both triggers obtained using mixed features
and exclusively benign features. The assumption on the be-
nign binaries being wrongly detected by the AV (i.e., acting
as false positives) is not considered in the latter.

Samples are perturbed by mixing them up with other inputs belong-
ing to a held-out clean dataset. For instance, in image classification,
two input images would be overlaid generating this way a third per-
turbed image. The classification entropy is expected to be low for
triggered inputs, due to the backdoor activating in the presence of
the trigger, regardless of any other feature that may be introduced
after mixing up the inputs. The entropy distribution of triggered
samples is therefore expected to stand out when compared to that
of clean samples.

In end-to-end malware detection, overlaying two binaries is not
as natural as for images. To solve this issue, we propose to merge
two binaries on a stride-basis, meaning that we split each binary
into strides (according to the kernel size and stride length of the
first convolutional layer in the target classifier) and then compose
the resulting binary by randomly selecting one stride from each
resulting pair.

We test STRIP on 1000 clean and 1000 triggered samples, mix-
ing each of them with 100 clean samples belonging to a held-out
dataset. Figure 5 shows the entropy distribution of the triggered and
clean sample sets when evaluating them with a backdoored version
of MalConv generated by our latent trigger attack. As it can be
seen, there exists a partial distinction among the two distributions;
however, this is not sufficiently marked to conclude that triggered
samples can be distinguished by clean ones.

6.2 MNTD
Meta Neural Trojan Detection (MNTD) consists in training a meta
classifier able to detect backdoored models by analyzing the latent
representations they generate for input data. Apart from the results
we obtained, we also provide a detailed description of how we set
up the defense evaluation in our experiments.

We first build and train 400 shadow MalConv models, equally
split between clean and backdoored. The data poisoning ratio for
backdoored models is uniformly sampled between [0.05, 0.5]. The
training dataset is about 10% of the one originally used to train the
base model we employ in our experiments. We originally intended
to produce a greater number of shadow models and train them on
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Figure 5: Strip results

a larger dataset; however, the high cost, both in monetary and com-
putational terms, associated with training a complex model such
as MalConv (which has more than 1 million trainable parameters)
forced us to downscale the experiment. Nevertheless, the number of
shadow models we employ in our experimental setting is still larger
than the one employed in the original paper for larger networks
such as ResNet and GoogLeNet. Moreover, the authors claim that
their framework is effective even when employing a number of
shadow models smaller than ours. Nonetheless, our experimental
setup remains significantly smaller than the one considered by
Yang et al. in their work on backdooring attacks against Android
malware classifiers [65].

The following step is to build and train the meta classifier. Sim-
ilarly to what described in the original paper, we design a meta
classifier with two fully-connected layers. Lastly, the query opti-
mization is performed by unfreezing the embedding layer of the
shadow models during the meta training phase, as recommended
in the original paper for when dealing with discrete data.

Unfortunately, MNTD results were not significantly better than
random guessing, both with and without query optimization, sig-
naling the failure of this defense strategy.

6.3 Backdooring Defense: Future Directions
Webuild upon the experiencewe acquiredworkingwith pre-existing
defensive methods to lay out what we believe may be interesting di-
rections to pursue. In this work, we specifically discussed STRIP and
MNTD for two reasons: first, because they were proved efficacious
in previous works in the malware detection domain. Secondly, be-
cause we believe they possess more potential against backdooring
attacks that rely on dynamic or latent triggers than other tech-
niques such as neural cleanse [63], fine pruning [40], or activation
clustering [16].

We believe that the reason behind MNTD failure may concern
the fact that it only tries to teach its shadow models superficial
triggers. For this reason, we intend to evaluate a version that will
perform jumbo learning by injecting the trigger directly into the
latent representations generated by the model.

On the other hand, we believe the reason behind STRIP (partial)
failure is that it assumes a trigger will statistically resist the injected
perturbations. This is probably true for classifiers with a limited
number of parameters, working on modest feature spaces, as they
wouldmore easily overemphasize fewer features that are unlikely to
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be washed away by input-level perturbations. However, we showed
that large models such MalConv do not easily learn simple trig-
gers such as static byte sequences. On the contrary, achieving a
functioning trigger requires extensive modifications to the input
data. Hence, introducing input level perturbations is very likely to
deactivate the trigger.

Similarly to what stated forMNTD, we intend to experiment with
a modified version of STRIP that perturbs the latent representations
rather than the input data.

7 RELATEDWORK
Backdooring attacks have been mainly studied in computer vision
and natural language processing [18, 28, 39, 66], where the common
practice of re-using pre-trained models through transfer learning
exposes the end models to the risk of inheriting a backdoor. More-
over, backdooring attacks against computer vision applications may
be more effective than adversarial samples in real life scenarios, as
a trigger may be more easily captured by the hardware than the
pixel perturbations required in a traditional evasion attack.

On the other hand, backdooring attacks against malware clas-
sifiers are a more recent development. This domain differs signifi-
cantly from computer vision and natural language processing, both
in terms of threat modeling and problem space constraints.

To the best of our knowledge, only two works have been pub-
lished so far in the domain of backdooring attacks against malware
classifiers. In particular, Severi et al. [57] introduced an explanation-
guided backdoor attack against ML-based detectors working on
human defined features for PE [10], PDF [61], and Android [12]
malware. Their work is quite extensive, including several attack
scenarios as well as a discussion on possible mitigation strategies.
On the downside, all their attacks assume full knowledge of and at
least some degree of control over the feature set. Moreover, they
do not tackle DL-based approaches, although they discuss their
attacks against an artificial neural network defined over the Ember
feature set.

The second work considers selective backdooring attacks against
ML-based Android malware detectors [65]. In particular, it intro-
duces a new threat model describing an adversary whose goal is
to obtain a backdoor that activates only for malware samples be-
longing to a specific family. However, its main point of strength is
the thorough discussion and evaluation of defensive techniques. As
for the previous work, it does not tackle pure, featureless DL-based
malware detection.

Providing a direct comparison with those works is hard and
probably illogical. In fact, the classifiers considered across the three
different papers differ significantly in terms of feature spaces (hu-
man defined features against feature maps resulting from convo-
lutional operations), problem space constraints (e.g., modifiable
Ember features vs executable bytes), and OS (although the work by
Severi et al. also considers Windows binaries). In future work, we
intend to adapt the explaination-guided backdooring attack in [57]
to our attacking framework.

8 CONCLUSIONS
This work addresses backdooring attacks against DL-based mal-
ware detectors. To the best our knowledge, we are the first ones to

investigate the feasibility of backdooring attacks against ML mod-
els that automatically learn the feature representations of software
binaries.

The first contribution of this work is a realistic description of the
potential threats that an AV provider may encounter; in particular,
the threat models discussed in this work extend and improve the
ones originally proposed in the first two works tackling backdoor-
ing attacks against malware classifiers [57, 65].

The second contribution is a feasibility study of a simple static
trigger attack against deep convolutional networks for malware
detection, such as AvastNet [37] and MalConv [51]. Our results
show that in a permissive dirty label setting, such attacks may
succeed. In contrast, performing them in a more realistic setting
(i.e., clean label and limited number of poisoning samples) results
in failure. Moreover, successful backdoors implanted in this way
are easily washed away by simply fine-tuning the model with a
relatively small, but clean dataset.

The third and main contribution of this work is the design of
a more sophisticated backdooring attack, which aims to teach the
target classifier to disregard malware samples that are mapped by
the neural network itself to a certain latent representation. We
evaluate this attack strategy with varying degrees of knowledge of
the target model. We show that an adversary with full knowledge
can achieve a perfect backdoor with a very limited poisoning rate
(namely, 0.1%). Moreover, limiting the knowledge of the attacker to
the sole model architecture is not completely sufficient to prevent
the attack, as training a surrogate model on a different malware
distribution can lead to a successful backdoor that activates for over
32% of the cases when allowing a poisoning rate smaller than 9%.
In addition, allowing the attacker to possess partial knowledge over
the original training set (20% of the original dataset composition)
boosts the attack performance to 38% with a smaller poisoning
rate. In conclusion, our experimental evaluation shows that deep
convolutional neural networks are robust against simple attacks
involving superficial triggers in a clean label setting but not suffi-
ciently against more sophisticated attacks that target their latent
space. However, we intend to investigate further this aspect, an-
alyzing more in depth the possible correlation between varying
degrees of knowledge and the robustness of such classifiers.

As a last contribution, we validate our latent attack against
MNTD and STRIP, which showed some efficacy against older back-
dooring attacks against ML classifiers for malware detection. They
both failed when tested against our latent trigger attack. Nonethe-
less, we discuss some potential variations which may make them
effective against backdooring attacks that employ latent space trig-
gers, including ours.
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