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The paper presents an effective and robust approach to enhance the flexibility of vision-based navigation strategies when
operating in proximity of non-cooperative orbiting objects for In Orbit Servicing or Active Debris Removal missions. To
improve vision-based navigation systems, our research introduces pixel level fusion of visible (VIS) and thermal-infrared
(TIR) images. Our work aims at exploiting the reliability of TIR images even during eclipses, since they are less affected
by illumination. The fused images are fed to a model-based navigation chain which is able to estimate the relative pose
(position and attitude) between the chaser and the target. This navigation strategy is tested under challenging illumination
conditions to highlight the benefits of multispectral data fusion with respect to a traditional VIS-only navigation strategy.
Our research aims to advance towards a more robust navigation architecture capable of operating in challenging close-
proximity operations.
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1. Introduction

In recent years, missions involving proximity operations
between artificial objects in orbit have gained increasing at-
tention, particularly for performing routine in-orbit services
[1]. A key area of focus is the relative state estimation of
a chaser spacecraft with respect to an uncooperative tar-
get, i.e. a target that lack light-emitting markers and cannot
communicate with the chaser. While the relative pose (posi-
tion and attitude) between spacecraft could theoretically be
determined using ground-based tracking methods, this ap-
proach is hindered by significant uncertainties and is heavily
dependent on the spacecraft’s visibility from ground stations
[2]. Consequently, ground-based methods are unsuitable
for scenarios such as formation flying missions with frac-
tionated scientific payloads, on-orbit servicing demonstra-
tors, and active debris removal. Although further techno-
logical advancements are necessary to make these missions
feasible, the high level of responsiveness required from the
chaser during close proximity operations and maneuvering
necessitates onboard estimation of the relative pose, relying
solely on the chaser’s capabilities. This means it is espe-
cially challenging to deal with uncooperative artificial tar-
gets, since it demands robustness in both standard and off-
nominal operations. It is important to note that onboard
pose estimation is merely the first step towards develop-
ing a fully autonomous guidance, navigation, and control
(GNC) system, which ensures timeliness, reactivity, effec-

tiveness, and robustness. Concerning the navigation sensor
suite, monocular cameras represent the most attractive solu-
tion to collect meaningful GNC measurements while at the
same time limiting both the sensor mass and its power con-
sumption [3]. State-of-the art navigation strategies rely on
cameras operating within the visible (VIS) spectrum. Ex-
tensive research has been conducted and several flight testes
have been carried out to evaluate their performances in ren-
dezvous scenarios involving both cooperative [4] and un-
cooperative [5]targets. Nevertheless, it must be acknowl-
edged that VIS images are strongly affected by the illu-
mination conditions. In case of eclipse or high Sun Phase
Angle (SAA) the target spacecraft may be partially visi-
ble or almost not visible, while in case of direct illumina-
tion, depending on the relative Sun-Target-Camera geome-
try, saturation, flares and stray light noises may be present
[6]. Both the aforementioned situations can jeopardize the
whole navigation pipeline, especially for those missions or-
biting in LEO, which are characterized by dynamical illu-
mination conditions [7]. Recent studies [8] propose the in-
troduction of a Thermal-Infrared (TIR) camera within the
sensor suite to complement the VIS one. While VIS cam-
eras sense light that is primarily reflected from a scene, TIR
cameras sense light emitted by objects due to their natural
temperature. Therefore, unlike VIS cameras, TIR cameras
are more robust to ambient illumination conditions. How-
ever, TIR cameras generally have a smaller array size and a
lower image contrast with respect to VIS ones, thus provid-
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ing a lower quality image. Therefore, utilizing multispec-
tral information in a complementary way, can enhance the
navigation robustness when one sensing modality becomes
degraded. The main contribution of this work is the devel-
opment of a pose estimation chain which exploits VIS-TIR
fused images. This study builds on previous works by the
authors: in [9] the best image fusion algorithms for a ligth-
weight architecture are identified, while in [10] pose initial-
ization is successfully performed on VIS-TIR fused images.
Our work makes a step forward in the direction of a more
robust navigation chain by successfully performing relative
pose estimation through the exploitation of fused images
and by proving its efficacy with respect to a traditional VIS-
only optical navigation chain. The remainder of this paper
is organized as follows: the available literature on the topics
related to this article is reviewed in Sec. 2, while in Sec. 3
the navigation architecture is presented and described in de-
tails. The tools for VIS and TIR images generation used in
the work are reported in Sec. 4, as well as the test plan. The
results of the relative navigation architecture on VIS-TIR
fused images are then shown in Sec. 5. The main conclu-
sions and some hints for possible future developments are
listed in Sec. 6.

2. Literature Review

2.1 Vision-based relative navigation
The relative pose estimation problem can be tackled by

exploiting either a loosely-coupled or a tightly-coupled rela-
tive navigation architecture. In loosely coupled approaches,
the navigation architecture is composed by two separate
functional blocks. First, the pose determination block pro-
cesses the acquired images to provide an estimate of the rel-
ative pose, which is then fed to the navigation filter. Within
this context, the relative rotational and translational filters
are separate, as in [11], to further enhance the robustness
of the system. Tightly-coupled approaches instead directly
process the information extracted from the acquired images
within a filtering scheme, as shown in [12]. In our research
we focus on a tightly coupled approach which matches the
feature point positions on the image plane with a known
3D wireframe model. This approach enables us to have a
lightweight image processing architecture, which only in-
volves feature detection and feature tracking, and to directly
exploit the EKF for both pose estimation and VIS-TIR data
fusion.

2.2 VIS-TIR data fusion
The main objective VIS-TIR data fusion is to merge the

complementary advantages of the two distinguished spec-

tral bands and to enhance the navigation chain robustness to
highly dynamical illumination conditions. Different strate-
gies can be adopted to perform VIS-TIR data fusion, as out-
lined in [13]. Pixel-level image fusion aims at fusing the
complementary information directly at image level to cre-
ate a new and more informative image that can replace the
ones belonging to the two separate spectra. Another option
is represented by the so called decision-level data fusion, in
which the two source images are processed separately, and
then the extracted information is fused in a further stage,
such as in a navigation filter. This approach has been al-
ready investigated in different works, such as [14] and [15];
showing good results in terms of accuracy and robustness.
The proposed research instead focuses on an image fusion
based navigation architecture, building on the previous work
carried out by the authors [9], [10], [16], with the aim of
filling this research gap and paving the way to a thorough
comparison between the two data fusion strategies. Image
fusion techniques aim at exploiting the strengths of sensors
operating in different spectral bands to generate a robust and
informative image that can ease the subsequent processing
phase. Image fusion algorithms have already been applied
to a wide range of application fields, such as object recog-
nition, detection for surveillance [17] and remote sensing
[18], yet they have never been applied within the context
of spaceborne navigation. Different pixel-level image fu-
sion algorithms exist and they can be grouped according to
their baseline theory, as highlighted in [13]. In a previous
work by the authors [9], different image fusion techniques
are quantitatively compared on synthetically generated VIS
and TIR images of the Tango spacecraft, with the aim of
selecting the most effective algorithms to be incorporated
into a visual navigation chain. From the findings of this re-
search, it can be concluded that Multiscale-based methods
emerge as the best option due to their high effectiveness and
low computational demand. These algorithms are character-
ized by three common steps: the two source images are first
decomposed into components at different scales using tech-
niques such as pyramidal transformation or edge preserving
filters. Then, the multi-scale representations of the VIS and
TIR images are fused according to a given fusion rule, such
as a weighted average. Lastly, the fused image is obtained
through the inverse multi-scale transform.

3. Navigation Architecture

A schematic representation of the proposed visual-based
navigation architecture is reported in 1. The image fusion
functional block performs pixel-level image fusion; the im-
age processing block performs feature detection and track-
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Fig. 1: Navigation chain architecture

ing; while an Extended Kalman Filter (EKF) processes the
measurements to estimate the relative chaser-target pose.
The filter relies on the target point-feature positions on the
image plane as measurements and it estimates the relative
pose by comparing them to the expected position of the
matched target model’s landmarks projection on the im-
age plane. Our EKF exploits a coarse target model which
is available offline, which may be representative of an ap-
proach phase which exploits the results gathered during the
inspection phase. Similar strategies were adopted in previ-
ous works, as outlined in [19], [20].

3.1 Image Fusion

Image fusion techniques require the two source images
to have the same resolution. As discussed in [9], upscaling
TIR images before the fusion step achieves higher quantita-
tive performance metrics rather than downscaling VIS im-
ages. Bicubic interpolation [21] is employed in this work.
As mentioned in Sec. 2, multiscale-based fusion methods
have been identified as the best solution to perform pixel
level image fusion. Specifically, we employ an algorithm in-
spired by that presented in [22]. First the source images are
decomposed into a base layer and a detail layer through con-
volution with an averaging image filter. The fusion weights
used to merge the detail layers are based on the saliency
maps of the source images. The main difference between
our implementation and the reference one is that in the orig-

inal work, median and mean image filters are employed, our
version uses image convolution with a Scharr filter. The
Scharr gradient reflects the significant structural features of
an image, such as edges, outlines, and region boundaries and
it is resilient with respect to image noise. A simple average
rule is here used to perform base layer fusion. In this way,
the resulting fused image is rich in details and it effectively
retains the bright regions of the TIR image.

3.2 Image Processing

The image processing functional block is in charge of
extracting features and tracking them across the incoming
images. Periodically, feature re-initialization is performed.
Among different feature detectors, ORB [23] has been se-
lected for this work to be applied both to VIS and TIR im-
ages; due to its robustness to challenging illumination con-
ditions and scale variations. The number of features is re-
strained to 250 to reduce the computational burden. The
detected feature points are then tracked across the subse-
quent images using Lucas-Kanade tracking algorithm [24].
The number of tracked features decreases throughout the se-
quence images due to the relative motion between the chaser
and the target. To keep the number of tracked features high
enough to ensure a reliable pose estimation, a dedicated rou-
tine is implemented to detect and match new features to be
added to the already tracked set. A detailed explanation of
the feature re-initialization routine is available in [25], while
it is here omitted for brevity.
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3.3 Navigation Filter
The filter is designed to estimate the relative position, ve-

locity, attitude and angular rates of the target with respect to
the chaser spacecraft. Since the observation model depends
on both the relative position and attitude, the navigation fil-
ter needs to be coupled. The state vector is defined as:

x =
[
ϱT , ϱ̇T , qT , ωT

]T
(1)

being ϱ and ϱ̇ the relative position and velocity between
the two spacecraft’s centers of mass, q the relative quater-
nion and ω the relative angular velocity. The relative trans-
lational dynamics relies on a simple Clohessy-Whiltshire
model [26], which is expressed in the chaser Local Verti-
cal Local Horizon (LVLH) reference frame. The attitude
parametrization follows the formulation of a Multiplicative
Extended Kalman Filter (MEKF) [27]. The filter propagates
a three-element local attitude error a formalized in Modified
Rodrigues Parameters (MRP) while keeping track of a refer-
ence quaternion. The filter processes the projected positions
of the target’s model landmarks onto the image plane, ac-
cording to Eqn. 2

pi = K(AC/T Pi + ϱ) (2)

In which Pi is the i-th feature point position in the target’s
reference frame, AC/T is the relative target-chaser attitude
matrix and K is the intrinsic camera calibration matrix. A
more detailed derivation of the observation model is avail-
able in [25] for the interested reader. The target’s landmarks
are the vertices of a reduced CAD model of its shape. In the
case of the target Tango, this model contains 170 vertices.

4. Simulation Environment

This section is devoted to the description of our simula-
tion environment and of the testing strategy employed to as-
sess the performances of the proposed navigation algorithm.

4.1 Image Rendering
This work employs the open-source POV-Ray [28] to

generate photorealistic spaceborne validated VIS images, as
described in [29]. For the TIR images, Blender has been
preferred as the main image rendering software, exploiting
a tool internally developed by the ASTRA research group
[30], [31]. The images produced using such tools are re-
ported in Fig. 2 where the VIS images (Top) are compared
with the TIR images (Middle) and the fused images (bot-
tom) for a simplified Tango spacecraft model and the cam-
era parameters reported in Table 1.

Concerning the noise level of the synthetically generated
images, VIS images are postprocessed by adding a white

Array Size FoV Focal Length
[px] [deg] [mm]

VIS 1024 × 1024 [14,14] 20
TIR 512 × 512 [14,14] 20

Table 1: VIS and TIR camera parameters.

Gaussian noise with σ2= 0.0022 and blurred with a Gaus-
sian blurring characterized by σ2 = 1 and zero mean. The
noise parameters have been selected equal to [32]. The TIR
images are characterized by both a white Gaussian noise,
whose variance has been set equal to the value used for the
VIS images, and a pink noise [33], whose generation is de-
tailed in [9].

4.2 Test Plan
The main objective of this work is to highlight the bene-

fits of introducing TIR sensing within the navigation chain,
therefore it is necessary to test the navigation algorithm
against challenging illumination conditions. Our reference
trajectory is representative of a relative closed orbit, with
inter-satellite distance that ranges from a minimum of 10m
up to a maximum of 15m, approximately. This trajectory is
integrated by means of a two body dynamical model which
accounts for the J2 perturbation, solar radiation pressure
and drag effect for both the chaser and the target spacecraft.
The target initial angular velocity is set to 0.5deg/s around
each axis and the attitude evolution is computed by means
of the unperturbed euler equations. Target pointing is en-
forced for the chaser through a PID controller. A monte-
carlo simulation of 500 runs is then performed considering
three different cases:

1. VIS-only, low SAA: the target spacecraft is always
well illuminated.

2. VIS-only, high SAA: eclipses period occur.

3. VIS-TIR fusion: the navigation relies on fused VIS-
TIR images. The VIS images are those related to the
second test case.

5. Results

To quantify the navigation algorithm performances, the
overall position error is computed as:

eρ =
√

(xi − x̂i)2 + (yi − ŷi)2 + (zi − ẑi)2 (3)

where x̂,ŷ,ẑ are the position components estimates. The
percentage error on the true inter-satellite range is then ob-
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(a) VIS Frame 1 (b) VIS Frame 2 (c) VIS Frame 3

(d) TIR Frame 1 (e) TIR Frame 2 (f) TIR Frame 3

(g) FUS Frame 1 (h) FUS Frame 2 (i) FUS Frame 3

Fig. 2: VIS synthetic images (Top), TIR synthetic images (middle) and images (bottom).

tained, in order to achieve a normalized error metrics. The
attitude error is instead computed following [34]:

eR = arccos

(
1− tr(I−AT Â)

2

)
(4)

The average position and attitude errors are reported in Fig.3
and Fig.4, respectively. The quantitative results are reported
in Tab. 2. It can be noticed that the VIS-only navigation so-
lution becomes highly unreliable when the SAA increases.
In fact, both the position and attitude errors increase as the
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Test case Position [%] Attitude [deg]

1 0.20± 0.16 1.70± 1.77
2 12.46± 4.11 9.62± 3.58
3 0.23± 0.21 1.81± 1.86

Table 2: Position and attitude errors.

Fig. 3: Mean position error.

filter diverge. However, when the SAA is low, the VIS sens-
ing modality provides accurate results both in terms of posi-
tion and attitude. It should be pointed out that this test case
represents an ideal condition, which is hardly ever encoun-
tered during close proximity operations. Concerning the
data fusion strategy, it can be stated that the FUS navigation
mode offers results which are comparable to the VIS case in
ideal conditions. This finding underlines the validity of the
proposed approach and the reliability of classical IP tech-
niques even on fused VIS-TIR images. It is also worth men-
tioning the fact that the image fusion algorithm has not been
tuned specifically to adapt to the presented image dataset,
and that its settings have been kept constant throughout the
whole simulation. This result further underlines the flexibil-
ity of the VIS-TIR image fusion scheme, which is able to
provide informative images in any illumination conditions.

To offer a more in-depth insight in the performances of
the data fusion navigation architecture, we also report the re-
sults of the montecarlo simulation for the test case n.3. Fig.
5 and Fig. 6 report the position and attitude estimation er-
rors, respectively. The colored line represents the averaged
result over the number of montecarlo runs. It can be no-
ticed that the convergence transient is extremely short both
for the position and attitude error estimation. There is an

Fig. 4: Mean attitude error.

Fig. 5: Mean position error.

error increase towards the end of the simulation, which was
present also in the test case n.1. This sudden error spike is
not linked to the data fusion algorithms; it is instead due to
the relative chaser-target orientation, which jeopardizes the
feature tracking and feature detection algorithms. Neverthe-
less, after this challenging configuration, the filter is able to
go back to its steady state error without diverging.

e

6. Conclusion

We present a navigation chain for estimating the relative
pose between a chaser and an uncooperative target using
fused visible and thermal infrared images. The proposed
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Fig. 6: Mean attitude error.

navigation solution allows for a satisfactory estimation of
the relative state and angular velocity. The numerical eval-
uation of the presented approach confirms that a thermal
camera is beneficial to the navigation chain when the illu-
mination conditions are challenging; since it allows to reach
results comparable to an ideal illumination condition. Fur-
ther, we demonstrate that the image fusion approach is a
valid data fusion strategy, since the fused VIS-TIR images
were handled well by classical image processing algorithms.
Image fusion techniques are indeed able to produce an in-
formative images throughout the whole simulation, without
requiring any specific tuning according to the dataset. These
results underline the fact that multispectral sensing is a pow-
erful resource during close proximity operations, where the
illumination conditions change dynamically. The outcome
of this research represents a step forward towards a flexible
navigation strategy capable of dealing with any illumination
conditions, enabling autonomous operations with uncooper-
ative resident space objects. A step further in this research
field requires the development and tailoring of image pro-
cessing techniques to both thermal infrared images and to
fused images to enhance the accuracy of the navigation so-
lution.
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