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# Relative Navigation Strategy About Unknown and Uncooperative Targets 

Michele Maestrini*, Maria Alessandra De Luca ${ }^{\dagger}$ and Pierluigi Di Lizia ${ }^{\ddagger}$<br>Polytechnic University of Milan, Via La Masa 34, 20156, Milan (MI), Italy.

In recent years, space debris has become a threat for satellites operating in Low Earth Orbit. Even by applying mitigation guidelines, their number will still increase over the course of the century. As a consequence, active debris removal missions and on-orbit servicing missions have gained momentum at both academic and industrial level. The crucial step in both scenarios is the capability of navigating in the neighborhood of a target resident space object. This problem has been tackled many times in literature with varying level of cooperativeness of the target required. While several techniques are available when the target is cooperative or its shape is known, no approach is mature enough to deal with uncooperative and unknown targets. This paper proposes a hybrid method to tackle this issue called Coarse Model-Based Relative Navigation: CoMBiNa. The main idea of this algorithm is to split the mission in two phases. During the first phase, the algorithm constructs a coarse model of the target. In the second phase, this coarse model is used as a reference for a relative navigation technique, effectively shifting the focus towards state and inertia estimation. In addition, this paper proposes a strategy to leverage the structure of the selected navigation method to detect and reject outliers. To conclude, CoMBiNa is tested on a simulated environment to highlight its benefits and its shortcomings, while also assessing its applicability on a limited resource single board computer. [

## I. Introduction

OVER the past few decades, space debris has become a threat for space operations. The average rate of fragmentation and collisions occurring in orbit yearly causes a continuous increase in the number of debris and in probability of further collisions [1]. The problem of space debris is also strictly related to the ever-increasing number of launched satellites that terminate their operational lifetime. According to the Inter-Agency Space Debris Coordination Committee (IADC)[2] the debris situation in Low Earth Orbit (LEO) may be reaching a catastrophic tipping point, where collisions

[^0]between objects will cause a cascade of further collisions. This phenomenon (also known as Kessler Syndrome [3]) will lead to an exponential increase of the number of space debris even without launching new objects. This catastrophic scenario would prevent the use of any LEO. According to six different models of debris population developed by independent entities (e.g. NASA, ASI, ESA, ISRO, JAXA, and UKSA) the number of objects in critical LEO and GEO regions is expected to grow by $\sim 30 \%$ in the next two centuries even with the mitigation of new debris creation [4]. As a consequence, universities, research centers, as well as public agencies have been investing in concepts to tackle this issue on two different levels. The first approach is to perform missions of Active Debris Removal (ADR) aimed at deorbiting debris which are already in orbit. However, the methods to tackle this problem are still under development and are far from the needed level of maturity in terms of both Technology Readiness Level and experience: the first ever mission of this kind is expected to launch in 2025* Secondly, by mitigating the effect of the ever increasing number of decommissioned objects with the Space Debris Mitigation Compliance Verification Guidelines Among the many possible ways to mitigate debris creation, On-Orbit Servicing (OOS) seems to be the most promising one. OOS has been attracting funds from space agencies (e.g. NASA's OSAM-1, ESA's e.Deorbit, and ADRIOS). In addition, OOS is also interesting from a commercial point of view as it is expected to have $\sim 4.5$ billion USD cumulative revenue by 2028年 This expected market is owed to the capability of OOS to mitigate the downsides in the design criteria employed in modern day space industry such as the application of high redundancy (which adds to complexity, mass, and cost), the adoption of solutions with high Technology Readiness Level slowing down innovation, and long operational lives (effectively operating the satellite with obsolescent hardware for the majority of its lifetime). OOS could alleviate these issues by providing additional flexibility in design and operations [5]. At the moment, most of the envisioned projects rely on public-private partnerships (e.g. NASA's Brane Craft, DARPA's RSGS, and ESA's RemoveDEBRIS). However, some missions are already undergoing development with fully private funds (e.g. MEV-18 and ELSA-D [6]). Currently, the main driver for OOS investment is the maintenance of the GEO fleefll whose construction and operation constitutes a multi-billion dollar business [7]. Nonetheless, the application to LEO environment constitutes a completely untapped, but promising, market. Indeed, with the imminent advent of mega-constellations, the number of target resident space objects (RSO) for OOS may grow exponentially [8].

In order to perform the high-level tasks required for OOS, specific navigation techniques have to be designed in order to provide the relative state information necessary to guarantee safe operations. In past missions and studies on OOS it has been customary to assume complete knowledge of the shape and parameters of the target RSO. Guidance and navigation techniques for such scenarios were tailored to one specific task, and relied heavily on the available information. Unless

[^1]the target ceased operations due to a malfunction or damage, it was also customary to assume that proximity operations could rely on active radio communications coming from the RSO. However, more complex OOS and ADR scenarios may require different levels of cooperativeness, even including cases of an uncooperative target. For the purpose of this study, an uncooperative target will be defined as an RSO which was not designed for ADR (i.e. lacks specific markers) and does not communicate through radio link information about its state. Moreover, the RSO may also be unknown. In this work an object is considered unknown if no information about its shape and inertia parameters are available a priori. However, it is assumed that its orbital information will be available from orbit determination processes conducted on ground. An RSO may be unknown for many different reasons, which may be as simple as the optical degradation of surfaces due to the prolonged exposure to the space environment. Besides, more drastic changes to the RSO shape can happen due to a change in configuration and damages (e.g. owed to collision and/or explosion of internal tanks). Such changes cannot be foreseen and could compromise the mission outcome of any chaser tailored to act in proximity of a specific object. In fact, there is a substantial difference between performing OOS (or ADR) on a spacecraft which was designed for this scope, and performing it on a generic debris that is already on orbit. This difference has a major impact on the needed technologies, guidance approaches, and navigation instruments. This lack of information requires the inspecting spacecraft to be equipped with a higher level of autonomy, which would allow the flexibility to deal with unexpected changes in the RSO, while also relieving burden on human operators, avoiding human-induced errors, and granting operations even outside visibility windows of the ground stations. The required paradigm shift towards execution of autonomous proximity operations has already been envisioned by NASA as a key enabling technology for the development of next generation space missions [9]. Up until this point, all previously flown missions and experiments either relied on the assumption that the target is cooperative (e.g. ETSVII [10], OE [11], and DART [12]), or they leverage their knowledge of the target's shape to recover its pose (e.g. PRISMA [13], and Seeker-1 [14]). Hence, none of the available algorithms are capable of dealing with an unknown and uncooperative RSO. Therefore, the aim of this work is to fill this gap in literature by developing a tool that is general enough to be applied to any RSO in LEO. In order to deal with an unknown and tumbling RSO, it is not sufficient to retrieve the relative state and attitude between chaser and target with a navigation filter. It is also necessary to recover inertia properties of this target. Despite being applicable to ADR and OOS scenarios, the solution to this kind of problem for proximity operations constitutes a relevant milestone for a plethora of other missions such as Formation Flying or asteroid exploration.

This work proposes a navigation paradigm designed to achieve state and inertia estimation in the neighborhood of an unknown and uncooperative RSO called Coarse Model-Based Relative Navigation: CoMBiNa. The main idea of CoMBiNa is to split the navigation algorithm into two phases. The preliminary phase is dedicated to the construction of the geometrical shape of the target. While the second phase is the operational one where state and inertia are recovered through a sequential filtering approach. After a brief review of the methods used to perform relative navigation in literature, provided in Section II. this paper gives an outline of the entire CoMBiNa pipeline in Section III. Subsequently,

Section VI presents the numerical results of the two phases of the algorithm. Section VII introduces the outcome of a feasibility study on a Single Board Computer (SBC) with realistic tumbling rates estimated from light curve observations. To conclude, some final remarks are highlighted in Section VIII.

## II. Literature Review

The main driver for the selection of a relative navigation algorithm is the expected level of cooperativeness of the target. Several different navigation techniques can deal with known and cooperative targets with increasing level of cooperation required, starting with the basic case of a fully cooperative RSO providing information regarding its state [15]. In more general scenarios, the target is passively cooperating thanks to the presence of a small number of easily identifiable fiducial markers on its surface, which can be combined with the a priori knowledge of the target stored on-board to retrieve pose information [16]. Such algorithms leverage different techniques to estimate the pose (e.g., Perspective-n-Point (PnP) [17], TRIAD [18], QUEST [19], etc.). Their main downside is the detection and matching of markers from measurements: a step which is often taken for granted despite severely impairing convergence if the wrong correspondences are found [20]. The aforementioned knowledge of the shape, size, and location of the markers which is typical of cooperative approaches has been employed extensively in flown missions (e.g. PSX sensor of the ETS-VII mission [10], AVGS sensor of the OE and DART missions [11, 12], VBS sensor of the PRISMA mission [13]). By completely removing any form of cooperation from the RSO, proximity operations can still be conducted with model-based techniques that exploit knowledge of the target model to retrieve the relative pose. Several techniques have been developed, which exploit either image features (e.g., SoftPOSIT [21] and RANSAC [22]), or a database of information stored on-board (e.g., Template Matching [23]). In particular, this latter approach struggles to be compliant with on-board resources due to database storage and its computationally heavy search. This problem has been tackled in recent years by applying Template Matching datasets to Artificial Intelligence approaches through the use of Convolutional Neural Networks [20, 24-26]. Alternatively, pose can be determined by taking the target geometrical characteristics into account during the design process [27]. Finally, among the most general solutions, one can rely on point cloud registration methods [28] with Iterative Closest Point (ICP) being the most common approach in literature [29]. The techniques usually adopted for pose determination in the neighborhood of known but uncooperative targets are closely related to those needed to deal with a passively cooperative target (i.e. has markers). In fact, some of the methods can be used in both scenarios. However, these approaches also share the downsides of passively cooperative techniques. As a consequence, finding correct correspondences between raw data and the on-board model is once again the most crucial aspect. This problem is exacerbated by the absence of fiducial markers specifically designed to be recognized in raw measurements, hence rendering extracted and matched features less reliable and much more numerous. A practical application of such methods has been deployed on the Shuttle's RNS sensor used for the HST servicing [30]. For a thorough overview of relative navigation methods exploiting monocular images of uncooperative
objects, the reader may refer to [31].
To conclude, all the navigation methods presented so far fall short in case the model of the RSO under investigation is not known a priori, which is the case considered in this paper. By removing both assumptions of cooperation and knowledge, the chaser has to operate by computing its trajectory while simultaneously building a model of the RSO. The state of the art approach to tackle this problem is represented by Simultaneous Localization and Mapping (SLAM) [32]. Several examples exploiting particle filters and Extended Kalman Filter are available in literature [33-43]. However most of them assume perfect features matching between on-board map and measures, which is instead one of the key problems of SLAM techniques. Filter updates work best with few accurate matched points rather than with many imprecise measurements. Moreover, the computational cost of these methods owed to features matching and filter steps (i.e. update and propagation) grows with the size of the map, hence requiring a trade-off between computational cost and accuracy of the reconstruction. Graph-SLAM approaches constitute an alternative take to this problem, where online navigation estimates are sacrificed in order to achieve better mapping of the environment and better convergence. Examples of these approaches have been implemented in literature [36, 37], most notably in [38], where the author proposed a smoothing approach in his PhD dissertation.

To overcome limitations of the presented state of the art methods, this work proposes a hybrid approach for relative navigation at an unknown and uncooperative target RSO called Coarse Model Based Relative Navigation (CoMBiNa). The main idea of CoMBiNa is to combine the advantages of SLAM and model-based techniques by splitting the mission in two phases. During the first phase, a SLAM approach can be used on a safe relative orbit [39] to acquire a point cloud and construct a coarse model of the target RSO exploiting state of the art graph-SLAM techniques (e.g., ORBSLAM [36]) to obtain a larger map. In the second phase, the coarse model is used as the base of a model-based relative navigation technique. The proposed approach relies on the extraction of relative pose information from the process of point set registration. To do so, it is necessary to be able to retrieve 3D information (in the form of point clouds) at each measurement time. Any instrument capable of providing 3D point clouds could work in this framework (e.g., RGB-D, LIDAR), however stereo cameras are characterized by lower hardware complexity, cost, and power consumption with respect to LIDARs, they can be used for human-in-the-loop operations (e.g., space situational awareness activities), and they provide denser point clouds. The main disadvantage of stereo cameras is their high sensitivity to illumination conditions, which can be compensated for by increasing the power budget and including light sources in the measurement systems. To obtain the needed visual acquisitions, stereo camera images are synthetically generated in Blender $\square$ and processed to retrieve point clouds. At each measurement step, the point cloud extracted from the stereo camera is matched to the coarse on-board model with a point set registration technique that provides the relative pose. The selected registration method is called Bayesian Coherent Point Drift (BCPD)[40], which is a generalization of the ICP algorithm that matches the point clouds in a statistical sense, hence overcoming the aforementioned issue (typical of

[^2]model based-method) of finding exact features correspondences. Compared with ICP, this algorithm is more robust against noisy data and avoids being trapped in local minima for bad initialization. This method guarantees convergence in a finite amount of iterations thanks to Bayesian Inference and can exploit code accelerations to treat larger point clouds [28]. In this second phase, the focus is shifted from constructing the RSO model to providing relative state predictions and estimating the inertia parameters of the target. To do so, the relative pose generated with BCPD is treated as a measurement in an Unscented Kalman Filter (UKF) [41] which recovers pose and inertia ratios similarly to [38].

## III. CoMBiNa: Coarse Model-Based Relative Navigation

This section provides an overview of the proposed method for navigation at an unknown and uncooperative RSO. The CoMBiNa method can only be started once the chaser is close enough to the target and with sufficiently accurate estimate of the relative position. In this work it was assumed that these initial conditions can be achieved with another purposely defined relative navigation approach based, for example, on line-of-sight optical measurements as was demonstrated in the AVANTI experiment [42]. In this study, the chaser was delivered within 50 meters from the target with a meter level relative navigation accuracy. After the target initial conditions for CoMBiNa have been achieved, the proposed algorithm can start. During the first phase of CoMBiNa, a SLAM approach can be used on a relative orbit to acquire a point cloud and construct a coarse model of the target RSO while guaranteeing passive safety. These trajectories are characterized by an out-of-plane elliptical periodic relative motion such that the traced path never crosses the velocity vector of the primary object. In a safe relative trajectory, drift of the two spacecraft, due to relative state estimation errors will not result in collision, so the trajectory is considered passively safe [39].

The main focus of this phase is placed on the model construction and can be performed with state of the art graph-SLAM techniques [36]. Such approaches produce large and accurate maps of the target RSO, however they may not be suitable for online implementation in delicate environments, as these techniques are based on a smoothing approach rather than on a filtering one: neither state estimate nor dynamic parameters are updated between time steps. Without a continuous update of these information it would be impossible to close the GNC loop during nominal operations. The outcome of the first phase provides a coarse and noisy point cloud, which can be processed to filter outliers and produce a model of the RSO. In the second phase, this coarse model is used in a model-based relative navigation technique. This approach exploits 3D point clouds acquired from the processing of stereo images and a point set registration method (i.e. BCPD) to estimate the relative position and attitude of the target. In this second phase, the focus is shifted from constructing the RSO model to providing relative state predictions and estimating the inertia parameters of the target via an UKF. Fig. 11 provides an overview of all the building blocks necessary to carry out this process. The next sections provide better insight in each of the three main building blocks of the algorithm.


Fig. 1 Pipeline of the entire CoMBiNa approach.

## A. Blender Simulated Environment

The main aim of this first block is to obtain the images which need to be supplied to the SLAM algorithm and to the navigation filter. This simulated environment remains the same during the second operational phase. The images are simulated using Blender and an open source 3D model of the target RSO ${ }^{* * *}$ Despite the existence of rendering softwares specific to the aerospace industry (e.g., ESA's PANGU, and Airbus SurRender), the choice fell on Blender as it provides an open source program with a huge community, has very good modelling capabilities, and can be controlled through Python APIs (e.g., see [43, 44]). Regardless of the RSO model used, Blender is capable of producing its rendering by simulating a camera moving in its proximity. In particular, the rendering engine Cycles is exploited, as it provides a physics-based ray tracer that computes light paths from all the sources in the scene as well as their interactions with the objects. This allows simulating the parallel light rays' interaction coming from the simulated Sun with the target RSO's surface. Fig. 2 shows the working principle of the simulated Blender environment. In particular, relative pose between target and chaser which is output of the dynamics can be used to compute the relative camera pose. Notice that this data generation step from a simulated environment is only necessary in case a test facility is not available.

The first step to retrieve measurements from images consists in extracting features from simulated images and recovering their position in the chaser body frame. In order to treat images as efficiently as possible, only the region of interest (ROI) of the image containing the target is analyzed. For the purpose of this study, a simple metric to extract the region of interest base on a minimum pixel threshold value was used. This metric is sufficient for this test case which has no background, however, it has been thoroughly proven in literature that this task can be robustly and efficiently performed through Artificial Intelligence techniques [20, 24].

[^3]

Fig. 2 Flowchart describing the rendering module.


Fig. 3 Images processing step: object extraction as a ROI (left), and extracted SURF features in this ROI (right). Reproduced from [45].

After obtaining a ROI, SURF features are extracted from it [46]. Several other features have been tested before selecting SURF (i.e., BRISK, FAST, Harris, KAZE, MSER, ORB, and SIFT): in the end particular choice of SURF was driven by the need of providing the largest number of uniformly distributed image features, so that the overall shape of the target can be captured. These features should not recognize a few, robust, stable features to use in a PnP like approach, but rather provide a distribution of features capturing the overall shape of the target. Since CoMBiNa has no precise model of the RSO available, any attempt at computing exact matches between image features and coarse model is destined to fail. Matching the model to the 3D point cloud in a statistical sense with a statistical point set registration algorithm could provide the desired outcome. In particular, the more points and the more uniformly distributed on the target they are in a 3D point cloud, the better the registration results will be. This approach is very similar to a normalized cross correlation approach, which has already been used for relative navigation [47]. The main difference is that this algorithm tries to exploit 3D information instead of 2D images. An example of the image processing step is reported in Fig. 3. When the pixel location of the features has been identified, the disparity map can be queried in order to retrieve
their corresponding depth information. The stereo camera model assumed in this work is represented in Fig. 4 and it is characterized by a focal length $f$, a pixel density $d$ (i.e. number of pixels per unit length of the sensor), and the pixel coordinates of the optical center (i.e. the central pixel in the image) $u_{0}$ and $v_{0}$. The stereo camera setup is also characterized by a quantity $b$, which is called the baseline of the stereo camera and represents the shift along one of the camera axis applied to the second sensor of the stereo setup.


Fig. 4 Parallel axis stereo camera model adopted in this work. Reproduced from [45].

Once the 3D coordinates of the $i$-th extracted features are known in terms of horizontal pixel coordinate $u_{i}$, vertical pixel coordinate $v_{i}$, and disparity $\alpha_{i}$, the 3D position in the chaser body frame can be retrieved exploiting the measurement inversion equation:

$$
\begin{equation*}
\mathbf{p}_{i}^{C}=\left[-\frac{b}{\alpha_{i}}\left(v_{i}-v_{0}\right), \frac{b}{\alpha_{i}}\left(u_{i}-u_{0}\right),-\frac{f \cdot d \cdot b}{\alpha_{i}}\right]^{\top} \tag{1}
\end{equation*}
$$

In this notation, the subscript of the point $\mathbf{p}$ indicates the i-th extracted feature and the superscript $C$ indicates the center of the reference frame (i.e. the chaser in this case). A summary of the camera parameters adopted in this study is reported in Table 1 These values were inspired by [37], although a lower pixel density was adopted.

## Table 1 Camera parameters adopted in this study.

| Parameter name | Value |
| :--- | :---: |
| Focal length $f$ | $34[\mathrm{~mm}]$ |
| Central pixel coordinates $\left[u_{0}, v_{0}\right]$ | $[0,0][\mathrm{pix}, \mathrm{pix}]$ |
| Pixel density $d$ | $48[\mathrm{pix} / \mathrm{mm}]$ |
| Baseline $b$ | $1[\mathrm{~m}]$ |
| Sensor size | $1024 \times 1024[\mathrm{pix} \times \mathrm{pix}]$ |

At the end of the image processing step, the 3D point cloud of features in the chaser fixed (i.e. camera fixed) reference frame, centered in the chaser itself, which will be referred to as $\mathcal{P}^{C}=\left\{\mathbf{p}_{1}^{C}, \ldots, \mathbf{p}_{M}^{C}\right\} \subset \mathbb{R}^{3 \times M}$, is available for
registration with the coarse model stored on-board.

## B. Preliminary Analysis Phase

During the preliminary phase, the chaser remains on a safe relative orbit in the neighborhood of the target RSO. For the purpose of this study, it is assumed that this orbit is perfectly tracked during this first phase, so that images of the target can be acquired safely and used in a SLAM algorithm. This assumption is acceptable as many different techniques for line-of-sight navigation based on brightest pixel are available [42]. The main difficulty in case of a drift during relative motion would be to keep the target in the camera field of view during coasting phases. To do so, a method similar to [48] based on a succession of control and coast arcs could be executed. By selecting an appropriate relative drift orbit reference [49] showed that it is possible to determine a camera orientation that guarantees that the target stays inside the camera field of view. In the cases investigated it is assumed that the chaser periodically controls its attitude whenever the target exits its field of view by centering the brightest pixel. During the first part of the preliminary phase, a SLAM method is applied to build a large, coarse map of the target RSO. The time to be dedicated to this phase is strongly related to the attitude regime of the target and the illumination conditions. In this work it was assumed that a full model would be needed to carry on with the operational phase. In fact, reference [40] showed that using a partial model for registration may severely impact the accuracy of the matches. It may be possible to carry on operations with a partial model of the target provided that the operational measurements are also collected from the same relative poses, however this scenario was not tackled in this paper in order to see if this approach could work in ideal conditions. In this work, a single relative orbit proved to be sufficient for the full construction of the target model. However, the duration and relative trajectory necessary to this aim may vary. For further details on this topic the readers may refer to the analysis in [50], where a strategy for the selection of best inspection maneuvers with a fixed time horizon was presented. The SLAM technique investigated to build the coarse target model is the open source ORB-SLAM [36], which has already been used for real images acquired in space [37]. This system uses ORB features, which are robust to rotation, scale, and illumination changes. Moreover they are fast to extract and match, which allows for real-time operation [51]. ORB-SLAM still relies on standard image processing routines which can be time consuming. Moreover it is still an approach based on feature matching, therefore it may be hindered by poor illumination conditions and repetitive textures. Nevertheless, this approach demonstrates impressive mapping results, and its ability to operate online on minimal hardware makes it particularly attractive for limited resources systems. Once the SLAM algorithm run concludes, the coarse point cloud needs to be processed in order to remove outliers. The approach exploited in this work for point cloud processing is the probabilistic feature-based space carving method proposed in [52], which relies on a two step method. First, outliers are detected with a k-NNG [53] approach. The main outlier types are owed to points in regions where the local point density is low relative to the mean point density of the map, and points whose mean viewing direction deviates substantially from that of other neighboring points. The second processing step is the probabilistic,
feature-based, space-carving approach [54]. This method uses 3D spatial information provided by the ORB-SLAM algorithm to remove spurious features based on free-space constraints between the point and the camera. To carry out this carving strategy, a Delaunay triangulation is initially produced out of the available mapped 3D points. Afterwards, the built 3D tetrahedra are carved, so that their faces are eliminated if they violate visibility constraints. To summarize the process, each triangular facet of a tetrahedron is taken to be an estimate of an element, and feature points are assumed to be observations of surface elements corrupted by Gaussian noise with a given variance along the visibility direction, centered at the surface of a facet. Given this assumption, this process can be easily explained by looking at Fig. 5 , In fact, if the observed feature is located further behind the facet (e.g. $p_{2}$ ), the probability of existence of the facet decreases. While the further ahead of the facet the observed feature is (e.g. $p_{1}$ ), the higher the probability that the facet exists.


Fig. 5 Probability that a facet exists depends on the relative position between camera, feature (i.e., $p_{1}$ and $p_{2}$ ), and facet intersection. Reproduced from [45].

The existence of a single facet is then computed as the combined probability of existence when checked for all viewing directions intersecting the facet provided by the ORB-SLAM algorithm. If the probability of a facet in the triangulation is smaller than a threshold, its vertexes are removed from the point cloud. After performing the probabilistic carving, the coarse model of the target is ready to be exploited in the operational phase. The model obtained with this processing approach is defined in a reference frame which is determined by ORB-SLAM. If the initialization of the map in ORB-SLAM happens at different time instants, this frame can change. However, the operational pipeline requires the constructed model to be defined in the principal inertia axes of the target. To determine the rigid and constant rototranslation necessary to align these frames, the output of ORB-SLAM is matched to a reference frame defined by the principal axes of the constructed model. To do so, Principal Component Analysis is applied to the closest points to the center of the point cloud. This was done to avoid bias induced by points too far from the center of the cloud (i.e., points on appendages). This approach proved effective in this scenario and it led to an error of less than 10 deg between reference frames. However, this method relies on the assumption that the target has a homogeneous density: geometrical symmetry corresponds to material symmetry. In case of a non-homogeneous target, this assumption may
fail and the estimated frame may differ from the principal axes. In such a case, it becomes necessary to estimate also the rigid rotation needed to align the estimated body frame with the principal inertia axes of the target. A possible solution to this problem is to extend the filter state with the parameters of this rigid transformation. Such an approach has been adopted in Sec. V.C for the simplified case of an axisymmetric object which showed satisfactory results.

## C. Operational Phase

During the operational phase of the inspection of the unknown and uncooperative RSO, the chaser performs a sequence of operations which is summarized in the pipeline of Fig. 6 ,


Fig. 6 Flowchart describing the operational pipeline of the CoMBiNa approach.

First, a stereo image is acquired. This process is the same as the preliminary phase and exploits the Blender simulated environment. The stereo acquisition provides an image and a depthmap obtained directly in Blender. This image is then processed to extract a 3d point cloud which is then passed to the nominal operational module. This module is active during the Nominal Operating Mode described in Section IV and it uses a point set registration method (i.e. BCPD) to register the point cloud with the coarse model generated during the preliminary analysis and provides a measurement of relative position and attitude. These measurements are then checked for consistency and treated in two different filters, one estimating the relative translation, the other taking care of attitude and inertia parameters estimation. The choice of separating the two filters was motivated by the study conducted in [45] where, in case of failure of the attitude estimation, the translational filter could still operate and guarantee at least the control of relative position for safety purposes. On the other hand, merging the two filters into a single one may better preserve couplings between attitude and relative state induced by disturbances. Nonetheless, in this work no perturbation was modelled and therefore the separation of filters was retained. In addition, a safety switch is implemented to detect particular failures in the attitude estimation which stem from the presence of a symmetric RSO. In fact, in the case of symmetric targets, BCPD cannot converge to the correct solution as any attitude rotated about the symmetry axis would be acceptable for the point set registration. In 45] a safe operating mode that only recovered the relative state, hence completely disregarding the attitude of the RSO, was presented. This work proposes a different parametrization of the target's attitude (i.e., the estimation of the
direction of the symmetry axis) that leverages the properties of an axisymmetric body. This approach allows to retain as much information as possible in the case of symmetric RSOs and it will be presented into more detail in Section $V$. To conclude, it is assumed that the inertial state and attitude of the chaser satellite are perfectly known, which is deemed to be an acceptable hypothesis as dedicated navigation modules could provide the necessary information up to a higher degree of accuracy. The incorporation of inertial navigation errors will induce dynamical modeling errors that severely impact the performances of a closed-loop GNC module. Therefore, the removal of this assumption may even challenge the premises of uncoupled rotation/translation dynamics. This constitutes a strong assumption that was considered acceptable in the framework of this preliminary work where only the navigation module is analyzed and the GNC loop is not closed. The envisioned future works on this problem involve also an analysis addressing the impact of using realistic simulations of navigation modules on the relative navigation filter. The following section is dedicated to a more detailed analysis of the key steps for the relative navigation filters.

## IV. Nominal Operating Mode

The nominal operating mode applies a model-based approach to the estimation process by leveraging the rough model built during the preliminary phase. This coarse model implies that no exact feature matching should be searched for, as the target RSO is unknown a priori. The requirement of having an unknown and uncooperative RSO also implies that no training can be done a priori to help during the navigation process, hence excluding any technique relying on template matching or artificial intelligence. Having no insight on which features could be found on the RSO, the chaser can only try to fit the coarse model built and stored on-board to the point clouds extracted from stereo measurements using a statistical point set registration method: BCPD [40]. This section is dedicated to the analysis of the nominal operating mode. First, an overview of the measurement extraction process is provided, secondly, the filter architecture is presented. To conclude, this section introduces a technique to detect the presence of a symmetric body (e.g., the spent upper stage of a rocket) so that a fall-back option can be enabled.

## A. Measurement Extraction from BCPD

The goal of the point set registration step is to find the transformation that better aligns two point sets. The choice of algorithm for this work fell on BCPD, which is a variant of the Coherent Point Drift (CPD) [55] algorithm. As the name of these point set registration methods suggest, both algorithms embed in their formulation a regularization term which penalizes non-coherent moves of neighboring points. However, while CPD relies on the Expectation-Maximization (EM) algorithm to determine point correspondences and parameters of the transformation between source and target sets, BCPD relies on Variational Bayesian Inference (VBI). This main discrepancy between algorithms implies that in standard CPD, the motion coherence is imposed as a penalization term in the minimization step of the EM algorithm, whereas in the BCPD the motion coherence is imposed thanks to the prior distribution of displacement vectors. BCPD
assumes a transformation model between point clouds as a combination of a similarity transformation and a non-rigid transformation applied to the points $\mathbf{y}_{k}$ as follows:

$$
\begin{equation*}
\mathcal{T}\left(\mathbf{y}_{k}, \boldsymbol{\rho}, \mathbf{v}_{k}\right)=s \mathbf{R}\left(\mathbf{y}_{k}+\mathbf{v}_{k}\right)+\mathbf{t} \tag{2}
\end{equation*}
$$

here $\rho$ collects all the rigid transformation parameters: $s \in \mathbb{R}$ (a scaling factor), $\mathbf{R} \in \mathbb{R}^{3 \times 3}$ (a rotation), and $\mathbf{t} \in \mathbb{R}^{3}$ (a translation). The non-rigid transformation parameters are represented by the coherent displacement vectors $\mathbf{v}_{k} \in \mathbb{R}^{3}$. Thanks to the particular selection of priors on these displacement vectors, their lengths are inversely proportional to a regularization factor. Therefore, by selecting a particularly large value of this parameter, it is possible to tailor BCPD to the requirements of CoMBiNa , which needs to retrieve a rigid transformation. The parameters of this transformation are obtained through iterations of VBI, which also guarantees convergence of the algorithm as demonstrated in [40]. BCPD algorithm is applied in this work to retrieve the correction terms necessary for aligning the expected point cloud obtained from the coarse model stored on-board with the measured one. In particular, at each measurement step the stereo camera will retrieve a set of points $\mathcal{P}^{C}$ expressed in the chaser's reference frame. The output of BCPD will retrieve the rigid transformation (i.e. rotation, translation, and scaling) necessary to align this point set to the source set represented by the coarse model of the target stored on-board $\mathcal{M}^{\mathcal{T}}=\left\{\mathbf{m}_{1}^{\mathcal{T}}, \ldots, \mathbf{m}_{N}^{\mathcal{T}}\right\} \subset \mathbb{R}^{3 \times N}$.

First, the initial guess on the target attitude and position coming from the filter state allows to reproject the 3D measured point cloud from the chaser centered, chaser fixed frame to the estimated target frame $\tilde{\mathcal{T}}$ as:

$$
\begin{equation*}
\boldsymbol{\mathcal { P }}^{\tilde{\mathcal{T}}}=\mathbf{C}_{\tilde{\mathcal{T}} C} \mathcal{P}^{C}-\mathbf{1}_{M} \otimes \mathbf{C}_{\tilde{\mathcal{T}} \mathcal{L}^{\hat{\mathbf{r}}}} \tag{3}
\end{equation*}
$$

Here, the term $\hat{\mathbf{r}}$ defines the estimated relative position of the target's center of mass with respect to the chaser, expressed in the LVLH frame (i.e. $\mathcal{L}$ ). To maintain consistent matrix sums, the translation is multiplied with the Kronecker product by a vector of all ones of size $1 \times M$ which is represented as $\mathbf{1}_{M}$. In this expression, $\mathbf{C}_{\tilde{\mathcal{T}} C}=\mathbf{C}_{\tilde{\mathcal{T}} I} \mathbf{C}_{I C}$ and $\mathbf{C}_{\tilde{\mathcal{T}} \mathcal{L}}=\mathbf{C}_{\tilde{\mathcal{T}} \mathcal{I}} \mathbf{C}_{\mathcal{I} \mathcal{L}}$ represent the rotation matrices from the chaser frame and LVLH frame respectively, to the estimated target frame. The chaser absolute orbital state and attitude are assumed to be always available with a much higher precision thanks to dedicated navigation modules as reported in Fig. 6 This assumption is made to focus on the main aim of this paper, which is the relative navigation with respect to an unknown and uncooperative RSO. After retrieving this projected set of points, BCPD is applied to register it with the target set $\mathcal{M}^{\mathcal{T}}$ to determine the parameters of the transformation responsible for registering the measured point cloud with the coarse model.

$$
\begin{equation*}
\mathcal{P}^{\mathcal{T}}=s \mathbf{R} \mathcal{P}^{\tilde{\mathcal{T}}}+\mathbf{1}_{M} \otimes \mathbf{t} \tag{4}
\end{equation*}
$$

This rotation is the one responsible for aligning the estimated target frame $\tilde{\mathcal{T}}$ with the coarse model reference frame $\mathcal{T}$, as such, it can also be expressed as $\mathbf{C}_{\mathcal{T} \tilde{\mathcal{T}}}$. The first information that is extracted from the output of BCPD is a measure of the set of Modified Rodrigues Parameters (MRPs) describing the orientation of the target with respect to the inertial frame. To do so, the matrix describing the orientation of the inertial frame is retrieved as:

$$
\begin{equation*}
\mathbf{C}_{\mathcal{T} I}=\mathbf{C}_{\mathcal{T} \tilde{\mathcal{T}}} \mathbf{C}_{\tilde{\mathcal{T}} I} \tag{5}
\end{equation*}
$$

Given the direction cosine matrix $\mathbf{C}_{\mathcal{T} I}$, the measure of the corresponding set of MRP with norm $\left\|\sigma_{\mathcal{T}}\right\| \leq 1$ can be retrieved thanks to the definition of the skew symmetric matrix:

$$
\begin{equation*}
\left[\widetilde{\boldsymbol{\sigma}_{\mathcal{T}}}\right]=\frac{\mathbf{C}_{\mathcal{T} I}^{\top}-\mathbf{C}_{\mathcal{T} I}}{\sqrt{\operatorname{Tr}\left(\mathbf{C}_{\mathcal{T} I}\right)+1}\left(\sqrt{\operatorname{Tr}\left(\mathbf{C}_{\mathcal{T} I}\right)+1}+1\right)} \tag{6}
\end{equation*}
$$

Note that this equation only encounters a singularity at an equivalent principal rotation of $180^{\circ}$. At this configuration, both numerator and denominator become 0 , i.e. $\mathbf{C}_{\mathcal{T} I}=\mathbf{C}_{\mathcal{T} I}^{\top}$ and $\operatorname{Tr}\left(\mathbf{C}_{\mathcal{T} I}\right)=-1$. In this case, the following matrix equation can be solved [56]

$$
\begin{equation*}
\boldsymbol{\sigma}_{\mathcal{T}} \boldsymbol{\sigma}_{\mathcal{T}}^{\top}=\frac{1}{2}\left(\mathbf{I}+\mathbf{C}_{\mathcal{T} I}\right) \tag{7}
\end{equation*}
$$

The equations on the diagonal directly provide the $\sigma_{\mathcal{T}}$ vector, while the extra diagonal components provide the information needed to resolve sign ambiguities. The second information which is extracted from the BCPD output is the measure of the expected target position. Eq. 4 included the translation term $\mathbf{t}$, which describes the correction to be applied to the estimated position of the center of mass of the target in order to realign the point clouds. However, this term is expressed in the $\mathcal{T}$ model reference frame. Therefore, it needs to be rotated into the $\mathcal{L}$ frame for correction exploiting the $\mathbf{R}$ matrix as

$$
\begin{equation*}
\mathbf{r}=\hat{\mathbf{r}}-\mathbf{C}_{\mathcal{L} \tilde{\mathcal{T}}} \mathbf{C}_{\mathcal{T} \tilde{\mathcal{T}}}^{\top} \mathbf{t} \tag{8}
\end{equation*}
$$

The scaling factor $s$ has been ignored as it is assumed to always be close to 1 . The shape of the output of BCPD can be leveraged to reject incorrect measurement estimates thanks to this scaling factor. In fact, should $s$ violate a set of user defined acceptable bounds about 1 (i.e., $s \in[0.8,1.2]$ in this work), the measurement would be deforming the body, hence providing an incorrect estimate which should be discarded in the filter.

Throughout this section, the noise inherent to the measurement extraction process was not characterized. For the purpose of this work, no real instrument was used, therefore the value of process noise covariance was assumed as a constant tuning parameter that proved to work for the majority of the analyzed test cases. However, an accurate characterization of these quantities is paramount as they are directly correlated to the relative pose of the two spacecrafts.

With the current strategy for the selection of the measurement noise, the implementation cannot work for more realistic experimental setups. Measurement noise parameters represent key figures in the design of this approach and as such they should be better characterized pre-flight rather than tuned. At the current level of implementation the analysis of these quantities was not further investigated. However, a statistical strategy similar to [20] may be adopted. With this method, a database of many possible relative pose configurations may be generated (either synthetically or with an experimental setup) and processed to extract the measurements. Consequently, the statistical properties of the measurement errors may be studied in order to assess the variation of measurement noise covariance with other key quantities (e.g., relative distance).

## B. Filter Architecture

Once the measurements are retrieved, two filters are designed to separately deal with relative position estimation and attitude estimation. Standard navigation filters rely on two main steps which are characterized by prediction of state and covariance, and update of the predicted values with measurements. This dual step procedure is typical for sequential filters. The prediction step for standard schemes usually works by describing the distribution of points by only the mean and covariance. This implicitly assumes that the state distribution remains Gaussian after propagation, which is not valid after a nonlinear propagation. However, nonlinear transformations are fairly common in typical GNC problems. Therefore, the accuracy of standard filters decays in highly-nonlinear systems or if the frequency of measurements is too low. To overcome this limitation, this work exploits UKF [41], which relies on the Unscented Transform (UT) to obtain a fully nonlinear mapping of the first two moments of the probability distribution of the state. Moreover, this algorithm is suitable for any choice of process model, with a rapid implementation that avoids the evaluation of the Jacobians which are instead needed in linearized filters [57]. The propagation method of UKF relies on the propagation of a set of sampled points which are called sigma-points. This set of points is deterministically extracted, and the number of points can be selected a priori. Once every sigma point has undergone the nonlinear propagation, their weighted sums provide the mean and covariance of the new distribution. In this work, two different UKF filters have been implemented in order to deal with attitude and translations separately.
First, the relative translational filter is described. The state of this first filter includes relative position $\hat{\mathbf{r}}$ and relative velocity $\hat{\mathbf{v}}$ expressed in the LVLH frame. The translational process dynamics is represented by the Nonlinear Equations of Relative Motion (NERM) (see [58], Chapter 14):

$$
\begin{align*}
& \ddot{x}=2 n \dot{y}+n^{2} x-\frac{\mu\left(R_{t}+x\right)}{\left[\left(R_{t}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}}+\frac{\mu}{R_{t}^{2}} \\
& \ddot{y}=-2 n \dot{x}+n^{2} y-\frac{\mu y}{\left[\left(R_{t}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}}  \tag{9}\\
& \ddot{z}=-\frac{\mu z}{\left[\left(R_{t}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}}
\end{align*}
$$

Here, $\mu$ represents Earth's standard gravitational parameter, $n$ is the mean orbital motion, and $R_{t}$ represents the radius of the chaser's orbit. To adopt this model it was assumed that the objects are subject to unperturbed Keplerian acceleration under a constant $n$ which corresponds to a circular orbit. To extend the method to general unperturbed orbits it would be sufficient to increase the set of ODEs to include the variation of mean motion and of $R_{t}$. Moreover, several simplified methods are available to deal with general scenarios as described in [59]. For the purpose of this study, this model was considered acceptable. The first step of the filter is to obtain sigma points and weights for the relative state at the current time step $k$ exploiting its mean $\hat{\mathbf{x}}_{S}(k \mid k)=[\hat{\mathbf{r}} ; \hat{\mathbf{v}}]$ and covariance $\mathbf{P}_{s}(k \mid k)$. The set of sigma points is indicated with the symbol $\mathcal{X}$, where the $i$-th element of this set is indicated as $\mathcal{X}^{[i]}$. To obtain the points and their weights, Eqs. 10) (11) are applied:

$$
\begin{align*}
& \boldsymbol{X}_{s}^{[0]}(k \mid k)=\hat{\mathbf{x}}_{S}(k \mid k) \\
& \boldsymbol{X}_{s}^{[i]}(k \mid k)=\hat{\mathbf{x}}_{s}(k \mid k)+\left(\sqrt{(l+\tau) \mathbf{P}_{s}(k \mid k)}\right)_{i} \quad i=1, \ldots, l  \tag{10}\\
& \boldsymbol{X}_{s}^{[i+l]}(k \mid k)=\hat{\mathbf{x}}_{s}(k \mid k)-\left(\sqrt{(l+\tau) \mathbf{P}_{s}(k \mid k)}\right)_{i+l} \quad i=1, \ldots, l \\
& \mathbf{\Omega}_{m}^{[0]}=\frac{\tau}{\tau+l} \\
& \mathbf{\Omega}_{P}^{[0]}=\mathbf{\Omega}_{m}^{[0]}+\left(1-\gamma^{2}+\beta\right)  \tag{11}\\
& \mathbf{\Omega}_{m}^{[i]}=\mathbf{\Omega}_{P}^{[i]}=\frac{1}{2(l+\tau)} \quad i=1, \ldots, 2 l
\end{align*}
$$

In these equations, $l$ represents the size of the state (i.e. 6) and $(\sqrt{\mathbf{P}(\cdot)})_{i}$ indicates the $i$-th column vector of the matrix square root. In addition, $\boldsymbol{\Omega}^{[i]}$ is used to indicate the $i$-th component of the weight vectors $\boldsymbol{\Omega}$, with a distinction between the vectors of weights used for the mean (i.e. $\boldsymbol{\Omega}_{m}$ ) or for the covariance (i.e. $\boldsymbol{\Omega}_{P}$ ). To conclude, $\tau, \beta$, and $\gamma$ represent tuning parameters of the UT and their values are detailed in [41]. While $\beta$ has an optimal value for Gaussian distributions (i.e. 2), $\gamma$ and $\kappa$, regulate how far from the mean the sigma points are located. Finally, $\tau=\gamma^{2}(l+\kappa)-l$, is a combination of the others.

The obtained set of points $\boldsymbol{X}_{s}(k \mid k)$ is propagated through the dynamics of the system by integrating the set of ODEs in Eqs. (9). The transformed set of points $\boldsymbol{X}_{s}(k+1 \mid k)$ and corresponding weights are exploited to recompute state $\hat{\mathbf{x}}_{S}(k+1 \mid k)$ and covariance $\mathbf{P}_{s}(k+1 \mid k)$ after propagation using Eqs. 12-13).

$$
\begin{array}{r}
\hat{\mathbf{x}}_{s}(k+1 \mid k)=\sum_{i=0}^{2 l} \boldsymbol{\Omega}_{m}^{[i]} \boldsymbol{X}_{s}^{[i]}(k+1 \mid k) \\
\mathbf{P}_{s}(k+1 \mid k)=\sum_{i=0}^{2 l} \boldsymbol{\Omega}_{P}^{[i]}\left(\boldsymbol{X}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{x}}_{s}(k+1 \mid k)\right) .  \tag{13}\\
\\
\cdot\left(\boldsymbol{X}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{x}}_{s}(k+1 \mid k)\right)^{\top}
\end{array}
$$

Every sigma point is then passed through the measurement equation to provide the set of sigma points for the expected measure $\mathcal{Z}_{s}(k+1 \mid k)$ :

$$
\mathcal{Z}_{s}^{[i]}(k+1 \mid k)=\left[\begin{array}{ll}
\mathbf{I}_{3} & \mathbf{0}_{3}  \tag{14}\\
\mathbf{0}_{3} & \mathbf{0}_{3}
\end{array}\right] \boldsymbol{X}_{s}^{[i]}(k+1 \mid k)
$$

The mean expected measurement $\hat{\mathbf{z}}_{s}(k+1 \mid k)$, measurement covariance $\mathbf{P}_{z, s}(k+1 \mid k)$, and state measurement cross covariance $\mathbf{P}_{s z, s}(k+1 \mid k)$ can then be retrieved using Eqs. 15) - 17) respectively.

$$
\begin{array}{r}
\hat{\mathbf{z}}_{s}(k+1 \mid k)=\sum_{i=0}^{2 l} \mathbf{\Omega}_{m}^{[i]} \mathcal{Z}_{s}^{[i]}(k+1 \mid k) \\
\mathbf{P}_{z, s}(k+1 \mid k)=\sum_{i=0}^{2 l} \mathbf{\Omega}_{P}^{[i]}\left(\mathcal{Z}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{z}}_{s}(k+1 \mid k)\right) . \\
\cdot\left(\mathcal{Z}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{z}}_{s}(k+1 \mid k)\right)^{\top}+\mathbf{R}_{s}(k+1) \\
\mathbf{P}_{s z, s}(k+1 \mid k)=\sum_{i=0}^{2 l} \mathbf{\Omega}_{P}^{[i]}\left(\boldsymbol{X}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{x}}_{s}(k+1 \mid k)\right) .  \tag{17}\\
\cdot\left(\mathcal{Z}_{s}^{[i]}(k+1 \mid k)-\hat{\mathbf{z}}_{s}(k+1 \mid k)\right)^{\top}
\end{array}
$$

Before applying the correction step, one last check to reject outlier is performed. If the scale factor $s$ obtained from BCPD deviates too much from unity (i.e., $s \in[0.8,1.2]$ is assumed acceptable in this work), the measurement is rejected, and the update step does not take place. Additionally, if the measurement obtained from BCPD has less than $99 \%$ probability of being correct under its expected mean and covariance, then also in this case the update step is skipped. This particular condition is checked with the squared Mahalanobis distance, which can be computed as:

$$
\begin{equation*}
\mathbf{M D}^{2}=\left(\mathbf{r}(k+1)-\hat{\mathbf{z}}_{s}(k+1 \mid k)\right) \mathbf{P}_{z, s}^{-1}\left(\mathbf{r}(k+1)-\hat{\mathbf{z}}_{s}(k+1 \mid k)\right)^{\top} \tag{18}
\end{equation*}
$$

To obtain the threshold value, one needs to compute the inverse of the cumulative distribution function of the chi-square distribution as

$$
\begin{equation*}
\text { threshold }=F^{-1}(p \mid v)=\{x: F(x \mid v)=p\} \tag{19}
\end{equation*}
$$

where $v$ represents the degrees of freedom, in this case 3 , and

$$
\begin{equation*}
p=F(x \mid v)=\int_{0}^{x} \frac{t^{(v-2) / 2} \exp (-t / 2)}{2^{v / 2} \Gamma(v / 2)} d t \tag{20}
\end{equation*}
$$

In case the measurement is not rejected, the state and covariance are updated with Eqs. 211 - 24).

$$
\begin{gather*}
\hat{\mathbf{x}}_{s}(k+1 \mid k+1)=\hat{\mathbf{x}}_{s}(k+1 \mid k)+\mathbf{K}(k+1) \mathbf{y}(k+1)  \tag{21}\\
\mathbf{P}_{s}(k+1 \mid k+1)=\mathbf{P}_{s}(k+1 \mid k)-\mathbf{K}(k+1) \mathbf{P}_{z, s}(k+1) \mathbf{K}^{\top}(k+1)  \tag{22}\\
\mathbf{y}(k+1)=\mathbf{z}_{s}(k+1)-\hat{\mathbf{z}}_{s}(k+1) \tag{23}
\end{gather*}
$$

$$
\begin{equation*}
\mathbf{K}(k+1)=\mathbf{P}_{s z, s}(k+1 \mid k) \mathbf{P}_{z, s}^{-1}(k+1) \tag{24}
\end{equation*}
$$

The second filter processes the attitude motion. The attitude state is composed of the MRP describing the target's orientation $\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}$, the angular velocity $\hat{\boldsymbol{\omega}}_{\tilde{\mathcal{T}}}$, and it is augmented with the set of two parameters $\hat{\mathbf{k}}$ parametrizing the target's principal inertia as in Eq. 27]. As illustrated in [38], in absence of external torques, the three principal inertia components can be estimated up to a scaling factor. By representing the principal matrix of inertia for the target as

$$
\mathbf{M}_{t}=\left[\begin{array}{lll}
A & 0 & 0  \tag{25}\\
0 & B & 0 \\
0 & 0 & C
\end{array}\right]
$$

it becomes possible to define the observable parameters $k_{1}$ and $k_{2}$ :

$$
\begin{align*}
& k_{1}=\ln \frac{A}{B} \\
& k_{2}=\ln \frac{B}{C} \tag{26}
\end{align*}
$$

The parametrized principal matrix of inertia then becomes:

$$
\mathbf{M}_{t}=\left[\begin{array}{ccc}
e^{k_{1}} & 0 & 0  \tag{27}\\
0 & 1 & 0 \\
0 & 0 & e^{-k_{2}}
\end{array}\right]
$$

The attitude state at current time step $k$ can therefore be described as the concatenation of the set of MRP $\hat{\sigma}_{\tilde{\mathcal{T}}}$, the angular velocity $\hat{\omega}_{\tilde{\mathcal{T}}}$, and the elements $\hat{\mathbf{k}}$ that are necessary to parametrize the inertia matrix. In this way, a vector of size $8 \times 1$ is obtained: $\hat{\mathbf{x}}_{a}(k \mid k)=\left[\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}} ; \hat{\boldsymbol{\omega}}_{\tilde{\mathcal{T}}} ; \hat{\mathbf{k}}\right]$. The filtering procedure described in detail for the translational filter is
repeated in the same way for the attitude filter. Here, particular attention is given to the set of ODEs used for propagation. The first six equations are reported in Eqs. (28) (see [58], Chapter 3) and Eqs. [29] (see [58], Chapter 4), where the parameters $\hat{\mathbf{k}}$ are treated as constants during the propagation (i.e. $\dot{\hat{\mathbf{k}}}=\mathbf{0}$ ).

$$
\begin{gather*}
\dot{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}=\frac{1}{4}\left[\left(1-\sigma_{\tilde{\mathcal{T}}}^{2}\right) \mathbf{I}+2\left[\tilde{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}\right]+2 \sigma_{\tilde{\mathcal{T}}} \sigma_{\tilde{\mathcal{T}}}^{\top}\right] \omega_{\tilde{\mathcal{T}}}  \tag{28}\\
\mathbf{M}_{t} \dot{\boldsymbol{\omega}}_{\tilde{\mathcal{T}}}+\left[\tilde{\omega}_{\tilde{\mathcal{T}}}\right] \mathbf{M}_{t} \omega_{\tilde{\mathcal{T}}}=\mathbf{0} \tag{29}
\end{gather*}
$$

In these equations $\sigma_{\tilde{\mathcal{T}}}$ is the vector of three MRP with norm $\sigma_{\tilde{\mathcal{T}}}$ and $\mathbf{I}$ represents a $3 x 3$ identity matrix. Additionally, this equation relies on the definition of the skew symmetric matrix [ $\tilde{\omega}_{\tilde{\mathcal{T}}}$ ]. When modelling the attitude dynamics as in Eq. 29 it is assumed that no disturbing torques are present. This supposition is also necessary to model the inertia as a constant matrix as reported in Eq. 27. Once again, Eqs. (10) - (11) are applied to define the sigma points and weights exploiting the knowledge of the estimate of the state at the current time step $k$ (i.e., $\hat{\mathbf{x}}_{a}(k \mid k)=\left[\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}} ; \hat{\boldsymbol{\omega}}_{\tilde{\mathcal{T}}} ; \hat{\mathbf{k}}\right]$ ), and the current estimate of its covariance $\mathbf{P}_{a}(k \mid k)$. The obtained set of points $\boldsymbol{X}_{a}(k \mid k)$ is propagated through the dynamics of the system by integrating the set of ODEs in Eqs. 28) - 29). The transformed set of points $\boldsymbol{X}_{a}(k+1 \mid k)$ and corresponding weights are exploited to recompute state $\hat{\mathbf{x}}_{a}(k+1 \mid k)$ and covariance $\mathbf{P}_{a}(k+1 \mid k)$ after propagation using Eqs. (12) - 13). Every sigma point is then passed through the measurement equation, which this time will be

$$
\mathcal{Z}_{a}^{[i]}(k+1 \mid k)=\left[\begin{array}{cc}
\mathbf{I}_{3} & \mathbf{0}_{3 \times 5}  \tag{30}\\
\mathbf{0}_{5 \times 3} & \mathbf{0}_{5}
\end{array}\right] \boldsymbol{X}_{a}^{[i]}(k+1 \mid k)
$$

The mean expected measurement $\hat{\mathbf{z}}_{a}(k+1 \mid k)$, measurement covariance $\mathbf{P}_{z, a}(k+1 \mid k)$, and state measurement cross covariance $\mathbf{P}_{a z, a}(k+1 \mid k)$ can be retrieved using Eqs. 15) - 17) respectively. In case the measurement is not rejected by either Mahalanobis Distance criterion or scaling parameter coming from BCPD, the state and covariance are updated with Eqs. 21) - 24). Notice that this procedure is only available when operating in nominal mode. When symmetry is detected, other assumptions will be introduced to try and solve this much more challenging problem as explained in Section $V$

Finally, an additional step is taken to ensure that the MRP never encounter a singularity. Every time that $\hat{\sigma}_{\tilde{\mathcal{T}}} \hat{\sigma}_{\tilde{\mathcal{T}}}^{\top}=1$ after the correction step of the filter, the MRP parametrization is shifted to the shadow set thanks to Eq. 31 .

$$
\begin{equation*}
\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}^{S}=-\frac{\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}}{\hat{\sigma}_{\tilde{\mathcal{T}}}^{2}} \tag{31}
\end{equation*}
$$

This also requires transforming the covariance matrix according to [60] using

$$
\begin{align*}
& \mathbf{T}=2 \frac{1}{\left\|\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}\right\|^{4}}-4 \hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}} \hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}^{\top}-\frac{1}{\left\|\hat{\boldsymbol{\sigma}}_{\tilde{\mathcal{T}}}\right\|^{2}} \mathbf{I} \\
& \mathbf{P}_{z, a}^{S}(k+1 \mid k+1)=\left[\begin{array}{cc}
\mathbf{T} & \mathbf{0}_{3 \times 5} \\
\mathbf{0}_{5 \times 3} & \mathbf{I}_{5}
\end{array}\right] \mathbf{P}_{z, a}(k+1 \mid k+1)\left[\begin{array}{cc}
\mathbf{T} & \mathbf{0}_{3 \times 5} \\
\mathbf{0}_{5 \times 3} & \mathbf{I}_{5}
\end{array}\right]^{\top} \tag{32}
\end{align*}
$$

## C. Symmetry Detection

To additionally account for possible symmetry, the symmetry detection algorithm employs a sequence of measurements. Each measurement of attitude $\sigma_{\mathcal{T}}(k)$ has an associated rotation matrix, $\mathbf{C}_{\mathcal{T} I}(k)$. The angular error between two consecutive measurements can therefore be computed as

$$
\begin{equation*}
\Phi(k)=\arccos \left(\frac{1}{2\left(\operatorname{Tr}\left(\mathbf{C}_{\mathcal{T} I}(k+1) \mathbf{C}_{\mathcal{T} I}^{\top}(k)\right)-1\right)}\right) \tag{33}
\end{equation*}
$$

On the other hand, the principal rotation between two measurements can also be computed by exploiting the knowledge of the angular velocity at the initial timestep $\hat{\omega}_{\tilde{\mathcal{T}}}(k \mid k)$

$$
\begin{equation*}
\hat{\Phi}(k)=\left\|\hat{\omega}_{\tilde{\mathcal{T}}}(k \mid k)\right\| \Delta t \tag{34}
\end{equation*}
$$

If the discrepancy between predicted and measured principal angle variation is above a certain threshold for a sequence of measurements, then this may imply the presence of symmetry, and the algorithm should fall back to a fail safe navigation approach which disregards the RSO attitude information. The output of Eq. 34 is expected to vary smoothly between time instants. On the contrary, if a body has symmetry axes with unobservable rotations, the estimate obtained from Eq. 33 could vary widely: as BCPD only matches the geometry of the point clouds, it could indistinctly converge to any configuration that is simply rotated about one of the symmetry axes. The procedure that is followed once this failure has been detected is described in the following section.

## V. Symmetric Case Operating Mode

In case of a highly symmetrical body, the matching provided by BCPD could change from one measurement to the following as any rotation about the axes of symmetry would not be detected. Convergence of BCPD would provide attitude results which are unreliable, and, should such behavior be detected, the chaser should switch to a different approach for relative navigation, as the measurement of BCPD may not provide accurate results. Therefore, in the case of a symmetric target, the aim of the navigation module is simply to estimate the orientation of the symmetry axis of the body. To do that, the RSO is modeled as an axisymmetric rigid body and the basic equations of the theory of rigid body motion are exploited; more details are provided in Section V.A.

Therefore, if symmetry is detected by the symmetry detection algorithm presented in IV.C, the measurements extracted by BCPD and, consequently, the state variables estimated by the navigation filters are modified with respect to the asymmetric case, as described in Sections V.B and V.C

## A. Axisymmetric Model

Given the diagonal principal inertia matrix $\mathbf{M}_{t}$, an axisymmetric rigid body is a structure identified by two equal moments of inertia (namely $A=C \neq B$ ). In absence of external torques, axisymmetric bodies are characterized by a constant angular momentum vector $\boldsymbol{\Gamma}_{(0)}$ (where 0 is the body's barycenter) over time and a constant component of the angular velocity about the symmetry axis $\omega_{y}$. Owing to that, a permanent rotation of the body around the symmetry axis and a regular precession of the symmetry axis itself can be observed when dealing with this type of structures. In a realistic scenario, disturbing torques may arise to produce a variation of the angular momentum vector. However, in this work, no disturbances were modeled, therefore this idealized condition can be considered reasonable. The equations describing the precession of the axis of symmetry $\boldsymbol{J}$ in an inertial frame $\mathcal{I}_{\Gamma}$ (characterized by one axis aligned with $\boldsymbol{\Gamma}_{(0)}$ ) can be easily retrieved starting from Poisson formulas:

$$
\begin{equation*}
\dot{J}=\omega \times J \tag{35}
\end{equation*}
$$

where the angular velocity $\omega$ can be written in terms of the angular momentum vector as :

$$
\begin{equation*}
\omega=\frac{\boldsymbol{\Gamma}_{(0)}}{A}-\frac{(B-A) \omega_{y} \boldsymbol{J}}{A} \tag{36}
\end{equation*}
$$

To obtain Eq. 36, the definition of $\boldsymbol{\Gamma}_{(0)}$ shall be exploited, which for the case of an axisymmetric body is given by :

$$
\begin{align*}
\boldsymbol{\Gamma}_{(0)} & =A\left(\omega_{x} \boldsymbol{I}+\omega_{z} \boldsymbol{K}\right)+B \omega_{y} \boldsymbol{J}  \tag{37a}\\
& =A \boldsymbol{\omega}+(B-A) \omega_{y} \boldsymbol{J} \tag{37b}
\end{align*}
$$

from which Eq. 36 can easily be obtained. At this point, by substituting it in Eq. 35 the equation to compute the motion of the symmetry axis becomes :

$$
\begin{align*}
\dot{\boldsymbol{J}} & =\frac{\boldsymbol{\Gamma}_{(0)}}{A} \times \mathbf{J}-\frac{(B-A) \omega_{y}}{A} \boldsymbol{J} \times \boldsymbol{J}  \tag{38a}\\
& =\frac{\boldsymbol{\Gamma}_{(0)}}{A} \times \boldsymbol{J} \tag{38b}
\end{align*}
$$

As introduced before, $\boldsymbol{\Gamma}_{(0)}$ is considered to be aligned with one axis of the inertial reference frame $\mathcal{I}_{\Gamma}=\{\boldsymbol{i}, \boldsymbol{j}, \boldsymbol{k}\}$; in
particular $\boldsymbol{\Gamma}_{(0)}=\Gamma_{(0)} \boldsymbol{j}$. Eq. 38 b can therefore be rewritten as :

$$
\begin{equation*}
\dot{\boldsymbol{J}}=\frac{\Gamma_{(0)}}{A}(\boldsymbol{j} \times \boldsymbol{J}) \tag{39}
\end{equation*}
$$

Finally, by expressing the symmetry axis $\boldsymbol{J}$ according to the $\mathcal{I}_{\Gamma}$ frame coordinates, (i.e. $\boldsymbol{J}=J_{x} \boldsymbol{i}+J_{y} \boldsymbol{j}+J_{z} \boldsymbol{k}$ ), Eq. 39 becomes:

$$
\left\{\begin{array}{l}
\dot{j}_{x}=\frac{\Gamma_{(0)}}{A} J_{z}  \tag{40a}\\
\dot{j}_{y}=0 \\
\dot{J}_{z}=-\frac{\Gamma_{(0)}}{A} J_{x}
\end{array}\right.
$$

which demonstrates that the axis $\boldsymbol{J}$ describes a cone around $\boldsymbol{\Gamma}_{(0)}$ in the inertial frame $I_{\Gamma}$.

## B. Measurement Extraction from BCPD

As for the asymmetric case, the algorithm adopted for the registration phase is the BCPD. As already seen in IV.A. the algorithm provides, at each time step, the estimated parameters of the transformation that aligns the two point sets, namely the scaling factor $s$, the translation $\mathbf{t}$ and the rotation matrix $\mathbf{R}$. As seen before, $\mathbf{R}$ can also be expressed as $\mathbf{C}_{\mathcal{T}} \tilde{\mathcal{T}}$ and allows to compute the direction cosine matrix $\mathbf{C}_{\mathcal{I} \mathcal{I}}$ by means of Eq. 5 Unlike the asymmetric case, however, only the second row of $\mathbf{C}_{\mathcal{T} I}$ can be considered meaningful, since it provides the coordinates of the symmetry axis $\boldsymbol{J}$ in the inertial frame $I$. The other two rows represent, instead, the orientation of the other two body axes on the equatorial plane (i.e., the plane orthogonal to the symmetry axis); however, since their true orientation is not observable because of the body's geometric symmetry, BCPD converges to a random orientation of the two axes, that does not necessarily correspond to the true one. For this reason, the information given by the first and the third rows of $\mathbf{C}_{\mathcal{T} \mathcal{I}}$ is discarded. Then, as for the asymmetric case, the second information extracted from the BCPD output is the measure of the expected target position, through the same procedure presented in Eq. 8. Indeed, BCPD provides consistent outputs which allows to retrieve the correct translational correction term by compensating possible errors in the definition of the matrix $\mathbf{C}_{\mathcal{T} \tilde{\tau}}$.

## C. Filter Architecture

Once the measurements are retrieved, still two navigation filters are adopted: the translational filter, that, even in this case, will provide an estimate of the relative position and velocity between the chaser and the target, and the rotational filter that, this time, will estimate just the orientation of the symmetry axis of the target body in the inertial frame $I_{\Gamma}$. In particular, as far as the translational filter is concerned, the state vector estimated still includes relative position $\hat{\mathbf{r}}$ and relative velocity $\hat{\mathbf{v}}$ expressed in the LVLH frame; the filtering procedure is exactly the same as described in Section IV.B The state of the rotational filter, instead, includes the spherical coordinates of the target's symmetry axis $\boldsymbol{J}$ in the inertial
frame $\mathcal{I}_{\Gamma}$ (indicated as azimuth $\hat{\varphi}$ and elevation $\hat{\delta}$ ) and the scalar ratio $\widehat{\Gamma}_{(0)} / A$. The set of ODEs used to propagate $\hat{\varphi}$ and $\hat{\delta}$ can be derived from Eq. 40 (where the Cartesian coordinates have to be replaced by their spherical representation), while the parameter $\widehat{\Gamma}_{(0)} / A$ is treated as constant during the propagation (i.e. $\frac{d}{d t}\left(\Gamma_{(0)} / A\right)=0$ ) as a property of axisymmetric rigid bodies.
Once again, Eqs. (10) - (11) are applied to define the sigma points and weights exploiting the knowledge of the estimate of the state at the current time step $k$ (i.e., $\hat{\mathbf{x}}_{a}(k \mid k)=\left[\hat{\varphi} ; \hat{\delta} ; \widehat{\Gamma}_{(0)} / A\right]$ ), and the current estimate of its covariance $\mathbf{P}_{a}(k \mid k)$. The obtained set of points $\boldsymbol{X}_{a}(k \mid k)$ is propagated through the dynamics of the system by integrating the set of ODEs. Then, the transformed set of points $\boldsymbol{X}_{a}(k+1 \mid k)$ and corresponding weights are exploited to recompute state $\hat{\mathbf{x}}_{a}(k+1 \mid k)$ and covariance $\mathbf{P}_{a}(k+1 \mid k)$ after propagation using Eqs. (12) - 13). Every sigma point is then passed through the measurement equation, which this time will be

$$
\begin{equation*}
\mathcal{Z}_{a}^{[i]}(k+1 \mid k)=\mathbf{h}\left[\sigma_{I_{\Gamma} I}, \boldsymbol{X}_{a}^{[i]}(k+1 \mid k)\right] \tag{41}
\end{equation*}
$$

The measurements extracted from BCPD are expressed in the inertial reference frame $I$ instead of $I_{\Gamma}$; therefore, to solve this inconsistency, the function $\mathbf{h}[\because ; \cdot]$ symbolizes the fact that the sigma points associated with the variables $\varphi$ and $\delta$ must be transformed into Cartesian coordinates, rotated by exploiting the MRPs $\sigma_{I_{\Gamma} I}$ expressing the rigid rotation between the two inertial frames and transformed back to spherical coordinates.
The mean expected measurement $\hat{\mathbf{z}}_{a}(k+1 \mid k)$, measurement covariance $\mathbf{P}_{z, a}(k+1 \mid k)$, and state measurement cross covariance $\mathbf{P}_{a z, a}(k+1 \mid k)$ can be retrieved using Eqs. (15) - 17] respectively. In case the measurement is not rejected by either Mahalanobis Distance criterion or scaling parameter coming from BCPD, the state and covariance are updated with Eqs. (21) - (24).

Before concluding, two aspects must be emphasized. The first one is that, with the measurements that BCPD is able to provide with its current formulation, all the variables of $\hat{\mathbf{x}}_{a}$ are observable, and, consequently, correctly estimated. To demonstrate that, a nonlinear observability analysis was performed, which follows the Hermann and Krener's algebraic test for local weak observability based on the computation of the Lie Derivatives [61].

However, it should be noticed that Eq. 41 requires the knowledge of the MRPs $\sigma_{I_{\Gamma} I}$, which, as previously seen, express the rotation between the inertial frame $I_{\Gamma}$ and the general Earth-centered inertial frame $I$. Therefore $\sigma_{I_{\Gamma} I}$ shall be included in the state vector $\hat{\mathbf{x}}_{a}$ estimated by the rotational filter. This augmentation of the state causes a loss observability (i.e., the observability matrix is not full rank). Nevertheless, as the numerical analysis in the following section shows, the navigation filter is still able to converge. Although, a slower convergence rate is registered, the error still remains bounded within the three-sigma limits; further details can be found in [62] (Chapter 4).

The second aspect that should be noticed is that neither the angular velocity nor the inertia moments of the target are included in the estimated state vectors; the reason behind that is the lack of observability of these variables. Nevertheless,
a vector of two other quantities related to angular velocity and inertia can be computed taking advantage of the estimated variables $\hat{\mathbf{x}}_{a}$, in particular $\mathbf{x}_{e}=\left[e ;\left(\omega_{y} / A\right)^{2}\right]$. The first quantity is the amplitude of the equatorial component of the target's angular velocity, namely $e=\sqrt{\left(\omega_{x}^{2}+\omega_{z}^{2}\right)}$. It can be demonstrated that the value of $e$ is equal to the norm of the time derivative of the vector $\boldsymbol{J}$, which in turn can be easily retrieved from the knowledge of the estimated axis spherical coordinates $\hat{\varphi}$ and $\hat{\delta}$ (the proof of that can be found in [62], Chapter 3 and 4):

$$
\begin{equation*}
e=f_{1}\left(\hat{\mathbf{x}}_{a}\right)=\frac{\widehat{\Gamma}_{(0)}}{A} \sqrt{1-\sin ^{2} \hat{\varphi} \cos ^{2} \hat{\delta}} \tag{42}
\end{equation*}
$$

Due to the properties of axisymmetric structures, the equatorial component of the angular velocity $e$ remains constant over time. The second quantity that can be retrieved a posteriori is the square of the ratio between the angular velocity about the symmetry axis $\boldsymbol{J}$ and the moment of inertia $A$ about the other two body axes $\boldsymbol{I}$ and $\boldsymbol{K}$. By looking at the definition of the angular momentum vector (Eq. 37b), one can easily get:

$$
\begin{equation*}
\left(\frac{\omega_{y}}{A}\right)^{2}=f_{2}\left(\hat{\mathbf{x}}_{a}\right)=\left(\frac{\widehat{\Gamma}_{(0)}}{A}\right)^{2}-e^{2} \tag{43}
\end{equation*}
$$

Even in this case, this quantity remains constant over time. It can be noticed that the unit value of the moment of inertia $B$ has been assumed in Eq. 43, this assumption doesn't have much effect since the moments of inertia are observable only up to a scale factor in absence of external torques as illustrated in [38].

The covariance matrix associated to $\mathbf{x}_{e}$ can be approximated by exploiting the Jacobian $\mathcal{J}_{\boldsymbol{F}}$ of the mapping, in particular :

$$
\begin{equation*}
\mathbf{P}_{e}=\mathcal{J}_{\boldsymbol{F}} \mathbf{P}_{a} \mathcal{J}_{\boldsymbol{F}}^{\top} \tag{44}
\end{equation*}
$$

with :

$$
\begin{equation*}
\mathcal{J}_{\boldsymbol{F}}=\left[\frac{\partial f_{1}}{\partial \hat{\mathbf{x}}_{a}}, \frac{\partial f_{2}}{\partial \hat{\mathbf{x}}_{a}}\right]^{\top} \tag{45}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are the two scalar functions expressing the dependence of $\mathbf{x}_{e}$ from the estimated $\hat{\mathbf{x}}_{a}$ (defined in Eq. 4243.

Therefore, it can be observed that, in the case of a symmetric RSO, the attitude values and inertial properties of the body cannot be estimated independently, but a set of quantities that relate them to each other can be retrieved.

## VI. Numerical Simulations

For the purpose of this study, the chaser is considered to be on a circular orbit in LEO with a radius of 800 km , which is located in the most populated band of altitudes in LEO. The mean motion in this case is $n \approx 0.001 \mathrm{rad} / \mathrm{s}$, whose inverse is used to provide the scaled time unit in all simulations, that is $\mathrm{TU}=963.65 \mathrm{~s}$. Meanwhile, distances are scaled
with the radius of the keep out sphere of the RSO, that is the maximum dimension of the RSO LU $=12 \mathrm{~m}$. Given these scaling factors, the initial condition of the nominal relative orbit expressed in the LVLH frame is

$$
\begin{equation*}
\mathbf{r}(0)=[2 ; 0 ; 0.2] \mathrm{LU} ; \mathbf{v}(0)=[0 ;-4 ; 0] \mathrm{LU} / \mathrm{TU} \tag{46}
\end{equation*}
$$

This particular initial condition produces an inclined football orbit in the Clohessy-Wiltshire dynamics [39], and an approximate one in NERM, provided that the relative separation is small enough with respect to the orbital radius. This relative orbit is represented in Fig. 7. By assuming a periodic relative orbit as a reference it is possible to guarantee that the target will never go too far from the chaser. Moreover, such a choice of inspection trajectory is extremely common in literature [38].


Fig. 7 Representation of the nominal inclined football orbit in the LVLH frame. Reproduced from [45].

The target's attitude is initialized with the following nominal random values, which are used in the simulated environment to produce the images used by the algorithm.

$$
\begin{align*}
& \sigma_{\mathcal{T}}(0)=[-0.083 ; 0.220 ;-0.500] \\
& \omega_{\mathcal{T}}(0)=[-0.3953 ;-0.7065 ;-0.8153][\mathrm{rad} / \mathrm{TU}]  \tag{47}\\
& \boldsymbol{k}_{\mathcal{T}}=[0.03 ;-0.1]
\end{align*}
$$

In the simulation the initial covariances are assumed to be

$$
\begin{align*}
& \mathbf{P}_{x_{s}}(0)=0.1 \cdot \mathbf{I}_{6}  \tag{48}\\
& \mathbf{P}_{x_{a}}(0)=0.1 \cdot \mathbf{I}_{8}
\end{align*}
$$

On the other hand, the measurement noise is used as a tuning parameter to help in convergence and the values for the two different filters are set to be $\mathbf{R}_{s}=\mathbf{R}_{a}=0.01 \cdot \mathbf{I}_{3}$. This assumption was made arbitrarily to aid the convergence of filter iterations. Additional work should be conducted to estimate the actual measurement noise covariance produced by the combination of image processing and BCPD. In fact, this constitutes one of the most interesting aspects for further research on this topic.

As stated in Section IIIT CoMBiNa will start only after the chaser has been delivered in the desired initial conditions by a separate GNC module for rendezvous. Due to the lack of literature on the relative navigation about unknown targets the values of relative initial separation $(\approx 37 \mathrm{~m}$ on average) and uncertainty (i.e., $1 \sigma \approx 3 \mathrm{~m}$ ) were selected based on similar cases of relative optical navigation about uncooperative targets. For example, in the framework of an ESA study, the authors of [63, 64] investigated a simulated relative navigation scenario adopting a relative range of $\approx 31 \mathrm{~m}$, with a $1 \sigma$ uncertainty of 1 m . Additionally, two demonstrator missions were flown with similar relative distances and accuracy. First, the PRISMA mission reached approximately a relative separation of 50 m with a 2 m position uncertainty [42, 65, 66] during the ARV experiment. Subsequently, the AVANTI experiment reached $\approx 50 \mathrm{~m}$ with a meter level accuracy [42]. All these scenarios, despite different from the application under consideration in this study, motivated the selection of these parameters and were considered a reasonable first guess. Nevertheless, it is worth mentioning that raising the relative separation in the order of $\approx 100 \mathrm{~m}$ may constitute a safer option while flying about an unknown target. However, starting the navigation phase at such a large distance may significantly hinder the estimation of the target's pose. A solution to this problem at higher relative distances is yet to be found and, therefore, constitutes an interesting research outlet for future studies.

First, the preliminary analysis phase is conducted. During this first step, the SLAM technique investigated to build the coarse target model is ORB-SLAM [36]. As ORB-SLAM algorithm is well known and does not represent a main contribution of this work, only a brief summary of the method used for our simulations in this section is included for completeness. The result is reported in Fig. 8 whose raw point cloud is used as an input for the processing step aimed at removing outliers.

The second step in the preliminary shape construction procedure is to filter the point cloud to remove outliers exploiting the probabilistic carving method described in Section III.B. When the filtering procedure is applied, the resulting point cloud can be observed in Fig. 9. As it can be noticed, the overall shape of the point cloud is preserved, while many of the outliers are removed, also reducing the total size of the point cloud. This reduction also causes a decrease in the


Fig. 8 Trial run of the ORB-SLAM algorithm applied to a simulated trajectory around Envisat. The reference frame is shifted to the target fixed axes for simplicity.
computational cost of using such a map during the operational phase. The initial coarse output of ORB-SLAM includes 4980 points, which are reduced to $\approx 3100$ after filtering, depending on the tuning parameters of the probabilistic carving method.

After the preliminary construction has been carried out, the operational phase can start. The duration of the preliminary phase can be fixed to an orbital period (as in this case) or with a longer time horizon. The duration required to retrieve a full mapping of the target is influenced by the RSO's tumbling frequency, illumination conditions, and relative orbit. A method to optimally select the inspection orbit about an unknown and uncooperative target with a fixed time horizon was proposed in [50]. Should a partial model be used, the proposed approach may still work provided that the measurements obtained during the operational phase are taken from the same relative poses that were used to build the model. However, the results of BCPD are usually degraded if partial models are used, which is already the case since the stereo measurements cannot capture features in shadow or occluded by the target itself. Hence, for the purpose of this study, the analysis was limited to cases with a full model construction. The translational filter produces the convergence figures reported in Fig. 10, while the outcome of the attitude filter is represented in Fig. 11 As it can be observed, the inertia estimation is slower to converge with respect to the other states. This is owed to the fact that the speed of convergence of this parameter is strongly related to the tumbling speed of the target as demonstrated in [33]. To demonstrate the capability to detect symmetry with the approach described in Section IV.C a simulation with equal


Fig. 9 Point cloud raw output of ORB-SLAM (left) and its filtered counterpart (right). Reproduced from [45].
parameters but using a symmetric target is conducted. In this case the built target coarse point cloud is reported in Fig. 12

As expected, the attitude estimate leveraging BCPD with a full attitude state estimation fails as illustrated in Fig. 13
By looking at the outlier rejection criteria described in Section IV.C. when applied to these two test cases it can be seen in Fig. 14 that the average difference between principal angle variation estimates, as well as their standard deviation, is one order of magnitude larger in the case of symmetric targets. This figure also includes the points which have been marked as outliers by the scaling of BCPD (black circles) and those marked as outliers by the Mahalanobis distance criterion (red circles). In the case of symmetric targets the BCPD run detects lots of outliers which are not used inside the attitude filter, hence explaining the plateau reached at about 1 TU. It is clear now how this criterion can be used to detect symmetry in the target and switch to a different attitude parametrization presented in Section $V$.

By adopting this approach specifically designed for symmetric targets, the convergence graphs obtained from the translational and rotational filters are shown in Fig. 15 and Fig. 16, respectively. As regards the latter figure, the dashed line refers to the case in which the MRPs expressing the rotation between the two inertial frames $\sigma_{\bar{I}_{\Gamma} I}$ are assumed as a known input to the filter and, as a result, are not included in the estimated state vector $\hat{\mathbf{x}}_{a}$. When this assumption is removed, the convergence graphs produced are the ones represented through the solid line. As expected, a slower convergence rate can be observed, as well as a higher error and three-sigma limit; the reason for this can be attributed to the unobservable degree of freedom of this formulation. Finally, in Fig. 17 the trends over time of the error and the


Fig. 10 Convergence of the translational filter in the asymmetric case for position (left) and velocity (right). Reproduced from [45].


Fig. 11 Convergence of the rotational filter in the asymmetric case. Attitude (top left), angular velocity (bottom left), and inertia parameters (right). Reproduced from [45].
three-sigma limit of the equatorial component of the angular velocity $e$ and the ratio $\omega_{y}^{2} / A^{2}$ are displayed.

## VII. Expected Capabilities and Limitations

To conclude, this section is dedicated to the analysis of the capabilities and limitations of the application of CoMBiNa in real world scenarios. First, this section describes the behavior of the algorithm with a processor in the loop analysis. This analysis provides an estimate of the expected computational time per filter iteration obtained with a limited resources system such as a Raspberry Pi 4 Single Board Computer (SBC). The thus obtained upper bound measurement frequency is then used to perform an analysis aimed at estimating the capabilities of CoMBiNa when applied to a real set of tumbling objects in LEO, whose estimates have been obtained from lightcurve processing by the the MMT-9 sky monitoring system [67]. In particular, tumbling rates are provided regardless of symmetry of objects, which in principle


Fig. 12 Coarse point cloud of the symmetric target (left) and corresponding ground truth model (right).
may produce lightcurves with higher frequency than the actual tumbling rate. Nonetheless, this information cannot be inferred a priori, therefore the tumbling rates should provide a conservative estimate of the achievable performance.

Initially, the population of the dataset is reduced to only account for LEO RSOs. This set of objects constitute roughly $83 \%$ of the dataset, which account for 543 elements. The overall breakdown of the dataset is given in Fig. 18 . This figure (right) also shows the distribution of LEO RSOs for different tumbling regimes. The red curve representing the cumulative distribution of the population clearly shows that the RSOs are concentrated at a tumbling rate $<1.5 \mathrm{~Hz}$ with $\approx 95 \%$ of the elements in the dataset falling in this region.

The first step in determining the limitations of the CoMBiNa pipeline is to determine the maximum and minimum rates at which this algorithm can run. In order to do so, a Monte Carlo (MC) analysis is performed. In particular, 1000 different iterations of the navigation filter are sampled from simulated trajectories. The filter prediction, update, and measurement registration with BCPD are executed on a Raspberry Pi 4 platform, equipped with 4GB of RAM, 64GB MicroSD acting both as storage and OS drive. This SBC runs on a quad-core ARM Cortex-A72 processor at up to 1.5 GHz , which enables both parallelization of the code as well as parallel execution of other tasks. This latter feature, enables the optimization of the compilation of the BCPD code for faster execution, allowing a significant code speedup. The use of this SBC also allowed to perform a sensitivity analysis to observe the degradation of performance for lower clock speeds. In particular, it was possible to directly analyze the range of frequencies of $600-1500 \mathrm{MHz}$, while an extrapolation was adopted to predict the expected performances down to 100 MHz . It is important to mention that, as expected, the computational time of each filter iteration, composed of BCPD, update, and prediction, was mostly occupied with the BCPD step, which accounts for $\sim 99 \%$ of the computational time. The results of this analysis are


Fig. 13 Convergence of the rotational filter with full attitude characterization in the symmetric case. Attitude (top left), angular velocity (bottom left), and inertia parameters (right)


Fig. 14 Variation of principal angle between consecutive timesteps with two different estimation techniques described in Section IV.C for symmetric (left) and asymmetric (right) targets.
reported in Fig. 19, where each line represents a different percentile of the iterations converging in less than the time reported on the ordinate axis. The color bar on the right hand side of the image is used to discern these percentiles. The figure clearly shows that $1 \%$ of the iterations are responsible for the greater computational time, since they provide a larger increase of computational time than the gaps obtained between lower percentiles. In particular, in the best case scenario of a 1.5 GHz clock speed, a measurement frequency of 0.34 Hz would be enough to guarantee convergence of $99 \%$ of the iterations. On the other hand, if it is necessary to guarantee convergence in $100 \%$ of the iterations, this sampling frequency needs to be lowered to 0.30 Hz (i.e. a measurement every 3.3 seconds). By adding the computational time for other on board applications, it is reasonable to assume a maximum measurement frequency of 0.25 Hz , that is a measurement every 4 seconds.


Fig. 15 Convergence of the translational filter in the symmetric case with the adapted axisymmetric rigid body state presented in Section $V$.


Fig. 16 Convergence of the rotational filter in the symmetric case using the adapted axisymmetric rigid body state introduced in Section $\mathbf{V}$.

Once an estimate of the maximum acquisition rate is available, the capability of a chaser employing the CoMBiNa method to cover the population of LEO RSOs can be estimated. The analysis is performed through simulated measurements to provide an estimate of the maximum achievable performance using CoMBiNa algorithm. As observed in the previous subsection, the maximum frequency of measurements is roughly 0.33 Hz , which is assumed as the rate for these simulations in order to retrieve the maximum achievable performance. A range of 10 different levels of tumbling frequency of the target RSO are taken into account for this analysis. For each of these ten regimes, the analysis takes into account a propagation of 100 different initial conditions taken randomly by varying $\mathbf{k}_{\mathcal{T}}, \boldsymbol{\sigma}_{\mathcal{T}}$, and the direction of $\omega_{\mathcal{T}}$ (whose module is given by the assumed tumbling frequency amplitude). Each initial condition is propagated up to a final time horizon of half a chaser's orbit to reduce the computational time and effort. The convergence is assessed in terms of final Mahalanobis Distance. In particular, if the errors of the last 10 timesteps have a probability of at least


Fig. 17 Estimation of additional attitude parameters with the post-processing of the symmetric attitude filter.


Fig. 18 MTT-9 dataset characterization. Periodic objects (left) and tumbling rates distribution (right).
$99 \%$ of happening under the current assumption of Gaussian distribution, then the simulation is considered converged. The results of this analysis are summarized in Fig. 20 This figure shows that for each of the initial tumbling rates of the RSO below 1.05 Hz , the CoMBiNa navigation filter works well and is capable of converging in $\sim 90 \%$ of the iterations, as shown by the bar charts. After this frequency, there is a sudden drop in convergence for the algorithm, which continues to decrease as the RSO's tumbling frequency approaches 1.5 Hz . As observed from the figure, the higher concentration of RSOs tumbling frequencies is located below this transition area. The red numbers reported above the bars represent the percentage of the RSO dataset which have a frequency lower than the one under consideration. In particular, the algorithm proved to be efficient enough to cover up to $\sim 93 \%$ of the dataset. In other words, even if there are RSOs with higher tumbling rates measured in the dataset, those account for less than $\sim 7 \%$ of the population, hence making the use of CoMBiNa appealing.


Fig. 19 Computational time of the CoMBiNa navigation filter on 1000 iterations repeated at different clock speeds.

## VIII. Conclusions

This paper presents a pipeline for dealing with the navigation problem at an uncooperative and unknown target RSO. The aim of this study is not only to provide an estimate of the state of the target, but also an estimation of its inertia matrix up to a scaling factor. The proposed solution to the problem is formulated in the CoMBiNa algorithm. CoMBiNa combines the benefits of large maps obtained by state of the art graph-SLAM approaches with the prediction capability of sequential filters. In particular, the proposed algorithm relies on validated concepts for model-based relative navigation, extending their applicability to a challenging scenario in which the model has to be built online. In order to do so, the mission is split in two phases. During the first preliminary phase, a 3D point cloud model of the target is built. Subsequently, this coarse model is used in a model-based relative navigation approach exploiting statistical point set registration methods. The algorithm also leverages the structure of the point set registration algorithm to automatically detect and reject outliers. The key idea behind the algorithm is that it does not rely on robust feature matching with a known target model, which is one of the most challenging steps in standard model-based relative navigation. On the contrary, this work presents a solution to this issue by providing a statistical matching of the measured and stored models, so that even in the case of uncertain features, the relative state and position can still be obtained. The main flaw of this approach is that it cannot tackle objects with geometrically unobservable rotations (i.e., symmetric targets). In these cases, BCPD cannot predict attitude measurements. Nonetheless, this paper proposed a method to automatically detect this behavior based on two concurring estimates of the principal rotation angle between consecutive time frames. If this behavior is detected, an alternative approach is proposed that relies on the assumption of axisymmetric rigid body


Fig. 20 Coverage of the RSOs in LEO retrieved from the MTT-9 dataset. Numbers in red represent the percentage of this dataset covered by the corresponding frequency.
to retrieve at least the direction of the symmetry axis. The algorithm relies on the assumptions of unperturbed attitude and orbital dynamics with perfect knowledge of the chaser's state orbiting on a circular trajectory with small relative separation from the RSO. Under these simplifying assumptions, the proposed algorithm provided promising results in simulated test cases, and it was also demonstrated on a SBC with limited resources while considering tumbling rates representative of those observed in the LEO population of debris.

This work relies on several simplifying assumptions that make the application of CoMBiNa to real mission scenarios far from the needed level of maturity. Nevertheless, this paper aims at providing a much needed first step to tackle the problem of navigation about unknown and uncooperative RSOs. In its current version CoMBiNa is also not free from limitations. First of all, the fact that the image simulator is not integrated in the loop, prevented the MC analysis that would be needed to extensively validate the approach. Indeed, at the moment, trajectories and measurements need to be simulated beforehand. This limitation also excluded the possibility of applying a chaser closed loop control of the relative trajectory and attitude, so that better tracking of the target could be achieved. This application would also challenge the hypothesis that orbital and attitude state can be decoupled for such close proximity operations, where translation-attitude coupling may arise. More research is needed in this direction and in fact this still remains one of the most interesting open areas of investigation. Secondly, the algorithm makes important assumptions on the capability of taking images and processing them with stereo vision algorithms (i.e., ideal illumination and camera model), whose feasibility should be additionally studied on an experimental testbed. By adopting realistic hardware and sensor performances it would be possible to better capture the sensitivity to key design parameters. For example the baseline of the camera is known to impact the accuracy of the depth estimation. Using a real instrument would surely affect the current performances obtained in the ideal setup adopted for this study. In addition, the performance of the measurement system consisting of image processing and point cloud registration has not been properly evaluated.

At the current level of implementation, some constant values were assumed and used as tuning parameters for the measurement noise covariance. However, a statistical analysis should be carried out to properly characterize these quantities. The reason for this shortcoming is once again to be imputed to the lack of integration of the image simulation and processing pipeline. Carrying out this analysis at the current level of implementation would require a time and storage intensive process. Finally, further analysis can be made to understand whether the proposed axisymmetric formulation of CoMBiNa can be extended to a more general case, since in its current formulation it can only deal with ideal and unperturbed rigid body motion. Current research efforts are aimed at applying this paradigm to the case where the target, while geometrically symmetric, has a density such that its third moment of inertia is slightly different from the first (and thus does not fall within the definition of axisymmetry), by simply augmenting the attitude state vector.
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