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A B S T R A C T

Measured data from a dynamical system can be assimilated into a predictive model by means
of Kalman filters. Nonlinear extensions of the Kalman filter, such as the Extended Kalman Filter
(EKF), are required to enable the joint estimation of (possibly nonlinear) system dynamics and
of input parameters. To construct the evolution model used in the prediction phase of the
EKF, we propose to rely on the Sparse Identification of Nonlinear Dynamics (SINDy). SINDy
enables to identify the evolution model directly from preliminary acquired data, thus avoiding
possible bias due to wrong assumptions and incorrect modelling of the system dynamics.
Moreover, the numerical integration of a SINDy model leads to great computational savings
compared to alternate strategies based on, e.g., finite elements. Last, SINDy allows an immediate
definition of the Jacobian matrices required by the EKF to identify system dynamics and
properties, a derivation that is usually extremely involved with physical models. As a result,
combining the EKF with SINDy provides a data-driven computationally efficient, easy-to-apply
approach for the identification of nonlinear systems, capable of robust operation even outside
the range of training of SINDy. To demonstrate the potential of the approach, we address the
identification of a linear non-autonomous system consisting of a shear building model excited by
real seismograms, and the identification of a partially observed nonlinear system. The challenge
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arising from the use of SINDy when the system state is not entirely accessible has been relieved
by means of time-delay embedding. The great accuracy and the small uncertainty associated
with the state identification, where the state has been augmented to include system properties,
underscores the great potential of the proposed strategy, paving the way for the setting of
predictive digital twins in different fields.

1. Introduction

Dynamical system identification is crucial to enable the construction of predictive digital twins [1], and to implement control
trategies for engineering systems with applications to condition-based maintenance of civil structures [2], or to fuel consumption
eduction in air transportation [3]. Despite advances in Machine Learning (ML) and Data Science [4], identifying explainable,
educed dimensional models of dynamic processes from big data is an open field of research [5]. Searching for the physical
elations that underlie a certain dynamic process is probably the best way to obtain robust and generalisable models, a characteristic
ncommon in most of ML techniques. Consequently, making reliable predictions in scenarios lacking collected data is generally
hallenging or impossible [6]. This type of uncertainty is commonly referred to as epistemic uncertainty. To address this challenge,
e employ the Sparse Identification of Nonlinear Dynamics (SINDy) proposed in [5]. SINDy constructs robust and generalisable
odels by assuming that only a few important terms govern the dynamics of the considered system. This assumption holds for
any physical systems when an appropriate basis is used to describe the space of functions governing their dynamics [5].

To construct a digital twin, the model must evolve over time to reflect potential changes in its physical counterpart. This evolution
hould be, possibly online, driven by real-world data [7]. In this work, we have exploited an Extended Kalman filters (EKF) to perform
ata assimilation [8] leveraging a prediction–correction scheme. During the prediction stage, the SINDy model evolves the system
tate. The procedure can also accommodate potential external forcing rendering the system not autonomous. During the correction
tage, acquired data are used to refine previous estimates, update the physical parameters governing the system dynamics, and
otentially reduce the associated uncertainties. As a result, a joint estimation of the system is achieved (termed joint because both

the state of the system and the physical parameters underlying the dynamics are jointly updated, see [9]). A schematic representation
of the EKF-SINDy procedure is reported in Fig. 1. More details on this methodology will be discussed in Section 2.

In realistic applications, the observation variables assimilated by the EKF do not necessarily match up with the system state on
which SINDy is performed. This mismatch arises in two scenarios: where the observations are fewer than the system state variables,
potentially limiting the full description of the system dynamics, and where observations are in excess, potentially overwhelming the
EKF-SINDy framework with redundant information. In the former case, we can resort to uplifting techniques such as, e.g., embedding
techniques [10,11] or recurrent decoder networks [12], to recover the hidden state components from the available, observed
time-series. To address the latter case, dimensionality reduction techniques, employing proper orthogonal decomposition and/or
encoder neural networks, have been coupled with SINDy to simultaneously reduce dimensionality while learning the corresponding
governing dynamical system as in [11,13,14]. In this work, we deal with the first scenario, focusing on revealing hidden variables
when only partial observations are available. The integration in the method of dimensionality reduction techniques to deal with
high-dimensional data will be the focus of future investigations.

In the recent literature, other works employ a ML-based identified model in the prediction phase of the KF. In [15], predictions
were made using recurrent Neural Networks (NN), specifically Long Short-Term Memory (LSTM) modules; LSTM modules were also
utilised to model the process and observation noise required by the filter. The linear KF was used to estimate only the dynamics
of the observed system. In contrast, our work explicitly calibrates the physical parameters affecting the dynamical process, like
in [16] where NNs and EKF were combined to perform joint estimation of mechanical systems. This work improved upon previously
proposed variational autoencoders-based approaches, such as the deep Markov models [17], by relying on the EKF equation to infer
the latent variables governing the system dynamics. Compared to [16], our methodology looks better suited for a physical process
whose dynamics is controlled by a few important terms. This is because NNs require large volume of training data, do not easily
account for known symmetries and constraints, and struggle to handle epistemic uncertainties [18].

SINDy has previously been coupled with the KF in [19]. In that work, the estimation procedure directly targeted the SINDy
coefficients. However, as previously mentioned, relying on the linear KF precludes the possibility of performing joint estimation.
At variance with [15], the proposal of [19] focused on identifying the coefficients of dynamic models without correcting the state
predictions.

The application of the proposed approach to experimental data appears to be extremely promising. Indeed, SINDy can be directly
applied to preliminary acquired data, thereby mitigating the risk of introducing a bias when modelling the system dynamics. If data
driven model identification techniques like SINDy are not used, this bias can negatively impact the filtering outcome. In such cases,
other possible mitigation strategies, for example based on the recently proposed integration with echo state networks, must be
considered [20].

In this study, we have tested our methodology using simulated data for two primary reasons: first, to showcase the method
potential and its ability to handle non autonomous and partially observed nonlinear systems; moreover, to demonstrate that the
proposed methodology may be advantageous even when a physics-based model of the system is available. In the latter case,
the model identified by SINDy serves as a surrogate for the physics-based model enabling significant computational time savings
2

compared to the integration of nonlinear models. These computational savings are relevant to the online application of the procedure,
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Fig. 1. EKF-SINDy methodology. In the prediction phase, the dynamical system identified by SINDy, together with random walk equation modelling the parameter
evolution, advances the augmented state 𝝒 = [𝐱⊤ ,𝝓⊤]⊤—comprising system state 𝐱 and parameters 𝝓—to a prior estimate 𝝒−; the correction phase involves the
EKF assimilating system observations 𝐲̄, resulting in the updated augmented state 𝝒+.

in which data assimilation is performed by the EKF using a trained SINDy model to evolve the system dynamics. The training of
the SINDy model, on the other hand, is carried out in an offline phase, which may be computationally intensive.

Relying on fast computational approaches has recently proven crucial in many applications, such as the design optimisation of
Micro-Electro Mechanical Systems (MEMS) [21], and inverse analysis in structural health monitoring [22,23], just to mention two
relevant cases dealing with structural dynamics, both at the micro- and the macro-scale. The need of computational efficiency also
underlies the use of SINDy in control applications [18,24]. Alternatively, a recent work proposed to reduce the computational burden
of the estimation process by using a rank-reduced version of the KF [25]. Another major advantage of using SINDy is the greatly
simplified computation of the Jacobian matrices required by the EKF formulation, compared to the involved derivation typically
encountered even for relatively simple mechanical systems [26].

The remainder of the paper is organised as follows. The methodology is presented in Section 2: first, KF is introduced; then the
rationale behind SINDy is discussed; finally, the application of EKF-SINDy to joint estimation of autonomous and non-autonomous
dynamical systems is detailed. Two case studies are presented in Section 3. In Section 3.1, a first case discusses the identification
of a shear building subjected to a seismic event. Real seismograms are used as excitations, demonstrating the capability of our
procedure of handling non-autonomous systems. A second case study, presented in Section 3.2, focuses on the identification of a
partially observed nonlinear resonator. To address the impossibility to observe the whole system state, we precede the training of
the SINDy model by applying the time-delay embedding [27]. Final considerations are collected in Section 4, along with a discussion
of future developments. The source code of the proposed method is made available in the public repository EKF-SINDy [28].

2. Methodology

2.1. Extended Kalman filtering

Considering a dynamical system of interest, Kalman filters exploit a state–space representation of the type:

𝐱̇(𝑡) = d
d𝑡𝐱(𝑡) = 𝐟 (𝐱(𝑡)), (1)

where: 𝐱(𝑡) ∈ R𝑛 is the state vector of the system at time 𝑡; 𝐟 ∶ R𝑛 → R𝑛 is the function of 𝐱(𝑡) describing the dynamics of the system.
Nonlinear versions of the KF, like the EKF, are required if 𝐟 is nonlinear. Hereon, we rely on the extended Kalman filter (EKF); the
reader may refer, e.g., to [29] for a complete derivation and analysis of the EKF theory.

Dynamical systems can be used to model the response of a building to seismic excitations, or the behaviour of MEMS [30]. In
general, 𝐟 is not exactly known. Thus, it becomes important to assimilate incoming data of the system to update the model and the
resulting predictions. For instance, these data can consist of floor acceleration measurements for a building [31], or displacement
measurements for capacitive sensors. According to the discrete acquisition of system measurements, data assimilation is performed
at discrete 𝑡𝑗 instants of observation, with 𝑗 = 1,… , 𝑇 . As state variables may not be directly compared against incoming data, the
following observation equation:

𝐲(𝑡𝑗 ) = 𝐡(𝐱(𝑡𝑗 )) (2)

is usually introduced to encode the state-to-observation map. Specifically: 𝐡 ∶ R𝑛 → R𝑜 is a possibly nonlinear function; 𝐲(𝑡𝑗 ) ∈ R𝑜

are the quantities to be compared with the incoming observations 𝐲̄(𝑡𝑗 ) ∈ R𝑜. According to Eqs. (1) and (2), model predictions are
performed employing a continuous time description, while data assimilation is carried out at discrete time steps. For this reason, a
hybrid (continuous–discrete) formulation of the KF will be considered in the following.

A prediction–correction scheme is then adopted to perform online data assimilation. In the prediction phase, the state of the
system is advanced in time through 𝐟 . This prediction is then corrected through the comparison with incoming data. Hereon, we
3
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will use the superscript ‘‘−’’ to refer to quantities not yet updated by the correction stage, and the superscript ‘‘+’’ for quantities
pdated by the correction stage.

To perform the prediction–correction scheme, state variables are treated as random variables. Therefore, Eqs. (1) and (2) are
odified as follows:

𝐱̇(𝑡) = 𝐟 (𝐱(𝑡)) + 𝐪𝑥, (3a)

𝐲(𝑡) = 𝐡(𝐱(𝑡)) + 𝐫, (3b)

here: 𝐪𝑥 is the process noise vector, assumed to be sampled from a white, zero mean stochastic process 𝐪𝑥 ∼  (𝟎,𝐐𝑥) with diagonal
ovariance matrix 𝐐𝑥 ∈ R𝑛×𝑛; 𝐫 ∈ R𝑜 is the observation noise vector, assumed to be sampled from a white, zero-mean stochastic
rocess 𝐫 ∼  (𝟎,𝐑) with diagonal covariance matrix 𝐑 ∈ R𝑜×𝑜. The vector 𝐪𝑥 accounts for uncertainties in the mapping 𝐟 , while 𝐫
ccounts for the noise affecting the incoming data. Their trade-off determines how much the filter relies on model predictions with
espect to the acquired data [32].

The Kalman filter follows the system evolution by looking at 𝐱̂ and 𝐏, where: 𝐱̂ = E[𝐱] is the mean value of 𝐱; E computes the
xpected value of a quantity; 𝐏 = E[(𝐱−𝐱̂)(𝐱−𝐱̂)⊤] is the covariance matrix associated to 𝐱. This is equivalent to assume that 𝐱 features
Gaussian distribution. This assumption is quite natural in system identification. A Gaussian probability distribution is associated
ith 𝐱 and 𝐲 because it is the distribution with maximum information entropy given the specified mean and variance [33].

rediction stage. The values of 𝐱̂−(𝑡𝑗 ) and 𝐏−(𝑡𝑗 ) at 𝑡𝑗 are predicted starting from 𝐱̂+(𝑡𝑗−1) and 𝐏+(𝑡𝑗−1) at 𝑡𝑗−1. These values have been
btained by correcting the previous estimates with data acquired at 𝑡𝑗−1. The prediction at 𝑡𝑗 is performed as in the following:

𝐱̂−(𝑡𝑗 ) = 𝐱̂+(𝑡𝑗−1) + ∫

𝑡𝑗

𝑡𝑗−1
𝐟 (𝐱̂−(𝜏))d𝜏, (4a)

𝐏−(𝑡𝑗 ) = 𝐏+(𝑡𝑗−1) + ∫

𝑡𝑗

𝑡𝑗−1
𝐅−(𝜏)𝐏−(𝜏) + 𝐏−(𝜏)𝐅−(𝜏)⊤ +𝐐𝑥 d𝜏, (4b)

where 𝐅∈ R𝑛×𝑛 is the Jacobian of 𝐟 (𝐱(𝑡)). The matrix 𝐅−(𝜏) is evaluated as:

𝐅−(𝜏) = 𝜕𝐟
𝜕𝐱⊤

|

|

|

|𝐱̂−(𝜏)
. (5)

Different methods can be used to integrate Eq. (4). For its computational efficiency, we have considered the Euler forward method
eading to:

𝐱̂−(𝑡𝑗 ) = 𝐱̂+(𝑡𝑗−1) + 𝛥𝑡 𝐟 (𝐱̂+(𝑡𝑗−1)), (6a)

𝐏−(𝑡𝑗 ) = 𝐏+(𝑡𝑗−1) + 𝛥𝑡
(

𝐅+(𝑡𝑗−1)𝐏+(𝑡𝑗−1) + 𝐏+(𝑡𝑗−1)𝐅+⊤
(𝑡𝑗−1) +𝐐𝑥

)

, (6b)

where 𝐅+(𝑡𝑗−1) is evaluated for 𝐱̂+𝑗−1 at 𝑡𝑗−1. In general, 𝐐𝑥 may modify in time; however, we neglect such possibility in this work.
Moreover, we assume a constant time step 𝛥𝑡 = 𝑡𝑗 − 𝑡𝑗−1.

The Euler forward method is a first-order explicit time integration technique, meaning that the local truncation error generated
scales linearly with the time step 𝛥𝑡, provided this latter is chosen to be sufficiently small. This time integration method has been
selected for its simplicity. However, more accurate methods can be employed, such as, e.g., higher-order Runge–Kutta methods,
as the selection of the time integration technique does not affect the generality of the proposed procedure. In the next section
we will show that the local truncation error performed by the Euler forward method does not preclude good outcomes for
the system estimation, also thanks to the adopted prediction–correction strategy. Similarly, implicit time stepping schemes can
also be considered in order not to strongly constrain the choice of the time step, but it implies the solution of a (non)linear
system of equations at each time step, in the case of (non)linear dynamical systems. If the employed integration algorithm is not
unconditionally stable, as typical of explicit time integration schemes, preliminary tests must be performed to verify that 𝛥𝑡 does
not induce any loss of convergence in the integration of system dynamics.

Correction stage. Once the prediction stage is accomplished, the correction stage is performed by assimilating the incoming data.
Specifically, KF performs corrections in order to minimise the trace of 𝐏. In the EKF, the following equations are enforced:

𝐆(𝑡𝑗 ) = 𝐏−(𝑡𝑗 )𝐇−(𝑡𝑗 )
⊤(𝐇−(𝑡𝑗 )𝐏−(𝑡𝑗 )𝐇−(𝑡𝑗 )

⊤+ 𝐑)−1, (7a)

𝐱̂+(𝑡𝑗 ) = 𝐱̂−(𝑡𝑗 ) +𝐆(𝑡𝑗 )(𝐲̄(𝑡𝑗 ) − 𝐡(𝐱̂−(𝑡𝑗 ), 𝑡𝑗 )), (7b)

𝐏+(𝑡𝑗 )=
(

𝐈−𝐆(𝑡𝑗 )𝐇−(𝑡𝑗 )
)

𝐏−(𝑡𝑗 )
(

𝐈−𝐆(𝑡𝑗 )𝐇−(𝑡𝑗 )
)⊤+𝐆(𝑡𝑗 )𝐑𝐆(𝑡𝑗 )⊤, (7c)

where: 𝐆(𝑡𝑗 ) is the Kalman gain matrix at 𝑡𝑗 ; 𝐇 is the Jacobian of 𝐡. The matrix 𝐇−(𝑡𝑗 ) is evaluated for 𝐱−(𝑡𝑗 ) as in the following:

𝐇−(𝑡𝑗 ) =
𝜕𝐡
𝜕𝐱⊤

|

|

|

|𝐱̂−(𝑡𝑗 )
. (8)

When the KF is used to predict and correct the estimate of a set of variables describing the system dynamics, it is said that the
procedure performs state estimation. The procedure can be extended to perform joint estimation as we will discuss in Section 2.3. As
noted in the Introduction, the dimensionality of the observations 𝐲 ∈ R𝑜 does not necessarily coincide with the dimensionality of

𝑛

4

the system state 𝐱 ∈ R , thus potentially leading to 𝑜 ≠ 𝑛.
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2.2. State estimation of autonomous dynamical system

In this subsection we present the main tools we combine with EKF to devise our proposed EKF-SINDy strategy, namely, a
INDy model and time-delay embedding. We thus explain how this combination can be exploited to perform the joint estimation
f non-autonomous dynamical systems.

.2.1. Construction of the SINDy model
The mapping 𝐟 is only sometimes known, but, even if this is the case, the computation of 𝐅 can be rather involved, while its

umerical calculation can be computationally expensive. These reasons suggest to use SINDy to replace 𝐟 . Indeed, by expressing
as the linear combination of a set of predetermined functions collected in a library, as SINDy does, its (partial) derivatives can
e simply obtained by combining the (partial) derivatives of the library functions. Analogously, even though 𝐡 does not describe a
ynamical system, it could be also identified using SINDy, thus greatly simplifying the computation of 𝐇. However, in general the
unction 𝐡 is directly set by means of more straightforward techniques. In the first case study proposed in this work, system state
nd observations represent the same dynamic quantities, and they do not require a distinct identification for 𝐡. In the second case
tudy, 𝐡 has been determined from the time-delay embedding required by SINDy to (fully) learn 𝐟 .

For the sake of generality, we now consider using SINDy to model both 𝐟 and 𝐡. The training of SINDy is performed in an
ffline phase, prior to the online assimilation of incoming data performed through the EKF prediction–correction scheme. A detailed
rocedure is reported for 𝐟 , but the same strategy can also be applied to 𝐡. The discussion is related to autonomous systems,
.e., systems without external forcing; in the next section, this assumption will be relaxed to allow for non-autonomous systems.

To apply the SINDy technique, it is first necessary to collect snapshots of the state vector to define the following matrix:

𝐗 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝐱⊤(𝑡1)
𝐱⊤(𝑡2)

⋮

𝐱⊤(𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥1(𝑡1) 𝑥2(𝑡1) ⋯ 𝑥𝑛(𝑡1)

𝑥1(𝑡2) 𝑥2(𝑡2) ⋯ 𝑥𝑛(𝑡2)

⋮ ⋮ ⋱ ⋮

𝑥1(𝑡𝑇 ) 𝑥2(𝑡𝑇 ) ⋯ 𝑥𝑛(𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (9)

here 𝑥𝑖(𝑡𝑗 ) is the 𝑖th entry of 𝐱 at the 𝑗th time instant.
Similarly, a matrix 𝐗̇ is constructed by collecting the time derivatives 𝐱̇. If 𝐟 is available, Eq. (1) can be used to generate 𝐗 and

̇ . Otherwise, 𝐟 can be identified from experimental data exploiting noise tolerant versions of SINDy, see, e.g., [34–38].
A library 𝜣𝑓 (𝐱) =

[

𝜃1(𝐱),… , 𝜃𝑝(𝐱)
]

∈ R𝑝 of 𝑝 candidate functions to describe the dynamics of the data is selected, and the matrix
𝑓 (𝐗) ∈ R𝑇×𝑝 is constructed by applying 𝜣𝑓 to the rows of 𝐗, e.g., as in the following:

𝜣𝑓 (𝐗) =
⎡

⎢

⎢

⎣

| | | | | |

1 𝐗 𝐗𝑃2 𝐗𝑃3 ⋯ sin(𝐗) cos(𝐗) ⋯
| | | | | |

⎤

⎥

⎥

⎦

. (10)

It is worth noting that any type of function can be utilised to form the function library. For instance, in Eq. (10) we have
employed constant, polynomial and trigonometric functions. Including polynomial functions is effective in identifying dominant
dynamic behaviour, owing to the Taylor expansion of the function governing the system dynamics [27]. The way in which the
quadratic nonlinearities 𝐗𝑃2 are expressed is now explicitly detailed:

𝐗𝑃2 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥21(𝑡1) 𝑥1(𝑡1)𝑥2(𝑡1) ⋯ 𝑥22(𝑡1) ⋯ 𝑥2𝑛(𝑡1)

𝑥21(𝑡2) 𝑥1(𝑡2)𝑥2(𝑡2) ⋯ 𝑥22(𝑡2) ⋯ 𝑥2𝑛(𝑡2)

⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑥21(𝑡𝑇 ) 𝑥1(𝑡𝑇 )𝑥2(𝑡𝑇 ) ⋯ 𝑥22(𝑡𝑇 ) ⋯ 𝑥2𝑛(𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (11)

The definition of higher order nonlinearities can be done similarly.
The function 𝐟 can be then expressed as the linear combination of these candidate functions. The weighting coefficients of the

combination are stored in the matrix 𝜩𝑓 =
[

𝝃𝑓1 , 𝝃
𝑓
2 ,… , 𝝃𝑓𝑛

]

with 𝝃𝑓𝑖 ∈ R𝑝 for 𝑖 = 1,… , 𝑛. In matrix form, such combination can be
rewritten as:

𝐗̇ = 𝜣𝑓 (𝐗)𝜩𝑓 , (12)

where the equality sign holds as 𝜣𝑓 admits an arbitrary large number of terms, thus allowing – in principle – to perfectly reconstruct
the system dynamics. As only few terms of the function library are expected to be able to describe the dynamics of the system of
interest, it is assumed that 𝐟 admits a sparse representation in 𝜣𝑓 . Consequently, a sparsity promoting regulariser (𝝃′𝑖) is added in
the least square regression, used to determine the weighting coefficients, according to:

𝝃𝑓𝑖 = argmin
𝝃′𝑖

‖𝐗̇𝑖 −𝜣𝑓 (𝐗)𝝃′𝑖‖2 + (𝝃′𝑖). (13)

For instance, problem (13) could be solved via LASSO regression [39], by considering  to be a sparsity-promoting 𝓁1−norm,
ı.e. (𝝃′𝑖) = 𝛿𝑙‖𝝃′𝑖‖1, where 𝛿𝑙 is the parameter setting the strength of the LASSO regularisation. Alternatively, the Sequential
5

Thresholded Least SQuares (STLSQ) algorithm [5] could be used. It consists in iteratively solving (13) with ridge regression by using
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𝓁2−regularisation, ı.e. ‖𝝃′𝑖‖2, regulated by a parameter 𝛿𝑟, and setting to zero the entries of 𝝃′𝑖 with magnitude below a threshold 𝐿
t each iteration. As previously mentioned, SINDy can be used to identify both 𝐟 and 𝐡, even though 𝐡 does not describe a system

dynamics. To cope with that, a matrix 𝐘 collecting snapshots of 𝐲 is constructed in addition to 𝐗. Finally, Eq. (12) is rewritten as:

𝐘 = 𝜣ℎ(𝐗)𝜩ℎ, (14)

where the employed function library 𝜣ℎ can be in general different from 𝜣𝑓 . The weighting coefficient of the combination 𝝃ℎ𝑖 , stored
in the matrix 𝜩ℎ =

[

𝝃ℎ1 , 𝝃
ℎ
2 ,… , 𝝃ℎ𝑜

]

, are determined through a least square regression similar to what done in Eq. (13), provided the
ubstitution of 𝐗̇𝑖 by 𝐘𝑖, of 𝜣𝑓 by 𝜣ℎ.

Modelling 𝐟 and 𝐡 with SINDy enables to easily compute the Jacobian matrices 𝐅 and 𝐇, as it implies to calculate the derivatives
of the functions of the library 𝜣𝑓 and 𝜣ℎ. Specifically, by combining Eqs. (5) and (8) with Eqs. (12) and (14), 𝐅 and 𝐇 assume the
following forms:

𝐅−(𝜏) = 𝜕
𝜕𝐱⊤

[

𝜩⊤
𝑓𝜣

⊤
𝑓 (𝐱)

]

𝐱̂−(𝜏)
= 𝜩⊤

𝑓

𝜕𝜣⊤
𝑓 (𝐱)

𝜕𝐱⊤
|

|

|

|𝐱̂−(𝜏)
, (15a)

𝐇−(𝑡𝑗 ) =
𝜕

𝜕𝐱⊤
[

𝜩⊤
ℎ𝜣

⊤
ℎ (𝐱)

]

𝐱̂−(𝑡𝑗 )
= 𝜩⊤

ℎ

𝜕𝜣⊤
ℎ (𝐱)

𝜕𝐱⊤
|

|

|

|𝐱̂−(𝑡𝑗 )
, (15b)

marking how much the use of SINDy can simplify the application of the hybrid version of the EKF.

2.2.2. Time-delay embedding
A possible drawback of SINDy is that its training requires knowledge of the full underlying state space variables. In many real-

world applications, states could not be directly observed and some governing variables may be completely unobserved, resulting
in observations 𝐲 ∈ R𝑜 which do not match the system states 𝐱 ∈ R𝑛. In the partial measurement scenario, with 𝑜 < 𝑛, time-
delay embedding techniques [10] can be adopted to recover hidden state components that might be fundamental to describe the
dynamics [11]. Hereon we provide a description of this strategy — see Fig. 2 for an overall sketch.

First, time-delay embedding method consists in lifting the low-dimensional observations 𝑦(𝑡) (considering 𝑜 = 1 for simplicity)
into high-dimensional space by stacking time-shifted copies of the measurements 𝑦(𝑡) by means of vectors 𝐚(𝑡;𝑤, 𝜁) = [𝑦(𝑡), 𝑦(𝑡 +
), 𝑦(𝑡+ 2𝜁 ),… , 𝑦(𝑡+ (𝑤− 1)𝜁 )]⊤ ∈ R𝑤, where 𝑤 and 𝜁 indicate the number of delay embeddings and the lag time, respectively. The
esulting matrix 𝐀 is termed as Hankel matrix and has the following form (taking 𝜁 = 1):

𝐀 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑦(𝑡1) 𝑦(𝑡2) ⋯ 𝑦(𝑡𝑇−𝑤)

𝑦(𝑡2) 𝑦(𝑡3) ⋯ 𝑦(𝑡𝑇−𝑤+1)

⋮ ⋮ ⋱ ⋮

𝑦(𝑡𝑤) 𝑦(𝑡𝑤+1) ⋯ 𝑦(𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=
[

𝐚(𝑡1), 𝐚(𝑡2),… , 𝐚(𝑇 −𝑤)
]

∈ R𝑤×(𝑇−𝑤). (16)

Second, a Singular Value Decomposition (SVD) 𝐀 = 𝐔𝐒𝐕⊤ is performed to extract time-delay coordinates approximating the
Koopman operator in finite dimension [40], thereby providing a linearised description of the system dominant dynamics [27]. The
matrices 𝐔 ∈ R𝑤×𝑤 and 𝐕 ∈ R(𝑇−𝑤)×(𝑇−𝑤) are two orthogonal matrices whose columns are termed left and right singular vectors,
respectively; 𝐒 ∈ R𝑤×(𝑇−𝑤) is a pseudo-diagonal matrix collecting the associated singular values. The reference system formed by the
olumns of 𝐔 is diffeomorphic to the original attractor of the system dynamics, under the conditions given by the Takens’ embedding

theorem [41]. The number of time-delay coordinates often can be significantly reduced to 𝜂 ≪ 𝑤 and can be chosen according to
he decay of the corresponding singular values, thus resulting in a truncated SVD: 𝐀 ≈ 𝐔̃𝐒̃𝐕̃⊤, with 𝐔̃ ∈ R𝑤×𝜂 , 𝐒̃ ∈ R𝜂×𝜂 , 𝐕̃ ∈ R(𝑇−𝑤)×𝜂 .
he selected 𝜂 coordinates are expected to retrieve the unobserved, hidden, state variables, and therefore can be leveraged by SINDy

n the offline training phase, to better capture the dynamics and to improve prediction performance [11]. Ideally 𝜂 = 𝑛, being 𝑛 the
tate dimensionality of the partially-observed system under consideration.

An additional advantage of time-delay embedding is that it allows the reconstruction of the original variables through back-
rojection. This provides an explicit expression for the function 𝐡 that maps the identified latent states to the corresponding
bservation vector and its Jacobian 𝐇. This enables the online prediction phase to be performed in the time-delay embedding
oordinates and to exploit low dimensional observations in the correction phase, thus maintaining the EKF-SINDy online procedure
nchanged and avoiding the computational cost of computing the Jacobian (8).

The performance of the time-delay embedding could depend significantly on the parameters choices, such as the number of
mbeddings 𝑤 and the time lag 𝜁 . As general and qualitative guidance, time delay parameters should be chosen to allow for the
ttractor to properly unfold, thus occupying as much of the embedded phase space as possible [11]. More quantitative techniques,
ased on relation or mutual information [42], could be employed as in [43,44].

.3. Joint estimation of non-autonomous dynamical systems

The functions 𝐟 and 𝐡 do not necessarily depend only on the variables 𝐱 describing the system dynamics, but also on a set of
arameters 𝝓 ∈ R𝑙 having a precise physical meaning. For example, the response of a building to an earthquake excitation depends
6
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Fig. 2. Time-delay embedding procedure. Over the offline phase, time-series observations of the system are time-delay embedded to form the Hankel matrix 𝐀.
The time-delay coordinates are then obtained by projecting the delayed signals onto the dominant 𝜂 left-singular values of the SVD decomposition (ı.e., columns of
𝐔̃) and rescaled by dividing them by the corresponding singular values, stored in 𝐒̃. Finally, SINDy is trained offline on these time-delay variables, approximating
the full state space variables of the system under consideration (we stressed this aspect by indicating 𝜂 = 𝑛, even though in general 𝜂 could be different from 𝑛).
Once trained offline, SINDy could be employed in the online prediction phase to forecast the evolution of the time-delay variables, from which the observations
can be reconstructed by back-projection (ı.e. by multiplication for 𝐔̃𝐒̃). Then the reconstructed observations can be simply extracted by looking at the first
column, which contains the unshifted reconstructed signal, and compared to the actual testing observations (assimilated online) to perform the final correction
phase. It follows that state-to-observation map, 𝐡, is straightforwardly obtained as 𝐡 = 𝐞⊤1 𝐔̃𝐒̃, where 𝐞1 is the basis vector extracting the first column of 𝐔̃𝐒̃.

on the stiffness of its structural members whose value may change in time due to long-term degradation of concrete and/or extreme
events.

The goal of joint estimation is to simultaneously estimate 𝐱 and the parameters 𝝓 [45]. To reach the scope, we increase the
number of state variables by augmenting the state vector as 𝝒 = [𝐱⊤,𝝓⊤]⊤. We consider the case in which it is impossible to
associate a dynamic description to the evolution of 𝝓. In this setting, the prediction stage of 𝝓 is performed by a random walk
driven by a process noise 𝐪𝜙 as in the following:

𝝓̇ = 𝐪𝜙, (17)

where 𝐪𝜙 is assumed to be sampled from a white, zero mean stochastic process 𝐪𝜙 ∼  (𝟎,𝐐𝜙) with a diagonal covariance matrix
𝐐𝜙 ∈ R𝑙×𝑙. Keeping the definition of 𝐪𝑥 and 𝐐𝑥, we introduce a unique process noise vector 𝐪 = [𝐪𝑥,𝐪𝜙]⊤ and a unique diagonal
covariance matrix 𝐐 collecting the entries of 𝐐𝑥 and 𝐐𝜙. Finally, we update the definition of 𝐟 ∶ R𝑛+𝑙 → R𝑛+𝑙 to include both the
function modelling the system dynamics and the parameter evolution ruled by Eq. (17).

In the correction stage, the mismatch (termed innovation) of the predictions with the incoming data is used to update both 𝐱
and 𝝓. The filter equations can be obtained by substituting 𝐱 with 𝝒.

Also in case of joint estimation, it is possible – and convenient – to rely on SINDy. Specifically, the dependence of system dynamics
on 𝝓 can be accounted for by stacking snapshots 𝝒 accounting for 𝐼 different realisations of 𝝓, thereby obtaining a modified version
𝐗𝜘 of the snapshot matrix. Thus, SINDy is employed to reconstruct the functional relation between 𝐗𝜘 and 𝐗̇. It is unnecessary to
modify the definition of 𝐗̇, as we have assumed to drive the dynamics of 𝝓 with a random walk. It is worth noticing that also the
definition function library 𝜣𝑓 (𝝒) = [𝜃1(𝝒),… , 𝜃𝑝(𝝒)] ∈ R𝑝 must be updated to account for the dependence on 𝝒. Specifically, the
matrix 𝜣𝑓 (𝐗𝜘 ), defined in Eq. (10), is modified by applying 𝜣 to the rows of 𝐗𝜘 obtaining:

𝜣𝑓 (𝐗) =
⎡

⎢

⎢

⎢

| | | | | |

1 𝐗𝜘 𝐗𝑃2
𝜘 𝐗𝑃3

𝜘 ⋯ sin(𝐗𝜘 ) cos(𝐗𝜘 ) ⋯

⎤

⎥

⎥

⎥

. (18)
7

⎣| | | | | | ⎦
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Looking at the quadratic nonlinearities, Eq. (11) is updated to include the dependence on 𝝓 as follows:

𝐗𝑃2
𝜘 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑥21(𝑡1) 𝑥1(𝑡1)𝑥2(𝑡1) ⋯ 𝑥1(𝑡1)𝜙1(𝑡1) ⋯ 𝑥2𝑛(𝑡1) ⋯ 𝜙2
𝑙 (𝑡1)

𝑥21(𝑡2) 𝑥1(𝑡2)𝑥2(𝑡2) ⋯ 𝑥1(𝑡2)𝜙1(𝑡2) ⋯ 𝑥2𝑛(𝑡2) ⋯ 𝜙2
𝑙 (𝑡2)

⋮ ⋮ ⋱ ⋮ ⋱ ⋮ ⋱ ⋮

𝑥21(𝑡𝑇 ) 𝑥1(𝑡𝑇 )𝑥2(𝑡𝑇 ) ⋯ 𝑥1(𝑡𝑇 )𝜙1(𝑡𝑇 ) ⋯ 𝑥2𝑛(𝑡𝑇 ) ⋯ 𝜙2
𝑙 (𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (19)

igher order linearities and trigonometric functions can be similarly treated.
Notably, setting 𝝓̇ = 0 implies that the parameter values can be updated only in the correction phase of the EKF. This is allowed

y updating Eq. (15a) to define the Jacobian 𝐅 ∈ R(𝑛+𝑙)×(𝑛+𝑙) including the dependence of system dynamics on 𝝓 as in the following:

𝐅−(𝜏) =
⎛

⎜

⎜

⎝

𝜩⊤
𝑓
𝜕𝜣⊤

𝑓 (𝝒)

𝜕𝐱⊤
|

|

|

|𝝒̂−(𝜏)
𝜩⊤

𝑓
𝜕𝜣⊤

𝑓 (𝝒)

𝜕𝝓⊤

|

|

|

|𝝒̂−(𝜏)
𝟎 𝟎

⎞

⎟

⎟

⎠

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜕∕𝜕𝐱

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜕∕𝜕𝝓

, (20)

where the rows of 𝐅 containing 𝟎 entries, with 𝟎 representing null matrices of suitable dimensions, are associated with the random
walk equations. When used to model 𝐡 for joint estimation, SINDy instead reconstructs the mapping between 𝐗𝜘 and 𝐘. Also the
efinition of 𝐘 must not be modified as system parameters cannot, in general, be observed. We highlight that the procedure cannot
xplicitly handle the dependence on other parameters not included in 𝝓, for which it is impossible to provide a separate estimate.

This issue will be addressed in a future extension of the current work.
Up to now, we have considered autonomous system. However, the procedure can be easily extended to deal with non-autonomous

systems by allowing for the presence of an external forcing term 𝐛 ∈ R𝑛. Eqs. (1) and (2) modify in the following way:

𝐱̇(𝑡) = 𝐟 (𝐱(𝑡),𝐛(𝑡)), (21a)

𝐲(𝑡) = 𝐡(𝐱(𝑡),𝐛(𝑡)). (21b)

Similar modifications apply to Eqs. (3a) and (3b). The other equations of the filter remain unchanged if we assume to know 𝐛 that
is in the case of an exogenous input. This is true, for instance, if we consider a seismic excitation thanks to the presence of monitoring
networks [46]. If 𝐛 was unknown, it would be possible to modify the formulation of the filter to perform input–state–parameter
estimation [47–50]. Also this further extension of the method will be considered in future.

The external forcing term can be handled via SINDy by constructing a snapshot matrix 𝐗𝜘𝑏 assembling different snapshots
[𝝒(𝑡𝑗 ),𝐛(𝑡𝑗 )]𝑇 determined for several realisations of 𝝓. As a result, SINDy is employed to reconstruct the functional relation between
𝐗𝜘𝑏 and 𝐗̇ (and between 𝐗𝜘𝑏 and 𝐘 when used to model 𝐡). Once again, the function library 𝜣𝑓 should be updated to account for
the dependence on 𝐛, similarly to what has been previously done in Eqs. (10) and (11) to consider the dependence on 𝝓.

The complete procedure for the joint estimation of non-autonomous dynamical system are reported in Algorithms 1 and 2. In the
algorithms, we consider the most general case in which both 𝐟 and 𝐡 are identified by using SINDy. The training of the SINDy model,
nd therefore the assembling of the snapshot matrices, must be done in an offline phase a priori with respect to the application of
he procedure. Algorithm 1 is devoted to the illustration of this phase assuming to know 𝐟 and 𝐡. This case is of interest since it will
e considered in the results section. As previously remarked, it is also possible to estimate 𝐟 and 𝐡 using noise tolerant versions of
INDy. During the online phase, the procedure is applied to update the estimates of the system by using incoming data. Algorithm
refers to this second part.

. Numerical results

.1. Shear building under seismic excitations

A first numerical case deals with a shear building under seismic excitations. Shear building models are effective in describing the
esponse to lateral excitations, like seismic loads, whenever floors have a sufficiently high out-of-plane stiffness. If this requirement
s met, e.g. by way of a minimum slab thickness, the adoption of shear building models in the design phase is allowed by standards
uch as Eurocode 8 [51]. Here, we have examined the response to seismic excitation of a 2 storey building assuming regularity in the
loor mass and stiffness distribution, such that torsional effects can be neglected and a decoupling of the building response to lateral
xcitation along the two in-plan directions can be exploited. We thus have employed one degree-of-freedom (dof) per floor to model
he response of the building along the horizontal direction. We have assumed the monitoring system to be deployed to record storey
isplacements 𝑥𝑖(𝑡), velocities 𝑥̇𝑖(𝑡) and accelerations 𝑥̈𝑖(𝑡), with 𝑖 = 1, 2, at discrete time steps, obtaining a 6-dimensional observation
ector 𝐲. A schematic representation of the shear building model is reported in Fig. 3.

The dynamic response of the structure is described by the following equations:

𝑚𝑥̈1(𝑡) + 𝑐1𝑥̇1(𝑡) + 𝑘(2𝑥1(𝑡) − 𝑥2(𝑡)) = −𝑚𝑏(𝑡) (22a)

𝑚𝑥̈2(𝑡) + 𝑐2𝑥̇2(𝑡) + 𝑘(𝑥2(𝑡) − 𝑥1(𝑡)) = −𝑚𝑏(𝑡) (22b)
8
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Algorithm 1 EKF-SINDy joint estimation (𝝒 = [𝐱,𝝓]⊤) of non-autonomous dynamical systems: offline phase (𝐟 and 𝐡 available)
Input: libraries of candidate functions 𝜣𝑓 ([𝝒,𝐛]⊤) and 𝜣ℎ([𝝒,𝐛]⊤)
Output: SINDy models 𝐟 ≈ 𝜩⊤

𝑓𝜣
⊤
𝑓 ([𝝒,𝐛]

⊤) and 𝐡 ≈ 𝜩⊤
ℎ𝜣

⊤
ℎ ([𝝒,𝐛]

⊤)
1: for 𝜄 = 1,… , 𝐼 do
2: Sample 𝝓𝜄
3: for 𝑡𝑗 = 𝑡1,… , 𝑡𝑇 do
4: Evolve 𝐱̇=𝐟 (𝝒,𝐛) from 𝑡𝑗−1 to 𝑡𝑗 , with 𝝒(𝑡𝑗 )=[𝐱(𝑡𝑗 ),𝝓𝜄]⊤and 𝝓̇𝜄=0
5: Collect [𝝒(𝑡𝑗 ),𝐛(𝑡𝑗 )]⊤ in 𝐗𝜘𝑏
6: Collect 𝐱̇(𝑡𝑗 ) in 𝐗̇
7: Compute 𝐲(𝑡𝑗 ) = 𝐡(𝐱(𝑡𝑗 ),𝐛(𝑡𝑗 ))
8: Collect 𝐲 in 𝐘
9: end for

10: end for
11: Set 𝜣𝑓 (𝐗𝜘𝑏) and 𝜣ℎ(𝐗𝜘𝑏)
12: Compute 𝝃𝑓𝑖 = argmin

𝝃′𝑖

‖𝐗̇𝑖 −𝜣𝑓 (𝐗𝜘𝑏)𝝃′𝑖‖2 + (𝝃′𝑖) for 𝑖 = 1,… , 𝑛

13: Compute 𝝃ℎ𝑖 = argmin
𝝃′𝑖

‖𝐘𝑖 −𝜣ℎ(𝐗𝜘𝑏)𝝃′𝑖‖2 + (𝝃′𝑖) for 𝑖 = 1,… , 𝑜

14: Assemble 𝜩𝑓 = [𝝃𝑓𝑖 ] for 𝑖 = 1,… , 𝑛
15: Assemble 𝜩ℎ = [𝝃ℎ𝑖 ] for 𝑖 = 1,… , 𝑜

Algorithm 2 EKF-SINDy joint estimation (𝝒 = [𝐱,𝝓]⊤) of non-autonomous dynamical systems: online phase
Input: SINDy models 𝐟 ≈ 𝜩⊤

𝑓𝜣
⊤
𝑓 ([𝝒,𝐛]

⊤) and 𝐡 ≈ 𝜩⊤
ℎ𝜣

⊤
ℎ ([𝝒,𝐛]

⊤); sequential measurements 𝐲̄(𝑡1),… , 𝐲̄(𝑡𝑇 )
Output: Estimates of 𝝒̂+(𝑡1),… , 𝝒̂+(𝑡𝑇 ), and 𝐏̂+(𝑡1),… , 𝐏̂+(𝑡𝑇 ) accounting for incoming data

1: Set 𝐐 and 𝐑
2: for 𝑡𝑗 = 𝑡1,… , 𝑡𝑇 do

Predictor phase

3: 𝐅+(𝑡𝑗−1) =
⎡

⎢

⎢

⎣

𝜩⊤
𝑓
𝜕𝜣⊤

𝑓 ([𝝒,𝐛]
⊤)

𝜕𝐱⊤
|

|

|

|[𝝒̂+ ,𝐛](𝑡𝑗−1)
𝜩⊤

𝑓
𝜕𝜣⊤

𝑓 ([𝝒,𝐛]
⊤)

𝜕𝝓⊤

|

|

|

|[𝝒̂+ ,𝐛](𝑡𝑗−1)
𝟎 𝟎

⎤

⎥

⎥

⎦

4: 𝝒̂−(𝑡𝑗 ) = 𝝒̂+(𝑡𝑗−1) + 𝛥𝑡 𝜩⊤
𝑓𝜣

⊤
𝑓 ([𝝒̂

+,𝐛]⊤(𝑡𝑗−1))

5: 𝐏−(𝑡𝑗 )=𝐏+(𝑡𝑗−1) + 𝛥𝑡
(

𝐅+(𝑡𝑗−1)𝐏+(𝑡𝑗−1)+𝐏+(𝑡𝑗−1)𝐅+⊤(𝑡𝑗−1)+𝐐
)

Corrector phase

6: 𝐇−(𝑡𝑗 ) =
[

𝜩⊤
ℎ
𝜕𝜣⊤

ℎ ([𝝒,𝐛]
⊤)

𝜕𝐱⊤
|

|

|

|[𝝒̂− ,𝐛](𝑡𝑗 )
𝜩⊤

ℎ
𝜕𝜣⊤

ℎ ([𝝒,𝐛]
⊤)

𝜕𝝓⊤

|

|

|

|[𝝒̂− ,𝐛](𝑡𝑗 )

]

7: 𝐆(𝑡𝑗 ) = 𝐏−(𝑡𝑗 )𝐇−(𝑡𝑗 )
⊤(𝐇−(𝑡𝑗 )𝐏−(𝑡𝑗 )𝐇−(𝑡𝑗 )

⊤+ 𝐑)−1
8: 𝝒̂+(𝑡𝑗 ) = 𝝒̂−(𝑡𝑗 ) +𝐆(𝑡𝑗 )(𝐲̄(𝑡𝑗 ) − 𝜩⊤

ℎ𝜣
⊤
ℎ ([𝝒̂

−,𝐛]⊤(𝑡𝑗 )))
9: 𝐏+(𝑡𝑗 )=

(

𝐈 −𝐆(𝑡𝑗 )𝐇−(𝑡𝑗 )
)

𝐏−(𝑡𝑗 )
(

𝐈 −𝐆(𝑡𝑗 )𝐇−(𝑡𝑗 )
)⊤+𝐆(𝑡𝑗 )𝐑𝐆(𝑡𝑗 )⊤

10: end for

where: 𝑚 = 625 ton is the mass of each floor; 𝑘 is the inter-storey stiffness; 𝑏(𝑡) is the ground acceleration signal; 𝑐1 and 𝑐2 are
coefficients set to have 1% damping over the two eigenmodes of the building model.

Seismic signals have been taken from the STEAD database [52]. Each seismogram 𝑏(𝑡) features the same time duration 60 s and a
ampling time step of 0.01 s. Here, we have subsampled each signal getting a final sampling of 0.001 s to avoid stability issue with
he Euler forward integration. The dynamical system is not autonomous due to the presence of this external forcing term. We assume
o know the input thanks to the seismic monitoring networks present in many countries, such as in Italy [46,53]. On the contrary,
e have made the assumption that the storey stiffness is unknown. For instance, when considering reinforced concrete structures,

t is challenging to predict how cracking affects the moment of the inertia of column sections, or whether the modelling choices
or boundaries have been adequate. Similarly, it is hard to guess how long term degradation effects may have altered the building
roperties over time. For this reason, we treat the value of the inter-storey stiffness as a stochastic variable featuring a uniform
robability density function between 0.5 ⋅ 106 kN∕m and 2 ⋅ 106 kN∕m. Hence, the stiffness 𝑘 is the parameter to be here estimated
ogether with the state vector 𝐱 = [𝑥 , 𝑥 , 𝑥̇ , 𝑥̇ ]⊤. The second order Eq. (22) can be rewritten at first order using these coordinates,
9
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Fig. 3. Shear building model. Horizontal displacements, velocities, and accelerations at the two floors are recorded.

and the dynamics of the system is accordingly described by 𝑛 = 4 variables corresponding to the lateral storey displacements and
velocities.

To perform the joint estimation of this system, we have constructed a SINDy model for the function 𝐟 describing at first order
the system, as detailed in Algorithm 1, obtaining 𝐟 ≈ 𝜩⊤

𝑓𝜣
⊤
𝑓 ([𝝒, 𝑏]

⊤), with 𝝒 = [𝐱, 𝑘]⊤. Specifically, the snapshot matrix 𝐗𝜘𝑏 has been
constructed by collecting in time the values of the augmented state vector [𝐱, 𝑘]⊤ and for 𝐼 = 20 different values of 𝑘. Polynomial
terms up to the second order have been employed in the definition of the function library 𝜣𝑓 , as it can be demonstrated that they
can describe the system dynamics, see, e.g. [26]. Hence, we have obtained a model for the observation operator 𝐡 as in the following

𝐲 =

⎡

⎢

⎢

⎢

⎣

𝐲𝑥

𝐲𝑥̇

𝐲𝑥̈

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

𝐁𝑥𝐱
𝐁𝑥̇𝐱̇

𝐁𝑥̈(𝜩⊤
𝑓𝜣

⊤
𝑓 ([𝝒

⊤, 𝑏]⊤))

⎤

⎥

⎥

⎥

⎦

, (23)

where: 𝐁𝑥 and 𝐁𝑥̇ are the Boolean matrices that relate displacements and velocities to the observations of the system; 𝐁𝑥̈ is the
Boolean matrix that relates the accelerations computed by SINDy to the observed accelerations. The computation of the Jacobian
matrices 𝐅 and 𝐇 has been done as described in Eqs. (15a) and (15b) taking advantage of the use of polynomial functions in the
library 𝜣𝑓 .

The least square regression used to determine the SINDy weighting coefficients, see Eq. (13), is managed through the python open
source package PySINDy [54]. Sparsity is promoted using STLSQ with threshold 𝐿 = 10−2 and regularisation strength 𝛿𝑟 = 0.05.
The value for 𝛿𝑟 is the default setting in the PySINDy package. In the considered case studies, we have found that adjusting 𝐿 alone
has been sufficient to control the sparsity of the system. As expected, the adopted library of second-order polynomials is perfectly
suitable to model the dynamics of the system, accounting also for the dependence on 𝑘.

Hence, we have taken advantage of the combination of SINDy with EKF to perform the joint estimation of shear building whose
stiffness is unknown. Specifically, we have taken as initial guess 𝑘 = 1.01 ⋅ 106 kN∕m, overestimating by 20% the target value. As
previously mentioned, displacements, velocities and accelerations of both floors have been recorded. Although an identifiability
assessment has not been carried out, see e.g. [55], the full observation of the system guarantees the possibility to estimate 𝑘. In
future works, the intention is to explicitly perform an identifiability assessment, for example through the software DAISY [56].

To simulate the outcome of a real monitoring system, signals have been corrupted with white noise featuring a signal to noise
ratio equal to 15. Such level and type of noise is compatible with the use of, e.g., MEMS sensors [57]. Before running the online stage
of Algorithm 2, we have initialised the state covariance matrix 𝐏(0), the process noise covariance matrix 𝐐, and the observation
noise covariance matrix 𝐑 as diagonal matrices. The values of the diagonal entries of these matrices are specified in Appendix B.
The tuning of these quantities has been carried out through a trial-and-error procedure (a practical guidance to expedite this
procedure is included in Appendix B as well); however, automatic tuning procedures based on Bayesian Optimisation with Gaussian
Processes [58], on genetic algorithms [59] or on swarm intelligence [60], can be utilised.

The outcome of the estimation procedure is summarised in Fig. 4 for a seismogram randomly picked from the STEAD database.
The mean value of the estimated parameter 𝑘̂ converges to the target 𝑘̄ in roughly 20 s reducing the uncertainty of the estimation,
measured by the standard deviation 𝜎𝑘 determined using the posterior covariance computed by the EKF. The system dynamics is
precisely tracked as well, as illustrated in Fig. 5 in terms of a close-up of the kinematic quantities. A confidence interval for the
acceleration estimates is not provided, because accelerations are not included in the state vector 𝐱. The procedure is strongly tolerant
to noise, being the filter estimates (for example 𝑥̂1) much closer to the noise-free version of the signals ( ̂̄𝑦𝑥1) than the noise corrupted
versions (𝑦̄𝑥1), despite that in the first part of the analysis 𝑘 is not correctly calibrated yet. Clearly, the matching improved even more
after the first 20 s.

Beyond the excellent estimation capabilities, the most intriguing aspects of the proposed procedure are its ease of use and the
short execution time. Specifically, the Jacobian matrices have been straightforwardly determined (the reader may refer to [26] to
understand the level of effort required to compute the Jacobian matrices for a simple system like this). Regarding the computational
aspects, the execution of the procedure is approximately 40 times faster than the physical process (lasting 1.5 s when run on a
workstation equipped with an Intel (R) CoreTM, i7-2600 CPU @ 3.4 GHz with 16 GB RAM), moving towards real time monitoring
in civil and mechanical engineering applications.
10
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Fig. 4. Shear building. In the top graph, the estimated parameter 𝑘̂ is plotted in red against the target 𝑘̄ in black. The red shaded area represents 95% confidence
interval of the estimates, determined using the posterior covariance. In the other graphs, the evolution of the system response tracked by the filter is plotted in
red against the real system dynamics in black. For the sake of presentation, the outcomes of the 60 s analyses are truncated after 40 s. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Shear building. Zoom in of Fig. 4: comparison between the evolution in time of the system response tracked by the filter (red dotted lines) and target
one (black lines) for incorrect (on the left) and updated (on the right) value of 𝑘. Red shaded areas represent the 95% confidence intervals determined using
the posterior covariance. Black solid lines represent the noise corrupted signals, while black dotted lines their uncorrupted version. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
11
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c

3.2. Partially observed nonlinear dynamical system

A second test case deals with a partially observed nonlinear dynamical system. The system comprises two coupled oscillators
haracterised by linear stiffness coefficient 𝑘𝑖, and linear damping coefficient 𝑐𝑖, with 𝑖 = 1, 2. These oscillators are linked via linear

and quadratic coupling terms controlled by the coefficients 𝛼 and 𝛽, respectively. The coefficient 𝛾 dictates instead the contribution
of a cubic nonlinearity to the motion of one oscillator. The equations governing the free vibrations of the system are:

𝑚1𝑧̈1(𝑡) + 𝑐1𝑧̇1(𝑡) + 𝑘1𝑧1(𝑡) + 𝛼𝑧2(𝑡) = 0, (24a)

𝑚2𝑧̈2(𝑡) + 𝑐2𝑧̇2(𝑡) + 𝑘2𝑧2(𝑡) + 𝛾𝑧32(𝑡) + 𝛼𝑧1(𝑡) + 𝛽𝑧21(𝑡) = 0, (24b)

where: 𝑚1 = 1; 𝑚2 = 1; 𝑘1 = 1.0; 𝑐1 = 2 ⋅ 10−2; 𝑐2 = 1.95 ⋅ 10−2; 𝛼 = −10−1; 𝛽 = 2 ⋅ 10−3; 𝛾 = 10−3. The time axis, of
length 200.0, is discretised with a time step of 𝛥𝑡 = 10−2. Both the parameters and the time axis have been made dimensionless.
Similarly to what considered in Section 3.1, the second order Eqs. (24) have been rewritten at first order with a simple change of
coordinate, ı.e. (𝑧̃1, 𝑧̃2, 𝑧̃3, 𝑧̃4) = (𝑧1, 𝑧̇1, 𝑧2, 𝑧̇2), so that the dynamics of the system is described by 𝑛 = 4 variables corresponding to
the displacements and velocities of the two oscillators. It is worth stressing that, although addressing a real system is beyond the
scope of this investigation, several microstructures feature nonlinear interactions between two modes, called internal resonances,
that can be effectively modelled as in Eq. (24), see e.g. the case of MEMS gyroscope analysed in [61].

We have assumed to be able to observe only 𝑦(𝑡) = 𝑧1(𝑡). The aim is therefore to reconstruct the entire system dynamics 𝐟 through
SINDy by using only snapshots of 𝑧1, thus considering realistic setting in which both 𝐟 and 𝐡 must be identified starting only from
system observations, with the dimension of the observations smaller than the state of the system, ı.e. 𝑜 < 𝑛. We make use of this
example to show how to determine a SINDy model when the full state of the system cannot be observed, and how to use this model
to identify the system parameters. Such parameters can be related to unobserved system components, like the linear stiffness 𝑘2 of
the hidden oscillator and the coupling parameters 𝛼 and 𝛽. Here, we have employed the time delay embedding technique, presented
in Section 2.2.2, to enrich the partial observation vector and recover the original dimensionality of the system state.

We have verified that without time delay embedding, it is impossible to get a SINDy model that accurately predicts the system
dynamics 𝐟 , thereby allowing system identification. In this scenario, the library 𝜣𝑓 would be solely a function of 𝑧1 and the
system parameters to be estimated (as we will highlight in the next subsections, we have separately addressed the estimation of
𝑘2 and the coupling parameters). A SINDy model based on such a function library cannot catch some fundamental aspects of the
system dynamics, such as the dependence of the damping force on 𝑧̇1. Considering that it is always possible to recover 𝑧1 from
𝑧1, we have also attempted to train a SINDy model by using both 𝑧1 and 𝑧1, but even in this case, the prediction accuracy of the
model is insufficient for system identification purposes. This inadequacy persists regardless the threshold hyperparameter 𝐿, as it is
fundamentally linked to the impossibility of including the dependence on the second oscillator. These analyses have confirmed the
necessity of using time delay coordinates. After having trained a SINDy model on the new set of embedded-coordinates, we have
thus proceeded with the system identification with EKF-SINDy.

3.2.1. Time-delay embedding
In general, (fully) learning 𝐟 directly in its original dimension from lower dimensional measurements is not possible using SINDy,

as it requires knowledge of the full underlying state space variables [27]. To tackle this issue, we adopt the time-delay embedding
techniques [10] to lift the low-dimensional time series 𝑦(𝑡) = 𝑧1(𝑡) into a high-dimensional space (see Section 2.2.2). With time-
delay embedding is possible to recover hidden features carrying on information about the unobserved oscillator, which might be
fundamental to describe the system’s dynamics [11].

Putting the method into practice, we report the outcome of the time-delay embedding including in the Hankel matrix the
dependence on the stiffness 𝑘2 of the unobserved oscillator, thus setting 𝜙 = 𝑘2. These embedded coordinates will be exploited
to construct the SINDy model. For the 𝜄-th sample 𝜙𝜄, with 𝜄 = 1,… , 𝐼 , Eqs. (24) are numerically integrated in time. By collecting
𝑧1(𝜙𝜄, 𝑡𝑗 ), for 𝑗 = 1,… , 𝑇 , we assemble the matrix:

𝐀𝜄 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑧1(𝜙𝜄, 𝑡1) 𝑧1(𝜙𝜄, 𝑡2) ⋯ 𝑧1(𝜙𝜄, 𝑡𝑇−𝑤)

𝑧1(𝜙𝜄, 𝑡2) 𝑧1(𝜙𝜄, 𝑡3) ⋯ 𝑧1(𝜙𝜄, 𝑡𝑇−𝑤+1)

⋮ ⋮ ⋱ ⋮

𝑧1(𝜙𝜄, 𝑡𝑤) 𝑧1(𝜙𝜄, 𝑡𝑤+1) ⋯ 𝑧1(𝜙𝜄, 𝑡𝑇 )

⎤

⎥

⎥

⎥

⎥

⎥

⎦

. (25)

Thus, we construct the Hankel matrix 𝐀 by stacking 𝐀 = [𝐀1,… ,𝐀𝐼 ] ∈ R𝑤×(𝑇−𝑤)𝐼 , and next we take its SVD 𝐀 = 𝐔𝐒𝐕⊤, with
𝐔 ∈ R𝑤×𝑤 and 𝐕 ∈ R(𝑇−𝑤)𝐼×(𝑇−𝑤)𝐼 , such that 𝐔⊤𝐔 = 𝐈 and 𝐕⊤𝐕 = 𝐈, while 𝐒 ∈ R𝑤×(𝑇−𝑤)𝐼 is a pseudo-diagonal matrix collecting the
associated singular values 𝑠𝜆, with 𝜆 = 1,… , 𝑤.

For this case, we have considered 𝐼 = 16, 𝑤 = 200 and 𝜁 = 1, where 𝑤 and 𝜁 indicate the number of delay embeddings and the
number of lags in each successive embedding, respectively. The 𝐼 values of the parameter 𝑘2 have been sampled in the range [1.0, 4.0]
using a stratified sampling [62]. In practice, the range [1.0, 4.0] has been partitioned into 𝐼 subintervals, and random sampling has
been performed from each subinterval. The number of parameter values required to detect parametric dependence is related to the
complexity of this dependency and the problem at hand. In this specific case, being a didactic example, we chose a number that is
sufficiently large for this purpose. In applications where the computation of system trajectories can be extremely costly in terms of
computational resources, a more parsimonious choice of the number of instances 𝐼 can be considered.
12
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Fig. 6. Nonlinear resonator. Dominant singular values 𝑠𝜆 and left singular vectors (left) and corresponding time-delay coordinates (right), obtained by performing
the SVD on the Hankel matrix constructed by integrating the considered nonlinear dynamical system for 𝐼 = 16 values of 𝑘2 sampled from [1.0, 4.0].

Performing the SVD on the Hankel matrix indicates that only 4 dominant modes are responsible for the 99.97% of the variance
of 𝐀, as illustrated by Fig. 6. This outcome aligns with the problem original dimension. In Fig. 6, we have also highlighted that the
left singular values (reported in the boxes close to the corresponding singular values) resemble Legendre polynomials, as expected
by choosing a small embedding period (𝜁 = 1) [63,64].

Coming back to the time delay parameters 𝑤 and 𝜁 , we can argue that our choices guaranteed to unfold the attractor in the
embedding space [43] by satisfying the Taken’s embedding theorem condition on the number of delay embeddings 𝑤 > 2𝑛. Indeed,
this condition guarantees the existence of the diffeomorphism to the original system. A comparison of time-delayed coordinates with
respect to the original (unobserved) ones is reported in Fig. 6. The similarity between these coordinates highlights that the time-delay
coordinates adopted effectively allow for unfolding the attractor. According to the singular value decay, we have truncated the SVD
matrices to account just for the 𝑛 = 4 dominant modes. The selected singular values and the left singular vectors are collected in
the matrices 𝐒̃ ∈ R𝑛×𝑛 and 𝐔̃ ∈ R𝑤×𝑛, respectively.

3.2.2. EKF-SINDy leveraging embedded coordinates
A SINDy model has then been trained by leveraging on the time-delayed coordinates to evolve the system dynamics. Specifically,

the training has been performed after projecting the time series used to construct the Hankel matrix into the space spanned by the
columns of 𝐔̃ as in the following:

𝐱(𝑡𝑗 ) = 𝐒̃−1𝐔̃⊤ (

𝐀𝐞𝑗
)

, (26)

where 𝐞𝑗 ∈ R(𝑇−𝑤)𝐼 is the basis vector extracting the 𝑗th column of 𝐀.
The state vector is then augmented with the corresponding parameter as 𝝒 =

[

𝐱⊤, 𝜙
]⊤. State data are collected in the matrix

𝐗𝜘 ∈ R𝑇 𝐼×(𝑛+1) that is necessary for training the SINDy model. According to Algorithm 1, we use SINDy to build the function
𝐟 ≈ 𝜩𝑓𝜣𝑓 (𝝒), describing the dynamics of the delayed coordinates. Polynomial terms up to the third order are included in 𝜣𝑓 , due
to the cubic nonlinearities present in the system (24). Sparsity is promoted using STLSQ with 𝐿 = 10−3. Interestingly, diminishing
this threshold term to 𝐿 = 5 ⋅ 10−4 including more terms in the description of the dynamics, slightly improves the reconstruction
capacity of SINDy but greatly deteriorates the identification capacity of the procedure. This suggests that the extra term included
in the description of the system dynamics obtained for 𝐿 = 5 ⋅ 10−4 does not have a physical meaning, but simply helps in fitting
the collected time histories [27]. On the other hand, the function 𝐡 extracting observations 𝑧1(𝑡𝑗 ) from the state variables 𝐱(𝑡𝑗 ) is
known. Specifically, 𝐡 is linear and it can be determined by inverting Eq. (26) as in the following

𝑧1(𝑡𝑗 ) = 𝐞⊤1 𝐔̃𝐒̃𝐱(𝑡𝑗 ), (27)

where 𝐞1 ∈ R𝑤 is the basis vector extracting the first row of 𝐔̃ or, in other words, the first component of each left singular vector
in the vector space R𝑤.

Finally, to apply the EKF-SINDy based joint estimation procedure, it is necessary to compute the Jacobian matrices 𝐅 and 𝐇.
While 𝐅 is computed as in Eq. (15a), 𝐇 can be immediately derived by Eq. (27).

3.2.3. Estimation of the stiffness 𝑘2 of the hidden oscillator
We have applied the EKF-SINDy procedure to estimate the stiffness 𝑘2 of the hidden oscillator. In the offline phase, we have

performed time-delay embedding and approximate the dynamic model 𝐟 by training SINDy on the time-delayed coordinates. The
13
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Fig. 7. Nonlinear dynamical system, estimation of the resonator stiffness 𝑘̄2 = 1.44. In the top graph, the estimated parameter 𝑘̂2 is plotted in red against the
target 𝑘̄2 in black. The red shaded area represents the 95% confidence interval of the estimates, determined using the posterior covariance. In the other graphs,
the evolution of the (hidden) system response tracked by the filter is plotted in red against the real system dynamics in black. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

parameters defining the operated time delay-embedded have been reported in Section 3.2.1. As previously specified, 𝑘2 has been
sampled from [1.0, 4.0].

We test our method for two instances 𝑘̄2 ∈ {1.44, 5.29}, whose results are reported in Fig. 7 and Fig. 9, respectively. The tuning
parameters of the filter are reported in Appendix B.

For the test case 𝑘̄2 = 1.44, starting from an initial parameter guess outside the training range of SINDy and underestimating
𝑘̄2 by 35%, the EKF-SINDy method progressively increases accuracy and decreases uncertainty until 𝑡 = 50, when it converges to
the correct value. Similarly, it provides an accurate state estimate with uncertainty bounds that include the (partially observed)
state of the system. We recall that data assimilation is limited to the observation of the displacement of the first oscillator, while
the other quantities required to describe the system (𝑧2, 𝑧̇1 and 𝑧̇2) are unobserved. The target 𝐱̄ = [𝑥̄1, 𝑥̄2, 𝑥̄3, 𝑥̄4]⊤ is reconstructed
from the real dynamics of the system for sake of comparison with the filter estimates 𝐱̂𝑛. After convergence at 𝑡 = 50, the predicted
mean value of the state closely matches the evolution of the state and demonstrates robustness over the entire time horizon. The
reconstructed 𝑧̂1 is plotted against the acquired measurements 𝑧̄1 in Fig. 8. demonstrating the noise tolerance of the procedure, with
the filter estimate 𝑧̂1 closely aligning with the noise-free version of the signal ̂̄𝑧1.

Starting the identification process from an initial guess for 𝑘2 outside the limits for which data have been collected in the offline
phase, as shown in Algorithm 1, assesses the robustness of procedure. Operating outside such a training range is hardly achievable
by other ML techniques like NNs [65,66], which constitutes a major advantage of the proposed procedure. This advantage stems
from the capacity of the retained SINDy library terms to describe the dominant dynamical behaviour of the system. Thus, these
terms approximate the physical process that underlies the observed dynamics [5].

To further evaluate the capability of the proposed approach to function beyond the training range of SINDy, a second test case
with 𝑘̄2 = 7.62 has been conducted. In this case, the initial guess for the stiffness of the second oscillator overestimated the correct
value by 20%. Unlike the scenario with 𝑘̄2 = 1.2, the entire identification procedure was expected to operate outside the training
range [1.0, 2.0] of SINDy. However, EKF-SINDy successfully performed the estimation of the system properties as illustrated in Fig. 9.
In contrast, the estimation of the hidden state components 𝑥3 and 𝑥4 shows some degradation.

3.2.4. Estimation of the parameters 𝛼 and 𝛽 related to linear and quadratic coupling terms
To demonstrate the procedure capability of identifying more than one system parameter, we have simultaneously addressed the

estimation of the linear and quadratic coupling terms 𝛼 and 𝛽, while setting 𝑘2 = 1.952𝑘1. In future work, we will investigate the
14

internal resonances potentially arising for this ratio as done in [61].



Computer Methods in Applied Mechanics and Engineering 431 (2024) 117264L. Rosafalco et al.
Fig. 8. Nonlinear dynamical system, estimation of the resonator stiffness 𝑘̄ = 1.44. Comparison between the observed variable 𝑧̄1 in black and its filter
reconstruction 𝑧̂1 in red. The noise free version ̂̄𝑧1 of the acquired measurements is depicted with a dotted line in pink.. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Nonlinear dynamical system, estimation of the resonator stiffness 𝑘̄ = 5.29. See caption of Fig. 7 for further details. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

We have sampled 𝐼 = 20 values of 𝛼 and 𝛽 to construct the Hankel matrix and to train SINDy on the time-delayed coordinates.
Specifically, we have applied the Latin hypercube sampling across the domain [0.005, 0.5]2 defined for 𝛼 and 𝛽 with logarithmic
scaling [62]. The logarithmic scaling has been used to put attention to cases featuring, possibly simultaneously, low values of 𝛼
and 𝛽. Indeed, considering only high values of 𝛼 and 𝛽 will possibly make the system response dynamics ruled by few dominant
dynamic effects, precluding the investigation of potential interaction phenomena. As in previous cases, we have fixed the number
𝑤 of delay embeddings to 200, and the embedding period 𝜁 at 1. The tuning of the filter is reported in Appendix B.
15
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Fig. 10. Nonlinear dynamical system, estimation of the parameters 𝛼 and 𝛽 of the linear and quadratic coupling terms. In the top left corner, the estimated
parameter 𝛼̂ is plotted in red against the target 𝛼̄ in black. On the right, the estimated 𝛽 is plotted in blue against the target 𝛽 in black. The red and blue
shaded area represents 95% confidence interval of the estimates, determined using the posterior covariance. In the bottom right corner, a comparison between
the observed variable 𝑧̄1 in black and its filter reconstruction 𝑧̂1 in red is reported. The noise free version ̂̄𝑧1 of the acquired measurements is depicted with a
dotted line in pink. A zoom in of this plot is reported on the left. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)

Fig. 11. Nonlinear dynamical system, estimation of the parameters 𝛼 and 𝛽 of the linear and quadratic coupling terms. The evolution of (hidden) system
dynamics tracked by the filter is plotted in red against the real dynamics in black. The red shaded area represents 95% confidence interval of the estimates
determined using posterior covariance. For the sake of presentation, the outcomes are truncated at 𝑡 = 80. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

The outcome of the system identification, illustrated in Fig. 10, highlights the capacity of the EKF-SINDy procedure to
simultaneously estimate 𝛼 and 𝛽. The convergence in the estimation of 𝛼 and 𝛽 occurs roughly at 𝑡 = 50. Before that point, the
prediction of the hidden dynamic state components 𝑥3 and 𝑥4 is imprecise, as shown in Fig. 11. In contrast, there is no discrepancy
observed between predicted and target values for the other hidden coordinates 𝑥1 and 𝑥2. These observations lead to conclude that
enlarging the coordinates system from the number of observed variable, namely 1, to the number of variables, namely 4, is crucial
to for correctly describing the dynamics of the system.
16
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4. Conclusions

In this work, we have proposed to empower the extended Kalman filter with the sparse identification of nonlinear dynamics
(SINDy) to provide a robust, easy-to-use, and computationally inexpensive tool to enable the construction and update of digital
twins. The procedure has been able to identify the dynamics of the system and their mechanical properties, providing confidence
bounds for these quantities, by assimilating noisy and possibly partial observations.

We have demonstrated this capacity by addressing two case studies. First, we addressed a linear non-autonomous system
consisting of a shear building model, frequently used in vibration monitoring of civil structures, excited by real seismograms. Last, we
faced a partially observed nonlinear system identifying in a first analysis the stiffness of the unobserved resonator, and in a second
analysis the linear and quadratic coupling coefficients of the two resonators. Interestingly, we have showed how the procedure
yields good outcomes also when the identification was operated outside the training range of SINDy. This demonstrates robustness
and superior generalisation capabilities of the proposed method with respect to alternative machine learning strategies, which rely
on fully black-box, data-driven approaches, as, e.g., neural networks. We have also shown how the time delay embedding can be
used to uplift the dimensionality of the partial observations thus enabling the full description of the system dynamics.

Future and challenging directions involve applying the method to experimental data, which requires extending the approach
to handle high-dimensional data. Given that SINDy is sensitive to data dimensionality, the strategy is to integrate the method
with suitable dimensionality reduction techniques, such as, e.g., proper orthogonal decomposition and/or autoencoders [11,13].
This integration aims to employ SINDy within a reduced space while preserving the parametric dependency as in [14]. To further
enhance the use of the procedure, we will also consider to employ automatic tuning procedures based on genetic algorithms [59]
or on swarm intelligence [60] to perform the automatic tuning of the filter.

Code and data accessibility

The source code of the proposed method is made available from the GitHub repository: https://github.com/ContiPaolo/EKF-
SINDy [28].
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Table A.1
Sparsity promoting threshold parameter 𝐿.

Shear building Nonlinear system (𝑘2) Nonlinear system (𝛼 and 𝛽)

102 5 ⋅ 10−4 10−3

Appendix A

Sparsity promoting parameter. The value of the threshold parameter 𝐿 affects the sparsity of the discovered functional relations.
onversely, it has not been necessary to adjust the regularisation strength 𝛿𝑟, which has been fixed at the default value of 0.05 in

the PySINDy package. In Table A.1, we report the value of 𝐿 used for each case study.
The resulting functional relations are detailed in the following, specifying the order of the polynomial terms (linear, quadratic

r cubic) employed by the trained SINDy models, and the state variables relevant to each case study.

hear building under seismic excitations. The state vector 𝝒 collects the floor displacements, velocities, and interstorey stiffness 𝑘,
namely 𝝒 = [𝑥1, 𝑥2, 𝑥̇1, 𝑥̇2, 𝑘]⊤. In this way, SINDy can be directly applied to model the evolution of the state vector 𝝒 as a first order
differential equation, where state variables have been suitably rescaled to have comparable magnitude. Polynomial terms up to the
second order are considered for the state variables, while extra linear terms are used to account for the external forcing that makes
the system non-autonomous. Specifically, the forcing terms 𝑏1 and 𝑏2 are applied respectively to the first and second interstoreys.

The identified SINDy model is reported here at the second order consistently with the form of Eq. (22) ruling the dynamics of
the system. For the first order formulation, the reader can refer to the GitHub repository [28].

𝑥̈1 =

− 0.716𝑥1 + 0.446𝑥2 − 2.25𝑥̇1 + 1.112𝑥̇2 (linear)
+ 308259736.25𝑏1 − 308259740.5𝑏2 (forcing)
− 0.088𝑥12 + 0.055𝑥1𝑥2 + 2.984𝑥1𝑥̇1 − 1.883𝑥1𝑥̇2 − 351.04𝑥1𝑘 − 1.844𝑥2𝑥̇1 (quadratic)

+ 1.164𝑥2𝑥̇2 + 174.107𝑥2𝑘 − 0.534𝑥̇21 + 0.598𝑥̇1𝑥̇2 − 3.768𝑥̇1𝑘 − 0.164𝑥̇22 + 1.776𝑥̇2𝑘 (quadratic) (A.1a)
𝑥̈2 =

− 0.557𝑥1 + 0.346𝑥2 + 0.922𝑥̇1 − 1.023𝑥̇2 (linear)
+ 307191775.013𝑏1 − 307191779.264𝑏2 (forcing)
− 3.33𝑥12 + 4.031𝑥1𝑥2 − 0.01𝑥1𝑥̇1 + 193.088𝑥1𝑘 − 1.218𝑥22 + 0.056𝑥2𝑥̇1 (quadratic)

− 0.03𝑥2𝑥̇2 − 188.664𝑥2𝑘 − 0.09𝑥̇21 + 0.036𝑥̇1𝑥̇2 + 3.186𝑥̇1𝑘 + 0.014𝑥̇22 − 2.861𝑥̇2𝑘 (quadratic) (A.1b)

onlinear dynamical system, estimation of the stiffness 𝑘2 of the hidden oscillator. The state vector 𝝒 collects the time delay coordinates
nd the 𝑘2, namely 𝝒 = [𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑘2]⊤. Considering a polynomial terms up to the third order, the total number of library functions
s 55. According to the set threshold level 𝐿, SINDy employs: 4 terms to model 𝑥̇1; 5 terms for 𝑥̇2; 7 terms for 𝑥̇3; 9 terms for 𝑥̇4.

𝑥̇1 =

− 0.007𝑥1 − 1.027𝑥2 − 0.001𝑥3 − 0.009𝑥4 (linear) (A.2a)
𝑥̇2 =

1.004𝑥1 − 0.020𝑥2 − 0.150𝑥3 (linear)

− 0.001𝑥1𝑘2 + 0.004𝑥3𝑘2 (quadratic) (A.2b)
𝑥̇3 =

0.005𝑥1 + 0.157𝑥2 − 0.002𝑥3 − 1.246𝑥4 (linear)

− 0.001𝑥1𝑘2 − 0.006𝑥2𝑘2 + 0.019𝑥4𝑘2 (quadratic) (A.2c)
𝑥̇4 =

0.262𝑥1 − 0.049𝑥2 − 0.061𝑥3 − 0.011𝑥4 (linear)
− 0.189𝑥1𝑘2 + 0.044𝑥2𝑘2 + 0.834𝑥3𝑘2 (quadratic)

− 0.001𝑥2𝑘22 + 0.002𝑥3𝑘22 (cubic) (A.2d)

onlinear dynamical system, estimation of the coupling parameters 𝛼 and 𝛽. The state vector 𝝒 collects the time delay coordinates and
he coupling parameters, namely 𝝒 = [𝑥 , 𝑥 , 𝑥 , 𝑥 , 𝛼, 𝛽]⊤. Considering a polynomial terms up to the third order, the total number
18

1 2 3 4



Computer Methods in Applied Mechanics and Engineering 431 (2024) 117264L. Rosafalco et al.
Table B.1
Initial covariance 𝐏(0), diagonal terms. In the
left column, we specify the augmented state
quantities to which these values are related.

Shear building

𝑥1 , 𝑥2 , 𝑥̇1 , 𝑥̇2 10−5

𝑘 2 ⋅ 10−5

Nonlinear dynamic system

𝑘̄2 = 1.2
𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 10−6

𝑘2 10−2

𝑘̄2 = 2.3
𝑥1 10−6

𝑥2 10−6

𝑥3 10−6

𝑥4 10−6

𝑘2 2 ⋅ 10−6

𝛼, 𝛽
𝑥1 10−6

𝑥2 10−6

𝑥3 10−6

𝑥4 10−6

𝛼 10−1

𝛽 10−1

Table B.2
Process noise 𝐐, diagonal terms. In the left col-
umn, we specify the augmented state quantities
to which these values are related.

Shear building

𝑥1 , 𝑥2 , 𝑥̇1 , 𝑥̇2 10−4

𝑘 10−8

Nonlinear dynamic system

𝑘̄2 = 1.2
𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 10−7

𝑘2 10−7

𝑘̄2 = 2.3
𝑥1 10−10

𝑥2 10−10

𝑥3 10−8

𝑥4 10−8

𝑘2 2 ⋅ 10−6

𝛼, 𝛽
𝑥1 5 ⋅ 10−10

𝑥2 5 ⋅ 10−10

𝑥3 8 ⋅ 10−8

𝑥4 8 ⋅ 10−8

𝛼 10−11

𝛽 10−11

of library functions is 83. According to the set threshold level 𝐿, SINDy employs: 9 terms to model 𝑥̇1; 12 terms for 𝑥̇2; 14 terms for
𝑥̇3; 29 terms for 𝑥̇4.

𝑥̇1 =

− 0.006𝑥1 − 1.013𝑥2 − 0.001𝑥3 − 0.034𝑥4 (linear)
+ 0.001𝑥4𝛽 (quadratic)

− 0.001𝑥2𝛼2 − 0.001𝑥2𝛼𝛽 + 0.001𝑥4𝛼2 + 0.001𝑥4𝛼𝛽 (cubic) (A.3a)
𝑥̇2 =

+ 0.996𝑥1 − 0.014𝑥2 − 0.343𝑥3 (linear)
+ 0.002𝑥1𝛼 + 0.002𝑥3𝛼 + 0.005𝑥3𝛽 (quadratic)

2 2 2 2
19

− 0.028𝑥1𝛼 + −0.007𝑥1𝛼𝛽 − 0.004𝑥1𝛽 + 0.007𝑥3𝛼 + 0.021𝑥3𝛼𝛽 + 0.011𝑥3𝛽 (cubic) (A.3b)
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Table B.3
Measurement noise 𝐑, diagonal terms. In the left
column, we specify the observed quantities to
which these values are related.

Shear building

𝑥1 5 ⋅ 10−1

𝑥2 5 ⋅ 10−1

𝑥̇1 5 ⋅ 10−3

𝑥̇2 5 ⋅ 10−3

𝑥̈1 5
𝑥̈2 5

Nonlinear dynamic system

𝑘̄2 = 1.2
𝑧1 10−7

𝑘̄2 = 2.3
𝑧1 5 ⋅ 10−4

𝛼, 𝛽
𝑧1 3 ⋅ 10−1

𝑥̇3 =

− 0.003𝑥1 + 0.338𝑥2 − 0.001𝑥3 − 1.924𝑥4 (linear)
+ 0.002𝑥1𝛼 − 0.002𝑥2𝛽 + 0.011𝑥4𝛼 + 0.015𝑥4𝛽 (quadratic)

− 0.042𝑥2𝛼2 − 0.021𝑥2𝛼𝛽 − 0.012𝑥2𝛽2 + 0.029𝑥4𝛼2 + 0.059𝑥4𝛼𝛽 + 0.030𝑥4𝛽2 (cubic) (A.3c)
𝑥̇4 =

+ 0.114𝑥1 − 0.004𝑥2 + 1.849𝑥3 + 0.029𝑥4 (linear)
+ 8.899𝑥21 − 0.422𝑥1𝑥4 + 0.089𝑥1𝛼 + 0.035𝑥1𝛽 + 0.290𝑥2𝑥3 − 0.008𝑥2𝛼 (quadratic)
− 0.478𝑥3𝛼 − 0.285𝑥3𝛽 + 0.916𝑥24 + 0.497𝑥4𝛼 − 0.003𝛼2 − 0.001𝛽2 (quadratic)
− 1.242𝑥1𝛼2 − 0.244𝑥1𝛼𝛽 − 0.230𝑥1𝛽2 + 0.086𝑥2𝛼2 − 0.202𝑥2𝛼𝛽 (cubic)
− 0.759𝑥3𝛼2 − 0.460𝑥3𝛼𝛽 + 1.501𝑥3𝛽2 + 0.950𝑥4𝛼2 (cubic)

− 0.392𝑥4𝛼𝛽 − 0.006𝛼3 + 0.018𝛼2𝛽 + 0.002𝛽3 (cubic) (A.3d)

ppendix B

We report further information about the tuning of the EKF for the considered cases of study. In all cases, we have initialised
he state covariance matrix 𝐏(0), the process noise covariance matrix 𝐐, and the observation noise covariance matrix 𝐑 as diagonal
atrices. In Tables B.1–B.3 , the diagonal terms of these matrices are gathered.

As mentioned, Kalman filter tuning has been operated through a trial-and-error procedure. Some practical guidelines can be used
o expedite this procedure. These guidelines are derived by experience, and account for the probabilistic meaning of the process 𝐐
nd observation 𝐑 noise covariance matrices. The following heuristic discussion must thus be intended more as a practical guidance
or the reader, than as a systematic approach to Kalman filter tuning.

First, it is advisable to set the entries of 𝐑 based on the specifications of the acquisition system. Next, the identification outcome
hould be checked for a random initialisation of 𝐐. If the filter is unable to update the mean of the model parameter predictions
̂ during the acquisition window, the entries of 𝐑 are probably too high. If the value of 𝝓̂ is instead sensitive to the acquisitions,
ttention should then be directed to 𝐐. Examining again the identification outcomes, if the confidence intervals do not reduce
uring the analysis, it is likely that the entries of 𝐐 are set too high, causing the filter to overly trust measurements and neglect
odel predictions. This precludes the filter from gaining confidence in its predictions, and thus reducing the confidence intervals.
herefore, it is advisable to lower the process noise parameters. In doing that, one should initially operate large changes in the
ntries of 𝐐 (even by an order of magnitude), and perform a fine tuning in the later trials. However, excessive reduction of the
rocess noise parameters may cause divergence in the filter estimates.
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