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Abstract 

In recent years, the fabrication of aluminum alloy parts via laser powder bed fusion has been extensively 
considered in the biomedical, aerospace, and other industrial sectors, as it provides advantages such as the 
ability to manufacture complex shapes with high performance associated with lightweight design. However, 
surface irregularities and sub-surface defects limit the full exploitation of such parts in fatigue-critical 
applications. Moreover, most of the commonly used metrological methods for surface characterization have 
proven to be unsuitable for determining important features such as undercuts and sub-surfaces pores. 
Hence, a comprehensive coupled investigation of metrological methods and cross-sectional analysis were 
performed in this study to evaluate the effects of surface features and volumetric defects typical of additively 
manufactured materials. Fatigue tests and fractographic analyses were conducted to support the finite 
element simulations and proposed fracture mechanics model. The results demonstrate that the standard 
metrological methods cannot provide all of the data needed to model the fatigue behaviors of additively 
manufactured materials robustly. Moreover, a statistical model describing the competition between 
volumetric defects and surface irregularities was developed and validated. 
 
Keywords: additive manufacturing, fracture mechanics, laser powder bed fusion, metrological method, 
surface morphology, defects 
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1. Introduction 

Additive manufacturing (AM) technologies enable the production of structural and functional parts via 

layer-by-layer addition of material, starting from 3D digital computer-aided designs (CADs). Among the 

various techniques available, laser powder bed fusion (L-PBF) is the most common technique utilized for 

printing nearly net-shaped metallic parts from the base metallic powder. L-PBF has received extensive 

attention in the past few years for the production of complex geometries, customized parts, and open cell 

structures (3D lattices) with little material waste for the aerospace, biomedical, and automotive industries 

[1–4]. 

Many previous studies have been focused on optimization of the processing or post-processing 

techniques such as heat treatment and surface finishing of the as-built parts due to their poor surface quality 

compared to conventionally manufactured parts [5–16]. Surfaces produced by L-PBF suffer from high 

roughness and irregularities due to the layer-by-layer nature of the building process and the presence of 

particular contaminants, such as spatter, balling, and partially melted metal powder [17–24]. Furthermore, 

the presence of the so-called altered material zone (AMZ), corresponding to the sub-surface layers of parts 

whose properties differ from those of the bulk material due to the use of different contour process 
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parameters also requires thorough assessment [5,25]. The aforementioned surface and sub-surface 

anomalies could cause additional notch effects and trigger fatigue crack initiation, thereby affecting the 

performance of the parts [26,27]. Therefore, a compatible approach to surface metrology is urgently 

necessary to understand the quality of manufactured parts. AM surfaces have freeform geometry and are 

combinations of structured surface textures with random features, which makes them very difficult to 

analyze using conventional metrological methods [28,29]. 

Numerous reports have been published on the surface metrology of additive manufactured parts based 

on roughness evaluation using stylus profilometers [6,18,24,30–35] and other non-contact methods such as 

confocal microscopy [36–38], focus variation microscopy [31], coherence scanning interferometry [39,40] 

and X-ray micro-computed tomography (µCT) [41–47]. However, a combined study of the surfaces of AM 

materials using metrological methods and cross-sectional analysis aimed at coupling the surface roughness 

parameters with the features of the AMZ has not yet been performed. Among the various aspects affected 

by the surface quality, one of the most complex and widely debated is the fatigue strength. In fact, the fatigue 

properties of net-shaped AM parts are largely affected by the previously described surface features (SFs) and 

flaws [48]. Considering parts with machined or high-quality surfaces, fatigue strength is mostly driven by 

volumetric defects (VDs) falling in the surface or sub-surface regions [49,50]. In these cases, several authors 

have shown that defects can be treated in the form of short cracks by describing their size using the  area 

parameter proposed by Murakami [51]. The effects of such defects on the fatigue strength can be assessed 

by using the Kitagawa-Takahashi diagram [45,48,52–54] or performing fatigue crack growth simulations 

[50,55,56]. In contrast, the effects of the typical SFs caused by AM are currently being debated and no 

standardized methods of robustly determining the effects of the surface on fatigue performance are 

available. 

Two primary approaches have been adopted in previous work to consider the effects of net-shape surface 

conditions: (i) evaluation of the stress concentration induced by SFs [46,53,57–59] and (ii) estimation of the 

empirical [53,60–62] or fictitious (i.e., equivalent initial flaw size approach) [63–65] size of the SFs and 

application of fracture mechanics concepts [65]. 

As fatigue phenomena are driven by the largest and most detrimental features present in the most loaded 

volume, the ability to measure or estimate the size of the most detrimental feature is essential to perform 

fatigue assessment of parts fabricated via AM correctly [66]. Thus, fatigue strength must be evaluated as a 

“competing” risk between the VDs and SFs. In this paper, a new approach is proposed whereby both VDs and 

SFs are treated as short cracks and their criticality is evaluated via fracture mechanics approaches, by 

describing their sizes using the  area parameter. 

The present report describes the experimental investigation and modeling performed to evaluate the 

effects of the surface quality of AM materials on the fatigue strength. For this purpose, various metrology 

methods and fracture mechanics modeling were considered to select the most significant parameter 

determining the fatigue properties of the investigated material. Based on this approach, a probabilistic model 

usable for estimating the critical failure mechanism by competing-risk assessment of the VDs and SFs of AM 

parts was developed. The model was finally validated by performing fatigue tests on AlSi7Mg samples 

produced by L-PBF, according to various process conditions.  
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2. Materials and methods 

2.1. Material and sample manufacturing  

All of the samples in this study were manufactured via L-PBF by utilizing a Renishaw AM250 system 
(Wotton-under-Edge, UK) with a single-mode pulsed fiber laser with a maximum power of 200 W, focused to 
a spot size of 75 µm. The powder adopted was a commercial gas atomized AlSi7Mg (A357) alloy supplied by 
LPW Technology Ltd. (Runcorn, UK), whose chemical composition is reported in Table 1. The alloy belongs to 
the Al-Si-Mg alloy system, which is widely used for L-PBF processing. 
 

Si Mg Mn Fe Ti Zn Cu Al 

6.7 – 7.3 0.25 – 0.45 0.5 – 0.6 0.14 0.08 – 0.12 0.09 0.04 bal. 

Table 1. Chemical composition of the AlSi7Mg alloy powder (wt. %). 

Cubic specimens with dimensions of 20 mm × 20 mm × 20 mm were printed on the 250 mm × 250 mm 

wide build envelope in a circular distribution, with equal radial distance and orientation from the axis of the 

laser source to avoid the effects of position dependency on the printed parts. All of the samples were printed 

with identical core process parameters and different contour line process parameters to generate different 

SFs and promote various sub-surface defects mainly located at the contour–core interface regions. The 

energy input of a single scan vector (e.g., contour line energy EL) can be calculated from the ratio between 

the product of the laser power (PL) and exposure time (tS) and the point distance (Pd), according to Eq. (1): 

𝐸𝐿 = 
𝑃𝐿.𝑡𝑠

𝑃𝑑
. 

(1) 

𝑷𝑳 (W) 𝒕𝒔 (µs) 𝑷𝒅 (µm) 𝑻𝑳(µm) 𝑫𝒉(µm) 𝒓𝟎 (µm) 

200 140 80 25 100 75 

Table 2. Core process parameters used in the building of the AlSi7Mg samples. 

Surface code 𝑷𝑳 (W) 𝒕𝒔 (µs) 𝑷𝒅  (µm) 𝑬𝑳  (J/m) 

S01 200 140 80 350 

S02 150 140 80 263 

S03 200 85 75 226 

S04 150 85 75 169 

S05 150 42 50 125 

S06 100 85 75 113 

S07 100 42 50 83 

Table 3.  Contour line process parameters used in the building of the AlSi7Mg samples. The contour-hatch spacing stays 

the same in all the cases being equal to 70 µm. 

The process parameters of the core and contour line used to manufacture the cubes are presented in 

Tables 2 and 3 respectively, where TL, Dh, and r0 are the powder layer thickness, hatch distance, and spot size, 

respectively. Considering the hatch distance and spot size data given in Table 2, significant overlapping of the 

tracks is expected. Relatively large overlapping of the tracks (both laterally and depth-wise) is desirable to 

improve the homogeneity of the structure and circumvent defects related to lack of fusion at the track edges. 

Various line energies were chosen to tailor distinct SFs in the interest of better outlining the effects of the 

surface irregularities on the fatigue behavior of the AlSi7Mg alloy obtained by L-PBF. 

2.2. Metrology and texture analysis of the surfaces 

Two metrological methods were employed for the side vertical surfaces to distinguish the effects of each 

measurement method on the acquired data and calculated surface parameters. Contact-based 

measurements were performed using a Mahr-Perthometer PGK 120 profilometer with a MFW-250 90°/2 

µm probe and a Gaussian filter, in accordance with the ISO 4288:1996 standard [67]. The measurement 

distance was set to 5.6 mm, and an 0.8 mm cut-off filter was employed. Five measurements for each sample 
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were performed to calculate the average value and standard deviation of the data. Subsequently, non-

contact-based measurements were performed using an Olympus LEXT OLS4100 confocal microscope with a 

lateral resolution of 0.12 µm and a vertical resolution of 10 nm. The specimens were measured with a 10 × 

0.3 numerical aperture objective and a 2.9 mm × 2.9 mm areal test field. Nine acquisitions, each with 

dimensions of 1 mm × 1 mm, were collected for each sample and stitched together with 5% overlap. Before 

calculating any surface parameters, the three-axis raw data were subjected to a linear form removal, 

followed by spatial filtering (median denoising 5 × 5) to remove spurious points. Subsequently, a Gaussian 

convolution F-filter with a 2.9 mm cut-off was applied equally to the length of the test field to eliminate the 

waviness at scales larger than the field of view, producing S-F surfaces. Next, another Gaussian convolution 

L-filter with a 0.8 mm cut-off was applied to circumvent smaller scale waviness, yielding S-L surfaces. These 

cut-off values were selected based on visual inspection of the analyzed surfaces and are in agreement with 

those reported in previous literature [36]. The data were then processed using MountainMap 7 software to 

obtain surface parameters based on the ISO 25178-2 standard [68]. 

2.3 Metallographic analyses 

Images of the alloy microstructure were obtained from samples sectioned along planes parallel to the 

build direction (z direction) after grinding, polishing, and etching using Keller’s reagent. The metallographic 

sample preparation was accurately carried out in order to avoid smearing of pores and other surface features. 

Analyses were conducted using a Zeiss EVO 50 EP scanning electron microscope (SEM) and a Nikon Eclipse 

LV150NL optical microscope (OM) for a detailed evaluation of the surface and sub-surface defects. Particular 

attention was paid to the microstructure along the regions intersecting the surface profiles and just beneath 

them, in the AMZ regions. 

2.4. Fatigue testing 

Based on the analyses of the seven conditions investigated (see Table 3), three sets of surfaces 

characterized using different morphological features were selected to evaluate the fatigue performance as a 

function of the surface properties (S01, S05, and S07). 

Nine three-point bending fatigue samples per condition were then fabricated using the same parameters 

as those listed above and according to the design depicted in Fig. 1. These samples were printed horizontally 

with the surface of interest being the side vertical surface. The sample thickness was set to 5 mm. The design 

proposed by Boniotti et al. [69] was employed for these small samples, with the objective of accelerating the 

tests and reducing the experimental effort for evaluating the effects of the as-built surface on the fatigue 

properties. The as-built samples were then subjected to direct aging at 160 °C for 4 h (T5 heat treatment) 

[70].  

Three-point bending fatigue tests in the load-controlled mode were performed using an MTS Acuman 3 

electrodynamic test system with a loading capacity of up to 3 kN. The fatigue tests were performed on the 

three sets of samples with a load ratio R of 0.1 in an ambient temperature environment, at constant stress 

ranges with a maximum applied stress varying from 140 to 220 MPa to investigate fatigue lives between 

5×104 cycles and the runout limit, which was set to 5×106 cycles. The test frequency was set to 30 Hz. 
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Fig. 1. Geometry of the three-point bending fatigue samples printed via L-PBF using AlSi7Mg powders: (a) sample 
geometry; (b) printed fatigue samples with different surface conditions. 

2.5 Fractographic analyses 

The fracture surfaces of all of the broken fatigue samples were analyzed using the SEM to identify the 

nucleation site and extent of the crack growth region and to perform statistical analyses on their extents. 

After identifying the nucleation site, the area of the defect responsible for the failure was measured using 

the image analysis software ImageJ, to obtain the distribution of the critical defect size in terms of the  area 

parameter proposed by Murakami, which considers the defect area projected onto a plane perpendicular to 

the applied stress [51]. 

3. Results  

3.1. Morphology of surfaces 

Representative SEM images for a selection of three of the investigated surfaces (S01, S05, and S07) are 

presented in Fig. 2. The S01 specimen, with highest line energy (EL = 350 J/m), shows a fairly smooth surface, 

occasionally covered with typical L-PBF SFs such as spatter, partially unmelted metal powder, and balling (Fig. 

2a). The formation mechanisms of these features are explained elsewhere [17]. In comparison, the S07 

specimen (Fig. 2c), featuring the lowest line energy (EL = 83 J/m), clearly shows a greater density of the 

abovementioned SFs, although the average size of the spatter decreases significantly. Careful observation of 

the S05 and S07 samples (Figs. 2b and 2c, respectively) also reveals the presence of pores (indicated by the 

arrows in Fig. 2). These two effects moving from higher to lower line energies were consistent in all of the 

printed specimens and are attributable to the insufficient energy densities, resulting in breakdown of the 

already solidifying melt pool (i.e., balling effect) and creating porous surfaces [21,22,71,72]. 

Fig. 2. SEM images of the lateral surfaces (parallel to the building direction) of the cubes printed under different contour 
line energies by L-PBF: (a) S01 EL = 350 J/m, (b) S05 EL = 125 J/m, and (c) S07 EL = 83 J/m. 

3.2. Comparison of surface topographies 

The typical characteristics of the surfaces generated via L-PBF were measured according to the ISO 

4288:1996 [67] standard, and the surface parameters were calculated based on data collected using the 

contact-based profilometer, as presented in Fig. 3a. Four surface parameters were considered [24]: the 

arithmetic mean roughness (Ra), peak count (RPc), mean peak width (RSm), and maximum valley depth (Rv).  

Four areal surface parameters based on ISO 25178-2 [68] were also evaluated (Fig. 3b): the arithmetical 

mean height of the S-L surface (Sa), peak density (Spd), skewness (Ssk), and maximum valley depth (Sv). 

Amongst these parameters, Ssk is known to be the most sensitive due to the presence of outliers in the data 

[73], as its calculation involves summation of the third power of surface height values [36]. This unitless 

parameter can be positive, negative, or zero and describes the shape of the topography height distribution. 

A surface with a random (or Gaussian) height distribution that has symmetrical topography has a skewness 

of zero. Furthermore, a surface with the bulk material below the mean line (indicating the presence of no 

pores on the surface) has a positive skewness, while a surface with the bulk material above the mean line 

(indicating the presence of deep valleys) has a negative skewness [73]. 
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The trend of the Ra values in Fig. 3a shows an 80% increase when moving from S07 (EL = 83 J/m) to S01 

(EL = 350 J/m). As presented in Fig. 3b, Sa does not show the same sensitivity as Ra to the line energy 

parameter, which is attributable to the effect of the probe size and shape limitations in contact-based 

roughness measurement. In this method, the stylus may interact with the steep sides of surface asperities, 

causing irregularity and temporary loss of contact [19]. Additionally, Rv and Sv show higher inconsistency in 

the trend and size of the recorded valley depth. However, RPc and Spd agree with each other, both showing 

a decrease in the number of peaks at higher line energies.  

Fig. 3. Surface parameters measured by (a) contact-based profilometer and (b) confocal microscopy. 

Fig. 4 depicts the areal surface topographies acquired by confocal microscopy. Analysis of the data in Fig. 

3 reveals that the surfaces printed with low contour line energies (S05 and S07) exhibit high peak densities 

(Rpc) accompanied by low-width (RSm) peaks. These tendencies are also illustrated in Figs. 2 and 4, which 

reveal more SFs with smaller size for surfaces printed with lower line energies (i.e., S05 and S07) compared 

to the surface printed with higher line energy (i.e., S01). Consistently, the S07 specimen shows negative 

skewness (Ssk) expressed as the negative bias in the downward direction in the amplitude distribution 

(supported by the extensive numbers of superficial pores in Figs. 2c and 4c), while the S01 specimen shows 

a high positive skewness attributable to its bulky surface and the presence of large particles on the surface, 

which produce a positive bias in the upward direction of the amplitude distribution. The S05 specimen shows 

a value very close to zero, which would be described as a random (or Gaussian) height distribution [73]. The 

Sv values are consistent with the skewness values as they represent the maximum depth of the valleys, with 

a deepest valley of 205 µm for S07 (having a negative skewness) and a lowest valley depth of 122 µm for S01 

(having a positive skewness). 

Fig. 4. Topographies of cubic specimens measured by confocal microscopy: (a) S01 EL = 350 J/m, (b) S05 EL = 125 J/m, 
and (c) S07 EL = 83 J/m. 

3.3. Surface profile analysis 
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The surface profiles were investigated by analyzing the polished sections of the samples to achieve a wide 

overview of the surface and sub-surface features created by the L-PBF process. As expected based on the 

results of the topological examinations, Fig. 5 confirms the presence of very diverse SFs for the three surface 

conditions investigated. The S01 specimen (Fig. 5a) is characterized by a bulky surface with occasional stuck 

coarse particles corresponding to spatter. This characteristic is attributable to a contour line energy 

sufficiently large to avoid balling and undercutting. On the contrary, the S05 and S07 specimens (Figs. 5b and 

5c) exhibit porous surfaces due to the lower contour line energy provided. The presence of the AMZ seems 

to be intensified for lower line energies, resulting in an interconnected undercut structure beneath the 

nominal contour line. It should be noted that this detailed information about these features could not be 

provided by either a stylus profilometer or confocal microscopy due to the intrinsic nature of these methods. 

Fig. 5. Transverse sections of the cubic specimens taken by the OM: (a) S01 EL = 350 J/m, (b) S05 EL = 125 J/m, and (c) 
S07 EL = 83 J/m. The profile length is 20 mm, and the build direction is horizontal. The position of the ideal average 
surface lines is represented by the dashed yellow lines. 

According to fracture mechanics, the criticality of a surface can be estimated by measuring the size of the 

deepest AMZ features. Similarly to the method suggested by the ASTM E2283 standard for evaluating 

inclusions on polished sections [74], the defect size was identified by dividing the 20 mm length of the 

polished surfaces into 20 subunits of 1 mm length each and performing block maxima sampling. This extreme-

value sampling method consists of measuring the greatest depth of intrusions detected in each subunit 

region starting from an ideal average surface line tangent to the outer profile and corresponding to the ideal 

position of the surface, as defined in the CAD and depicted in Fig. 5. According to this procedure, 20 

measurements per condition were obtained, describing the distribution of the maximum feature depth over 

a 1 mm surface length. The 20 maximum data for each surface condition were then described using a largest 

extreme value distribution (LEVD). The cumulative distribution function (cdf) of the LEVD is mathematically 

given by 

𝐹(𝑥) = exp (−exp (−
𝑥−𝜆

𝛿
)), (2) 
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where 𝜆 and 𝛿 are the scale and shape parameters of the distribution, respectively. The three LEVDs obtained 

are depicted in the probability plot of Fig. 6, where the y-axis reports the reduced variable − log(− log(𝐹)) 

(explained in [74]). 

Fig. 6. Comparison of LEVDs of maximum SF depth for the three surface conditions. 

Table 4 summarizes the results obtained for the three surface conditions investigated. The measurements 

apparently contradict the results obtained by surface roughness analysis based on the average values, as S01 

appears to have the best surface conditions, while S07 is expected to have the worst conditions considering 

this parameter. Conversely, Sv confirms the measurements performed on the polished sections. Even if the 

surface conditions of S05 look completely different from those of S07, similar depth values were recorded, 

with S05 characterized by a slightly smaller average defect depth but larger standard deviation. 

Surface code Maximum depth (mm) Average depth (mm) Standard deviation (mm) Sv (mm) 

S01 0.060 0.024 0.011 0.112 

S05 0.190 0.102 0.041 0.190 

S07 0.193 0.148 0.026 0.205 

Table 4. Summary of the SF depths measured on the polished sections and Sv obtained by confocal microscopy. 

3.4. Fatigue testing results 

The results of the three-point bending fatigue tests are presented in Fig. 7. The tests were found to be 

fairly repeatable and characterized by limited scattering effects. Greater variability was obtained at the 

lowest stress level, which demonstrates the proximity of the fatigue limit. Surprisingly, no significant 

variations in the Wöhler curve position were detected among the three sets of specimens despite the 

important differences detected in terms of surface conditions, as described in Section 3.3.  
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Fig. 7. Results of high-cycle fatigue tests. 

3.5. Investigation of fracture surfaces 

Post-mortem fractographic analyses showed that all of the specimens failed due to defects nucleated on 

the surface. Careful analysis of the fracture surfaces enabled us to distinguish two different types of flaws 

causing failure: (i) VDs caused by occasional lack of fusion (LoF) porosity and (ii) other SFs. Despite the 

apparent similarity of the fatigue results, the nucleation mechanism (i.e., the frequencies of the two defect 

types) proved to be very different in the three batches of samples. 

In the S01 samples, all of the failures originated from VDs (see the two examples in Fig. 8). As expected, 

the LoF defects are aligned along the powder layer plane. In the S05 samples, the failures were caused by 

both volumetric LoF and surface-related features (Fig. 9) with almost equal probability. Figs. 9a and 9b depict 

failure due to LoF (VD), while Figs. 9c and 9d show the presence of a sub-surface cavity due to incomplete 

wetting between the contour layer and material core as a result of the presence of large spatter particles on 

the surface. Finally, the S07 samples failed mostly due to SFs (Figs. 10c and 10d). 
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Fig. 8. SEM views of the fracture surfaces of two S01 specimens that failed due to VDs: samples tested at a stress of (a 
and b) 220 MPa and (c and d) 140 MPa. The blue dashed line represents the chosen area corresponding to the critical 
VDs.  

Fig. 9. SEM views of the fracture surfaces of the S05 specimens that failed due to (a and b) VDs at a stress of 180 MPa 
and (c and d) SFs at a stress of 140 MPa. The blue dashed line represents the chosen area corresponding to the critical 
VDs. 
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Fig. 10. SEM views of the fracture surfaces of the S07 specimens that failed due to (a and b) VDs at a stress of 220 MPa 
and (c and d) SFs at a stress of 140 MPa. The blue dashed line represents the chosen area corresponding to the critical 
VDs. 

Table 5 summarizes the sizes of the critical VDs measured on the fracture surfaces, as highlighted in Figs. 

8–10. Note that in one S05 sample and one S07 sample, it was difficult to distinguish the critical defect type, 

so the numbers of failures from VDs or SFs were registered as ranges. It can be noted that, according to the 

measurements reported in Section 3.3, the number of failures caused by VDs decreases when the depth of 

the largest SFs increases, highlighting a form of competition between these two defect types on the fatigue-

nucleation mechanism. 

Considering that all of the batches were manufactured using the same parameters for the core, no 

variability of the VDs was expected among the batches. This feature was demonstrated by investigating the 

post-mortem fracture surfaces, which showed consistency in terms of the size of the maximum VD detected 

in every batch. Note that the competition between the two failure modes was responsible for the increase 

in the average size of the critical VDs from S01 to S07. In fact, in the presence of very deep SFs (i.e., in S05 

and S07), failures due to VDs occurred only in the presence of very large flaws, which were more detrimental 

than the VDs. This kind of high-pass filter explains both the increase in the average size and the large standard 

deviation associated with the S01 samples. 

Surface code Failures from VD Maximum size (mm) Average size (mm) Standard deviation (mm) 

S01 9/9 0.524 0.353 0.115 

S05 4-5/9 0.501 0.452 0.043 

S07 2-3/9 0.579 0.532 0.067 

Table 5. Summary of the size of critical VDs measured on the fracture surfaces (size in terms of  𝑎𝑟𝑒𝑎). 

Having verified the substantial correspondences of the VDs in the three batches, the surface texture 

achieved by modification of the process parameters remained the main distinctive factor affecting the failure 

of the samples. The sizes of the SFs at the origin of fatigue failure were measured as well. These 

measurements complemented the shapes of the SFs evaluated on the polished sections in the out-of-plane 

direction. Under the common assumption of semi-elliptical shape, the shape ratio 𝑎/𝑐 was evaluated to be 

a 
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in the range from 2 to 5, with 𝑎 and 𝑐 being the crack depth and semi-length, respectively. This method 

involves treating SFs as shallow surface cracks. According to fracture mechanics, the main parameter in 

evaluating the criticality of a crack subjected to a cyclic load is the stress intensity factor (SIF), which is defined 

as 

𝐾 = 𝑌 𝜎  𝜋 𝑎, (3) 

where 𝜎 is the applied stress, 𝑎 is the crack size (in this case, the depth of the shallow crack), and 𝑌 is the 

boundary correction factor (BCF), which depends on the shape, position, and cross-sectional size of the crack. 

According to the commonly used solutions by Newman and Raju [75], the BCF range for a shallow surface 

crack subjected to bending and having the experimentally determined shape ratio is 𝑌 = (0.9, 1.1). 

4. Fracture mechanics analysis of surface and sub-surface irregularities 

To achieve better understanding of the effects of the various surface irregularities detected in the 

investigated samples, the stress intensity associated with the surface and sub-surface defects was calculated 

by finite element (FE) analyses. The steps performed in these simulations are listed below and summarized 

in Fig. 11: 

1. Extract a relevant section of the surface (with a length of at least 1 mm); 

2. Perform thresholding to distinguish the material from the background; 

3. Mesh the image with a sufficiently large number of 2D FEs; 

4. Import the mesh into an FE environment, define the load and boundary conditions, and prepare the 

FE analysis. 

Fig. 11. Scheme of the steps adopted to perform the FE simulation, referring to the profile of the S01 samples. 

In this investigation, after thresholding, the mesh was created using the BoneJ package of the ImageJ 

software, and the FE analysis was run in Abaqus 2017 using quadratic elements. The material was defined as 

linear-elastic, with a Young’s modulus 𝐸 of 74 GPa and Poisson’s ratio 𝜈 of 0.33. Boundary conditions were 

applied to constrain the vertical displacement, rotation of the bottom surface, and horizontal displacement 

and rotation of the left surface. The strain was introduced by applying a unitary horizontal displacement to 

the right surface. 
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The results thus obtained are depicted in Fig. 12 in terms of maximum principal stress. They clearly show 

that overhanging particles in the profile of S01 do not introduce any significant stress intensity (Fig. 12a), 

while the relatively flat surface in the rest of the sample ensures an almost homogeneous stress distribution. 

Considering the conditions of S05 (Fig. 12b), large stress intensities are caused by deep cavities and sub-

surface pores. It is evident that the deepest features are the most critical flaws, whereas the shorter cavities 

are shielded by the largest ones. Regarding S07 (Fig. 12c), the outer layer is almost completely isolated from 

the bulk due to the presence of porosity and discontinuities located approximately 80 µm from the surface, 

i.e., the contour layer width. However, the maximum principal stress at the weakest point corresponds to 

values significantly lower than those estimated for the S05 samples. This difference can be supposed to be 

due to a sort of shielding effect promoted by the surface and sub-surface porosities. Considering the S01 

samples, although no important stress intensity spots were highlighted, several weak spots are observable 

in the regions in which the surface porosity extends more deeply below the average surface line. This 

demonstrates that the depth measurements described in Section 3.3 can be used to evaluate the criticality 

of such features in terms of fracture mechanics. 

Fig. 12. Maximum principal stress obtained by FE simulations for the three sample batches: (a) S01, (b) S05, and (c) S07. 

Regarding the other two conditions analyzed herein, their evaluation appears more complex, as the 

presence of frequent sub-surface pores and cavities introduces shielding effects, i.e., some of the surface is 
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substantially unloaded. Thus, simple depth measurements from the average line (see Fig. 5) for the S05 and 

S07 samples might not provide sufficiently precise evaluation for description of the effects of SFs from a 

fracture mechanics perspective. In fact, even though the maximum depth was measured to be quite similar 

under both conditions (see Table 4), the maximum principal stress resulting from the FE simulations yielded 

completely different results (see Fig. 12). 

To overcome this limitation, a second set of FE analyses was performed, in which the deepest SFs were 

evaluated as one-dimensional cracks in a two-dimensional material under plane-strain conditions. A portion 

of 1.5 mm length was selected from the three polished sections depicted in Fig. 5. A refined quadratic mesh 

was adopted around the crack tips to ensure convergence of the SIF that was calculated using the integral 

contour algorithm. The problem was simplified from a geometrical perspective by considering a flat outer 

surface in correspondence to the previously described ideal average line. The effect of sub-surface pores was 

evaluated by placing similar features of simplified shapes in the same positions. The results thus obtained 

are depicted in Fig. 13. 

Fig. 13. Normalized maximum principal stress for the three batches of samples in the presence of surface cracks and 
sub-surface pores: (a) S01, (b) S05, and (c) S07. 

The resulting stress field looks similar to that depicted in Fig. 12 in terms of stress concentration. Based 

on the crack depth a and SIF (K) evaluated by FE simulation of each crack, the BCF was determined by 

inverting Eq. (3) as follows: 

𝑌 = 𝐾/(𝜎 𝜋 𝑎), (4) 
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where, 𝜎 is the nominal stress applied to the cross-section. Note that the Y values are not influenced by such 

stress, as the ratio 𝐾/𝜎 is constant for a given crack size. The results obtained are summarized in Table 6. 

The BCF values obtained from the shapes of the surface cracks in S01 fall within the (0.9, 1.1) range. In 

contrast, the simulations performed on the S05 and S07 samples yielded lower values, which were expected 

considering the previously described shielding effects caused by the sub-surface porosities near the modelled 

cracks. 

Condition Crack # 1 2 3 4 5 

S01 
a (µm) 22 18 12 15 17 

Y 1.06 0.93 1.04 1.15 1.09 

S05 
a (µm) 131 145 95 162  

Y 0.88 0.95 0.71 0.87  

S07 
a (µm) 148 156 84 40 84 

Y 0.80 0.82 0.75 0.43 0.80 

Table 6. Results of FE simulations of crack effects. 

The BCF for the deepest point of an isolated shallow surface crack is 𝑌 ≅ 1.12 [75]. In Fig. 14, this 

reference value is compared with the results obtained from the FE simulations (see Table 6). Fig. 14a shows 

that the BCFs computed for the cracks in the S01 samples agree well with the hypothesis of shallow semi-

elliptical surface cracks. In contrast, the BCFs computed for S05 and S07 are systematically smaller. This 

difference can be explained by the shielding effects introduced by the sub-surface features present in these 

samples, which agrees with the idea that the depth from an ideal outer surface is not sufficient to describe 

the criticality of a defect for the S05 and S07 samples. Therefore, based on the FE simulation results depicted 

in Fig. 13, the BCFs for S05 and S07 were re-computed considering an empirical effective crack size 

𝑎∗ = 𝑎 − 𝑤/2, (6) 

where 𝑤 ≅ 80 µm is the width of the contour layer. A method of linking the size of surface cracks due to 

coarse surface finish to the dimensions of the contour layer was also reported in [65]. Fig. 14b shows that all 

of the re-calculated FE results approach the reference value and have the same variability as the S01 data. 

Moreover, they are consistent with the BCF range estimated based on the shape of the critical surface cracks, 

i.e., [0.9, 1.1], that was mentioned in Section 3.5. 

Fig. 14. BCF for SIF calculation evaluated from FE simulations: (a) crack depth from the outer surface and (b) effective 

crack depth considering the shielding effects. 

5. Discussion 

Based on the topological measurements of the SFs, one could expect that a surface having large roughness 

peaks, such as S01, would be more detrimental than one featuring lower roughness, such as S07. Conversely, 
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fractography analyses of the fatigue-tested specimens showed that all of the failures detected in S01 were 

caused by VDs, while only a small percentage of internal defects (specifically LoF) occurred at the fracture 

origin of the S07 samples. 

The reason for this finding is that the large peaks in the S01 surface profiles were caused by partially 

melted particles and large spatter stuck on the surface, which neither carry any load nor introduce any stress 

concentration in the material, while the rest of the surface is almost flat and homogeneous. In contrast, the 

top layer of S07 appears smooth externally, but it is almost detached from the internal material volume 

because of the presence of several sub-surface cavities (see Fig. 5c). As clearly demonstrated in Figs. 9d and 

10, these cavities are very detrimental to the fatigue properties. Moreover, standard contact and non-contact 

techniques are blind to the detection of these defect types, which is why the arithmetical mean height 

parameters must be considered improper variables or used cautiously to explain the complexity of AM 

surfaces.  

Different metrological methods demonstrated that, on L-PBF, part surfaces with low contour line energies 

could generate low arithmetical mean height (Ra and Sa) parameters, using a stylus-based, non-contact 

profilometer. Nonetheless, opposite conclusions can be drawn using the other two parameters investigated 

by both measurement techniques (Figs. 3a and 3b). The combination of RPc and RSm could quantitatively 

explain the qualitative representation obtained using the SEM (Fig. 2) and the areal surfaces constructed 

using confocal microscopy (Fig. 4) [24]. It is also notable that working with a stylus could raise surface-related 

concerns due to the low hardness of Al alloys, which is why special attention is needed in the selection of 

stylus radii and contact forces [76]. Ssk turned out to be able to distinguish between the bulk surfaces (S01–

S04) with positive skewness and porous surfaces (S05–S07) with negative skewness. Sv could accurately 

describe the extent of the deepest surface cavities in almost all cases. However, confocal microscopy 

measurements are not suitable for identifying the largest cavities integrated with undercuts. Therefore, to 

get as close as possible to the real value, a large test field area is highly recommended. 

However, none of the aforementioned measurement techniques could provide insight into the AMZ, such 

as the effects of undercuts [25], to prove the appropriateness of the measurements. Therefore, it is 

recommended to perform a more accurate study of the SFs accompanied by cross-sectional analyses. 

5.1 Surface quality improvement 

Given the important differences among the investigated sample batches in terms of the SF size and defect 

shapes, knowledge about the depth of the AMZ is fundamental in applications requiring controlled surface-

related defects. Indeed, an inappropriate surface removal depth can have detrimental effects on the fatigue 

lives, which are very similar to those of the as-built specimens [77].  

The large AMZ in the S05 and S07 specimens can be ascribed to the insufficient contour melt pool width, 

which is unable to repair the defects generated by the last volume scan and introduces even more 

segmentation due to balling effects [78]. Therefore, before the surface finishing of AM parts, it is important 

to determine the actual extent of the AMZ by performing cross-sectional image analysis or X-ray µCT [66]. 

Based on the results summarized in Table 4, removing a 60-µm-thick layer of material from the surfaces 

of the S01 samples would ensure the removal of almost all the surface flaws. However, no fatigue 

performance improvement is expected, as the failure cause for this condition was always a VD. Regarding 

the S07 samples, a removal of at least 200 µm of the surface is expected to be necessary to avoid failures 

from the surface. 

5.2 Crack size evaluation for SFs 

The FE analyses presented in Section 4 highlighted the very detrimental effect of shallow features 

extending deep inside the bulk material, which are the preferential spots for early nucleation of fatigue 
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cracks. After crack nucleation from such features due to the high local stress intensity, the fatigue resistance 

of the material is negatively affected, where only at least one of these cracks has enough energy to begin 

propagating. From a fracture mechanics approach, both VDs and SFs can be regarded as short cracks, and 

fatigue failure is expected from the cracks subjected to the largest SIF. By adopting the widely accepted 

model of Murakami, based on the  area parameter [51] (see Eq. (3)), both VDs and SFs can be treated simply 

as surface cracks subjected to the nominal stress in the sample, i.e., the largest SIF corresponds to the largest 

size in terms of  area. 

Therefore, to perform one-to-one competing risk analysis of the criticality of VDs and SFs, it is necessary 

to compare the sizes of such defects in terms of  area. However, the SF measurements performed on the 

polished sections only describe the depth of the surface shallow cracks. Therefore, the shapes and sizes of 

such cracks must be defined in the direction perpendicular to the polished sections. In the following, the 

empirical relationship 

 area =  10 𝑎∗ (5) 

proposed by Murakami [51] is adopted, which is valid for very slender surface cracks and for surface 

roughness evaluation [79,80], where the effective crack depth 𝑎∗ is adopted to account for the shielding 

effects described in Section 4. This formulation is consistent with the upper limit of the BCF range in Fig. 14, 

i.e., 𝑌 = 1.12. 

5.3 Probabilistic competing-risk assessment 

A simple and commonly used method of estimating the fatigue resistances of notched parts in the 

presence of manufacturing defects involves considering the largest defect falling inside the 90% volume, i.e., 

the volume subjected to at least 90% of the maximum applied stress [81–84]. For the bending samples 

investigated in this study, this volume is highlighted in red in Fig. 15. All of the critical VDs affecting the 

fracture nucleation are inside the red regions of the tested samples, confirming the applicability of this 

approach. By applying the same logic to the critical SFs, the critical surface length 𝑙90 subjected to at least 

90% of the maximum applied stress was evaluated by FE analysis (see Fig. 15), and 𝑙90 = 3.4 mm was 

obtained.  

Fig. 15. Length of the surface region subjected to at least 90% of the maximum applied stress, as defined by FE 

simulation. 

To evaluate which of the two defect types is more critical for a certain batch of samples, the largest VD 

falling inside 𝑉90 is compared to the largest SF within 𝑙90. The former dimension was obtained by measuring 

the size of the critical VDs on the fracture surfaces (see Table 5), while the latter could be estimated by 

applying statistics of extremes. In fact, knowing the size distribution of the largest feature sampled in the 

reference surface length 𝑙0, the distribution of the maximum size for a length 𝑙90 could be obtained as follows: 

𝐹(𝑙90) = 𝐹(𝑙0)
𝑙90/𝑙0, (7) 
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where 𝑙90/𝑙0 = 3.4 mm is the return period of the maximum defect and 𝐹 is the cdf, which describes the 

data collected. 

The 20 measurements per surface condition collected as described in Section 3.3 were recalculated in 

terms of  area using Eq. (5) and fitted with the LEVD as depicted in Fig. 16a. The data were then shifted to 

obtain the maximum size related to a surface length 𝑙90 according to Eq. (7). The parameters of the critical 

defect distributions obtained for the samples investigated are reported in Table 7. Fig. 16b shows the 

distributions of the maximum critical SF expected in the samples compared to the critical VD size distribution. 

The latter distribution was described as an LEVD fitted on the experimental measurements performed for 

condition S01 (see Table 5), as this was the only condition in which no failures occurred due to SFs. 

Defect type Volumetric  Surface 

Condition All S01 S05 S07 

λ (mm) 0.301 0.094 0.259 0.382 

δ (mm) 0.090 0.027 0.094 0.064 

Table 7. LEVD parameters for critical VD and SF sizes for the bending samples tested. 

Fig. 16. Probabilistic analysis results: (a) LEVD of maximum SFs measured on polished sections; (b) competing-risk 

assessment of critical VDs and SFs in the samples. 

The probability of experiencing a fatigue failure caused by an SF rather than a VD is then the probability 

that the largest SF contained in the critical region of the sample ( areaSF) is larger than the largest VD size 

( areaVD), i.e., 

𝑃𝑓,SF = Pr{ areaSF >  areaVD}. (8) 
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This probability can be determined by solving the integral 

𝑃𝑓,SF = ∫ 𝑓VD(𝑥) [1 − 𝐹SF(𝑥)]
+∞

0
, (9) 

where 𝐹SF is the cdf of the maximum SF size and 𝑓VD is the probability density function of the experimental 

VD size distribution (all LEVD parameters are reported in Table 7). Eq. (9) was numerically solved using the 

integral transform method [85], which provided the probability values summarized in Table 8. Even 

considering the variability sources involved and the inaccuracies of the manual measurements, the estimates 

provide a satisfactory description of the competing risk between VDs and poor surface quality. 

Sample code Experimental Estimated 

S01 0% 0% 

S05 44-55% 39% 

S07 67-78% 71% 

Table 8. Comparison of experimental and estimated probabilities of failures due to SFs. 

6. Conclusions 

The effects of the surface conditions on the fatigue properties of L-PBF AlSi7Mg were investigated 

considering samples fabricated with different process parameters for the contour layers, resulting in 

different surface characteristics. The quality of the surfaces was then investigated using contact and non-

contact metrological methods, followed by analysis of the polished cross-sections. The fracture surfaces were 

carefully investigated after performing bending fatigue tests on three sets of samples. The mechanical effects 

of the investigated SFs were evaluated by conducting FE simulations aimed at determining the stress 

concentration and SIF. Finally, a competing-risk fracture mechanics assessment method was developed and 

validated. The proposed approach enabled us to compare the criticality of VDs and surface flaws. 

The following conclusions were drawn. 

 Contact and non-contact roughness measurements cannot describe all of the typical fatigue-critical 

features introduced by AM processes. More comprehensive information can be obtained by analyzing 

polished cross-sections. 

 The maximum valley depth Sv can describe the deepest valley based on the chosen test field area. 

 Evaluating the size of the most critical defect is essential for correct fatigue assessment. The flaw size can 

be measured using the  area parameter considering VDs, or the depth of the SFs. 

 The presence of multiple surface and sub-surface flaws can create beneficial shielding effects; therefore, 

simple measurement of the crack depth from the outer surface might not guarantee correct quality 

assessment. 

 A simple empirical relationship was proposed to evaluate the above shielding effects by considering the 

effective crack depth. 

 More precise SIF assessment for the surface conditions investigated was achieved using a simple fracture 

mechanics model based on defect depth measurements performed on polished cross-sections. It was 

thus possible to describe the competition between the VDs and SFs correctly for the three batches of 

samples investigated. 
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