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Highlights

Coordination of Specialised Energy Aggregators for Balancing Ser-
vice Provision

Cesar Diaz-Londono, Carlos Adrian Correa-Florez, José Vuelvas, Andrea
Mazza, Fredy Ruiz, Gianfranco Chicco

• Specialised Energy Aggregators (SEAs) are proposed for different types
of loads.

• The SEAs interact with a Coordinator for providing balancing services.

• The information exchange between the Coordinator and the other en-
tities is defined.

• The control algorithm developed for the Coordinator is described.

• The multiple SEA effectiveness to provide coordinated balancing ser-
vices is assessed.
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Abstract

In the present context of evolution of the power and energy systems,
more flexibility is required on the generation and demand side, to cope with
the increasing uncertainty mostly introduced by variable renewable energy
resources. This paper presents a conceptual framework that encompasses
different types of aggregators, including local network aggregators, demand-
side general aggregators, specialised energy aggregators (SEAs), and energy
community aggregators. In this framework, this paper focuses on the coor-
dination of SEAs to provide balancing services to the system operator. Each
SEA manages a specific type of load, in such a way that these loads can be
managed by exploiting their control capabilities in a detailed way considering
response time, dynamics and available flexibility. Moreover, the presence of
the SEAs increases the privacy protection of the users, as only the informa-
tion on a specific type of user’s load is sent to the SEA. The SEA Coordinator
interacts with the Balancing Service Provider aimed at procuring frequency
containment, frequency restoration and replacement reserve services. This
paper contains the SEA Coordinator formulation, information exchange and
control operation strategies. Case study applications are presented by us-
ing SEAs for three specific types of loads (thermoelectric refrigerator, water
booster pressure systems and electric vehicle charging stations). The results
show how the control algorithm of the SEA Coordinator is effective in provid-
ing balancing services at different timings with the different types of loads.
Various scenarios are considered, comparing an ideal situation without com-
mand propagation delays with realistic situations that take into account the
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command propagation delays.

Keywords: Aggregator, balancing service, electric vehicle charger,
flexibility, frequency containment, frequency restoration, reserve, smart
grid, thermoelectric refrigerator, water booster pressure system.

1. Introduction

Power and energy system flexibility is one of the most debated topics in
today’s research. In general terms, the flexibility of the power and energy
system concerns the system operation. Different definitions and characteri-
sations of flexibility from a technical point of view have been given on the
generation side, the grid side, and the demand side [1]. In a context with
resources and reserves, operational flexibility is defined as the “Technical
ability of a power system unit to modulate electrical power feed-in to the
grid and/or power out-feed from the grid over time” [2]. Specific indicators
are based on maximum capacity, minimum stable generation and up/down
ramp rates of conventional generators [3], determining the aggregated max-
imum flexibility through Minkowski sums on polytopes [2]. In addition, the
available operational flexibility depends on time-variable constraints [4].

On the generation side, many approaches used to represent flexibility are
inspired by unit commitment and economic dispatch [5], using appropriate
approaches to incorporate uncertainty [6].

On the grid side, flexibility considers the ability of the power system
to use flexible resources to cope with fluctuating changes during operation,
which could increase the risk of congestion [7].

On the demand side, flexibility can be obtained by using an aggregation of
components capable to adapt their consumption over time, also considering
local production in case of prosumers. The various components of the demand
side have been the subject of specific studies for determining their potential
for flexibility. Specific results have been reported for aggregate loads with
thermostatic control [8] also represented with a virtual battery model [9], wa-
ter booster pressure systems [10], building space heating [11], multi-energy
systems [12], energy conversion technologies [13], electric vehicles [14], aggre-
gation of residential loads [15], and the contribution of buildings to energy
flexibility [16]. Virtual battery models have emerged as interesting tools for
representing different situations [17]. The examples reported above highlight
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the main concepts and issues, while a comprehensive review of the literature
is beyond the scope of this paper.

Further considerations have been introduced for the characterisation of
flexibility on the economic side. In this case, relevant aspects are the intro-
duction of flexibility products and contracts [18], the emergence of concepts
linked to the representation of the average power patterns for determining
new contract structures [19], and the definition of economic and commercial
flexibility through the mapping of iso-cost regions [4].

1.1. The Role of the Aggregators

Starting from the characterisation of the technical and economic features
related to flexibility, a significant aspect is the deployment of the resources in
energy markets based on price signals or incentives to participate in the pro-
visioning of system services through flexibility. This can occur in the context
of demand response (DR) programmes, which offer the opportunity to exploit
the flexibility potential of small end-users by modifying their consumption.
DR programmes can be classified into two categories: incentive-based pro-
grammes and price-based programmes [20]. In this respect, groups of users
can be conveniently represented by an aggregator that manages a portfolio
of end-users and interacts with the DR manager [21].

The presence of the aggregator has multiple advantages. For example,
small end-users may be unable to implement and manage the infrastructure
needed to access DR options and, in general, have no specific knowledge on
the market mechanisms involved in the provision of DR. Hence, the aggrega-
tor acts as an intermediate operator that avoids sending private information
on the individual end users to the DR manager, in particular on costs [22].
Moreover, the aggregator benefits from managing a group of end-users which
can together offer a smoother average power curve. In the DR programmes,
the aggregator can offer specific ancillary services [23] in the balancing mar-
ket such as upward or downward flexibility over day-ahead or intra-day time
horizons, to provide these services in real time. In this framework, there is
room for the development of local flexibility markets [24].

Most strategies for controlling aggregators focus on price-based programmes,
in which the offered flexibility capacity depends on the price signal defined
by an overall managing entity such as the Distribution System Operator
(DSO) [25]. The DSO aims at achieving the optimal scheduling of the power
consumption or production of the individual aggregators by determining the
energy and ancillary service prices [26]. Each aggregator determines how to
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operate the controlled assets in response to the price signal, adopting local
coordinating mechanisms in a strategic way [27], or game-theoretical mod-
els [28]. Each aggregator acts as a price taker with respect to the wholesale
market, and as a price designer for billing the aggregate assets [29].

On the other hand, in incentive-based programmes the aggregators are
coordinated by the DSO, typically under the objective of minimising the
energy losses and costs in the network, while the local aggregators min-
imise their own energy consumption cost or maximise their profits. In this
kind of models, the optimisation problems of the DSO and of the local ag-
gregators are solved independently, for example considering battery energy
storage as the flexible asset [30], or controlling clusters of residential assets
(thermostatically-controlled loads, electric vehicles, and water booster pres-
sure systems) with an aggregator that provides energy regulation services at
hourly intervals. After the determination of the strategy for controlling the
assets, the aggregator can report to the DSO the optimal power profile [31]
or some load boundaries only [32].

1.2. Coordinated Management of Multiple Aggregators

In the presence of multiple aggregators, a coordination is needed. In this
case, multi-layer aggregation schemes can be defined, in which each entity
on a given layer interacts with the entities located in the layer at the lower
level, and there is an overall coordinator that has no direct access to the
final users. The development of multi-layer schemes needs the creation of
dedicated aggregators that act as interfaces between the “master” operator
(e.g., the distribution network operator, DNO) and the users. One of the
main advantages of the development of dedicated aggregators is privacy pro-
tection, such that the “master” operator has no access to information on the
users managed by the dedicated aggregators [25]. The dedicated aggrega-
tors connected to the “master” operator (or more generally to a higher-level
aggregator) can be set up considering different prospects, as:

1. Local network aggregators (LNAs): needed to consider the operational
constraints of the local network and to construct a portfolio of dif-
ferent types of generation or demand [33]. An example is a virtual
power plant [34] considered as the “master” operator with multiple
distributed energy resource aggregators. The aggregation can include
local energy systems that are aggregated individually [35] or interact
under the coordination of a multi-energy player that acts as the “mas-
ter” operator [36].
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2. Demand-side general aggregators (DGAs): manage different types of
demand without considering the grid operation. Typical examples are
aggregators that interact with the DNO and coordinate demand re-
sponse in a low voltage network [37] or demand-side flexible resources [38].
Multiple load aggregators can be coordinated to provide frequency reg-
ulation services [39].

3. Specialised energy aggregators (SEAs): exploit the specific knowledge
on different types of assets (generation or demand), to provide effective
interactions with each type of asset, and using dedicated communica-
tion channels (specific information timing) for each set of resources.
Each SEA is dedicated to a specific type of asset and is able to ap-
ply strategies (e.g., generation curtailment, load shedding, or flexibility
services) selectively to the given asset [40]. Distinct SEAs can be de-
fined for dispatchable distributed generation, renewable energy with
storage [41], various types of equipment used for DR [42] including
consumer responsiveness [43], electric vehicles [44] and charging sta-
tions [45]. Each SEA can handle the specific asset by considering more
details in the models and control strategies [46], avoiding the need of
designing overall strategies for many assets together.

4. Energy community aggregators (ECAs): energy communities do not
necessarily include a local network. The ECA can be seen as an ag-
gregator of multiple sources (generation and demand) of various kinds,
located at different points in the network, or moving in the commu-
nity such as electric buses [47]. The ECAs consider self-consumption
and self-sufficiency of the energy community, as well as synergies be-
tween a building manager and an aggregator of electric vehicles to
solve a scheduling problem in a coordinated way [48]. The aggregation
of energy communities is a timely topic that needs to find appropriate
business models [49].

Each DGA or SEA does not carry out network modelling, network mon-
itoring, or assessment of the network operation. These tasks are assigned to
the “master” operator (higher-level aggregator or coordinator).

1.3. Behaviour of Aggregators in Markets

The introduction of distributed energy resources has prompted the emer-
gence of new actors and policies in the electrical market. A stochastic opti-
misation problem is designed as a strategy of an aggregator that participates
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in the day-ahead market with demand flexibility in [50, 51]. For aggregator
operation, a network-constrained transactive energy paradigm is proposed to
integrate prosumers with the spot and balancing markets in [52].

Further approaches consider the aggregator as a price-maker in the whole-
sale electricity market and use a bilevel programming model of the interaction
between the aggregator and the independent system operator that manages
the market. In this case, the upper-level problem represents the cost min-
imisation [53] or profit maximisation of the aggregator of a microgrid [54] or
virtual power plant [55], and the lower-level problem represents the market
clearing problem of the independent system operator.

Moreover, in [56], a bi-level optimisation technique is used to design the
involvement of a renewable energy-based aggregator in a real-time market.
Furthermore, Nash bargaining theory is used in [57] to create an aggregator
and a price scheme that clusters small energy storage devices, demonstrating
long-term cooperation between players and avoiding market power abuse by
an aggregator that plays in the wholesale market. Owing to the aggregator’s
function in the day-ahead market and its price volatility, a mechanism design
is created in [58] to limit the aggregator’s risk of financial loss due to spot
price unpredictability. Furthermore, an optimal portfolio allocation for a
demand response aggregator is provided in [59], considering its participation
in day-ahead electricity prices and load contract types. The incorporation of
aggregators into the electricity markets is still a hot topic of debate.

1.4. Contributions and Organisation

None of the above-mentioned models that deal with the coordination of
aggregators consider the provision of many ancillary services from specialised
aggregators. An initial conceptual framework for the coordinator of aggrega-
tors with heterogeneous flexible loads has been outlined in [60]. Flexible loads
are considered with both continuous and discrete models. Each aggregator
is specialised for a given type of flexible load, and uses predictive-optimal
controllers and classical Proportional-Integral (PI) controllers to manage the
loads flexibility.

According to ENTSO-E [61], a Balancing Service Provider (BSP) is an
agent (e.g., generator, demand response and storage operator) that can offer
balancing services to the System Operator (SO). In this paper, an entity, de-
noted as Coordinator, interacts with the BSP and is responsible of providing
flexibility services for the coordination of the distributed flexible loads aggre-
gated by the Specialised Aggregators. In particular, Water Booster Pressure
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Systems (WBPS), ThermoElectric Refrigeration (TER) units, and Electric
Vehicle Charging Stations (EVCS) are considered as flexible loads in this
paper. These types of flexible loads have the potential to provide various
balancing services in the context of smart grids.

This paper is the extension of [60], with the following additional novelties:

a) The categorisation of the energy aggregators presented in Section 1.2.

b) The formulation of the SEA Coordinator with the development of the
operation functions for planning and tuning the SEAs power demand.

c) The definition of the main parameters for information exchange be-
tween the SEA Coordinator and the SO as well as between the SEA
Coordinator and the SEAs.

d) The development of the control algorithm used by the SEA Coordi-
nator to follow the SO requests, taking into account the previously
constructed power baseline.

e) The extension of the case study application, including the propagation
delay of the commands and the possibility of offering higher capac-
ity for the reserve service thanks to an improved management of the
interactions among multiple SEAs in the longer term.

In the proposed framework the task of the Coordinator is to manage
the aggregated services based on purely technical considerations, without
economic considerations, i.e., no market participation [24] or price formation
model is assessed. Instead, it is considered that prices are defined a priori
through bilateral contracts between the BSP and the aggregators, and also
between the aggregators and the customers.

The next sections of the paper are organised as follows. Section 2 re-
calls the characteristics of the balancing energy services used to maintain or
restore the system frequency within its normal operating range. Section 3
describes the hierarchical coordination of a set of specialised aggregators.
Section 4 evaluates the BSP operation based on simulation campaigns. Sec-
tion 5 contains the conclusions and points out some notes on future works.

2. Provision of Balancing Services

In the past, the power systems exhibited as the main uncertainty source
the variability of the loads. Hence, the continuous equilibrium between loads
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and generation was guaranteed through successive power injections or reduc-
tions by acting on the generation control system, which led to modify the
power produced by every generator. Today, new forms of frequency support
are required, because the uncertainty is affecting also the generation, due to
the variability of the energy sources. The challenge of maintaining the system
stability has to be faced by all the system operators, that hence must rely on
common definitions and markets. With this aim, the European Commission
Regulation 2017/1485 of 2 August 2017 [62] introduced the different prod-
ucts that can be offered for frequency regulation, as well as the requirements
for the technical parameters to facilitate the exchange of balancing energy
across borders.

The standard products offered on the balancing service market are the
following:

• Frequency Containment Reserves (FCR) [62]: this reserve aims inter-
vening after the unbalance to contain the frequency and start the re-
covery towards the nominal frequency value;

• Frequency Restoration Reserves (FRR) that can be activated automat-
ically (aFRR) [63] or manually (mFRR) [64]: the role of this reserve
is to provide the active power resources to restore the frequency at its
nominal value.

• Replacement Reserves (RR), aiming to restore the proper level of FRR,
in a way that the reserves can be able to face further imbalance.

Table 1 presents the full activation time and delivery periods of the bal-
ancing energy services.

Table 1: Balancing energy services [62, 63, 64, 65].

Service Full activation time Delivery Period
FCR 15 s (50%) - 30 s (100%) 15 min
aFRR 5 min 15 min
mFRR 12.5 min 15 min
RR 0 - 30 min 15 min - 60 min

Figure 1 shows a schematic representation of the timing of the inter-
vention and deployment of every frequency reserve after a power imbalance
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happening at the time step t0. Within 30 s the FCR of the system must be
entirely deployed, followed by the aFRR (completely active within 5 min-
utes), which allows the restoration of both the FCR reserve (which results
again available to face possible successive power imbalance) and the nom-
inal value of the frequency. Then, the mFRR substitutes the aFRR (that
is then released to face further imbalance), being completely deployed after
12.5 minutes. Finally, the RR activation is performed after 30 minutes, to re-
lease the mFRR and bring the system to a new operation point, after having
adjusted the set points of the traditional generation.
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Time

FCR aFRR mFRR RR

Total balancing energy (idealized) 

12.5 min

Figure 1: Balancing processes for frequency restoration.

Moreover, the European Commission Regulation 2017/2195 of 23 Novem-
ber 2017 [66] introduced common principles for both the procurement and
the settlement of the reserve products among the different European coun-
tries. This led to create pilot platforms to test the provision of the products
among the partners, i.e. [67]:

• FCR platform [68], involving up to now eight European Transmission
System Operators.

• Platform for the International Coordination of Automated Frequency
Restoration and Stable System Operation (PICASSO) [69], which is the
European platform for the exchange of balancing energy from aFRR.
It counts 26 members and four observers;

• Manually Activated Reserves Initiative (MARI) [70], aiming to build
a common market platform for the mFRR deployment. It counts 30
members and four observers;

• Trans European Replacement Reserves Exchange (TERRE) [71], rep-
resenting the RR Platform where the European RR balancing energy
market is set up. It counts 8 members and four observers.
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Besides the standardisation of the frequency reserve products, the innova-
tions included within the European framework continued thanks to the Elec-
tricity Regulation 2019/943 [72] and the Electricity Directive 2019/944 [73],
issued as part of the Clean Energy for all the Europeans package [74]. Here,
the role of the customers and of the aggregators is stressed as fundamental for
the proper operation of the system. In particular, the Electricity Regulation
2019/943 improved the possibility of participation in the ancillary service
market (where the frequency reserve products are actually exchanged) for
aggregation of distributed resources. Two different players are defined,i.e.:

• the Balancing Service Provider (BSP)

• the Balancing Responsible party (BRP)

The BSP is the entity that presents the offers/bids on the market, as an
aggregator of distributed energy facilities. Once the offer/bid is accepted,
this must be handled by the distributed resources owners/managers, i.e., the
BRP. It is worth noting that the contractual relation between BSP and BRP
are not specified by the regulation and hence is open to the discussion about
the two entities.

The operation of the BSP, with the contribution of the Coordinator, is
driven by the SO for ensuring the balance between demand and generation
in the real-time dispatch, by activating the flexibility services. The balancing
market normally considers the SO, the BSP, and the BRP, and consists of
two phases:

1. Balancing planning phase: performed in a day-ahead market. The BRP
reports the scheduled demand and generation per time step, computes
the energy imbalances and sends them to the SO. The BSP informs
the SO about the power demand baseline, defined as the sum of all the
aggregator power demand. This can be based on forecast or histori-
cal data. The BSP offers to the SO upward and downward flexibility
capacities, based on the sum of all the aggregator flexibility. Each
aggregator is responsible for its own flexibility forecast and baseline.

2. Balance settlement phase: performed in real-time market. The SO
guides the BSP for activating the balancing service based on the BRP
imbalances information. The coordination within the BSP allocates the
SO energy request among the aggregators. Each aggregator manages
its loads and generation resources providing upward or downward power
variations to follow the coordination requests.
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3. Hierarchical Structure for a Balancing Service Provider

In this section, a hierarchical structure for a BSP is proposed, consider-
ing a two-level structure. Figure 2 presents the BSP structure taking into
account:

i) the Coordinator at the higher level, and

ii) several Specialised Energy Aggregator (SEAs) at the lower level.

The existence of the Coordinator within the BSP allows to obtain reduced
communication requirements between the BSP and the SO. In the same
way, the internal interaction between the higher level and lower level layers
considers a few parameters. In fact, the information is limited to the power
and flexibility capacities, and the balancing services requests (FRC, FRR,
and RR). In other words, the communication protocol between the higher
level and lower level participants is independent of the type of load being
managed.

Each SEA is responsible for managing the energy consumption of a het-
erogeneous set of flexible loads of the same load type, e.g., a set of electric
vehicles with different battery capacities and charging power, among others.
Therefore, the challenge of the Coordinator consists of integrating several
SEAs that operate with different parameters such as load characteristics and
response times. In fact, the Coordinator is given the responsibility of control-
ling the aggregators, as well as to proper communication exchange with the
SO. The presence of the SEAs increases the privacy protection of the users.
In fact, each user sends to each SEA only the information on the relevant
type of user’s load. The Coordinator, at the top of the BSP, interacts with
the SO by sending information on the aggregate demand of the types of load
managed. No entity manages the overall demand of the user for providing
the balancing services.

The higher-level communication protocol is decoupled with respect to the
one of the flexible loads. Indeed, each SEA operates its loads based on its
own rules. In this research, a simplified exchange of information between
each aggregator and its flexible loads is presented. It considers the power
demand profiles the loads should follow (Consumption management), and
the actual power and flexibility load states.
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Figure 2: Two-level BSP general structure.

The BSP is capable of offering a portfolio of balancing energy services
based on the aggregators’ capacity. Then, the higher-level entity (i.e., the
Coordinator) is responsible for collecting the power demand and flexibility
of the aggregators, for later computing the power baseline schedule. Usually,
this baseline schedule is developed on an hourly time-based horizon, whereas
the dispatch could be performed on a 15 minutes or less time base. Therefore,
the Coordinator can operate on different time bases.

At the lower level, a generic behaviour of the SEA is assumed. It means
that the SEA must be capable to provide flexibility as well as following power
demand variations with an expected response time. The aggregators must be
available to calculate and report their actual power demand and flexibility
capacity periodically to the Coordinator. In addition, SEAs can be based
on closed-loop control strategies that allow to reduce the uncertainty in the
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service provision.
The two-level hierarchical structure is scalable by varying number and

characteristics of the SEAs. Better performance of the balancing service can
be reached if more SEAs participate in the framework.

3.1. Coordinator of Specialised Energy Aggregators

The Coordinator is developed by considering the SO requirements and
the availability of flexible resources provided by each SEA, in order to pro-
cure balance services such as FCR, aFRR, mFRR, and RR. Then, the main
responsibilities of the Coordinator are:

• Understand the capacity and response time of each SEA.

• Offer a portfolio of balancing energy services based on the complete
flexibility of the structure to the SO.

• Assign the balancing services that each SEA can provide.

• Manage the SO requests, i.e., if some SEA has variations while following
its requested power, the Coordinator can compensate the overall power
by activating/modifying other SEAs requests.

The Coordinator considers a baseline calculation and a two-phase opera-
tion, with a Planning phase and a Tuning phase. The decision of the service
provision starts with the baseline computation, i.e., the power demand and
the flexibility capacity for a time horizon. This baseline is built upon the
information provided by each aggregator. Then, the coordinator evaluates
and calculates the services to offer to the SO.

The Planning phase aims to schedule the SEA energy consumption for the
next dispatch time interval (e.g., 15 min). Therefore, this planning seeks not
only to follow the power demand baseline but also to guide the aggregators’
power dispatch in providing balancing services. The Coordinator will request
a power baseline modification to many aggregators as needed to fulfil the
SO request. The aggregators’ selection criteria are the availability and the
flexibility capacity reported by each aggregator. Notice that this phase is
developed for every dispatch time interval and it will depend on the SO
requests.

The Tuning phase aims to correct the unexpected SEA consumption vari-
ations due to the uncertainties in the flexible loads behaviour. In order to
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compensate these variations, the Coordinator operates on a smaller time in-
terval than in the planning phase. Therefore, the Coordinator will request
a slight modification from the power defined in the planning phase to some
of the aggregators that have reached their steady-state operation and have
flexibility margins available.

3.2. Coordinator Formulation

In this subsection, the Coordinator formulation is introduced by present-
ing its interactions and the algorithm logic that the Coordinator follows in
the operation (planning and tuning) to define the SEA requested powers.

Given the BSP general structure presented in Figure 2, let us assume
that there are I aggregators, whose power demand profiles are programmed
through the Coordinator. Then, each aggregator SEAi can be called or not
to provide its flexibility, i.e., to modify is current power consumption profile
for a defined period of time.

Figure 3 depicts the response of different aggregators to the Coordinator
request. The figure shows the activation time, the delivery period, and the
ramp-down period of the balancing service requested by the SO. In this ex-
ample case, it is supposed that for fulfilling the entire SO request, only the
SEA1, SEA2, SEAI−1, and SEAI are called to modify its power demand.
Notice that, the response times and the sample time (grey vertical rows) of
the aggregators are different between them. In the figure, the blue lines on
the SEAi are the power modifications requested (signal to follow) by the Co-
ordinator in the planning phase, while the red dashed lines are the expected
power demands on the same phase. In addition, the yellow dots are the ac-
tual power demands after operating the tuning phase. The orange vertical
arrows indicate the time steps for running the planning phase, whereas the
green vertical arrows mark the time steps for executing the tuning phase.

The Coordinator operation time in the planning phase is divided into
KP discrete time intervals with equal length, being a discrete time slot
kP = 1, 2, . . . , KP , with sampling time ∆tP defined as the BSP dispatch
time. Therefore, at every kP the Coordinator recalculates the aggregators
schedule and possibly defines new set-points. The Coordinator operation
time slot in the tuning phase is defined as kT = 1, 2, . . . , KT , with sampling
time ∆tT , where ∆tP > ∆tT .

The tuning phase sampling time ∆tT depends on the aggregators that
have very short duration time response, according to [75], i.e., aggregators
capable to respond between seconds and 5 minutes, capable to provide FCR

14



.

.

.

P
o

w
er

Coordinator  

𝑆𝐸𝐴1

𝑆𝐸𝐴2

𝑆𝐸𝐴𝐼−1

0

0

0

0
∆𝑡𝑃

∆𝑡1

∆𝑡2

∆𝑡𝐼−1

∆𝑡𝑇

Time

𝑆𝐸𝐴𝐼

0
∆𝑡𝐼

Activation 
Time

Delivery
Period

Ramp-down 
Period

𝑡𝑠,𝐼−1

Signal to follow  

Expected Power

Actual Power

Figure 3: Specialised Energy Aggregators responding to the Coordinator requests.

and aFRR services. Then, within this set of aggregators, the important pa-
rameter to identify is the longest stabilisation time, which is not computed
by the Coordinator but reported by each aggregator. This stabilisation time
provides the minimum possible ∆tT time to have the opportunity to operate
the aggregators already in a steady-state. In Figure 3, the available aggre-
gators for providing fast services are SEAI−1 and SEAI in which the longer
stabilisation time is ts,I−1. Therefore, in this example, the tuning sample
time is ∆tT > ts,I−1. For the sake of simplicity, ∆tT is considered as the
nearest ∆ti of the aggregators.

Therefore, the general operation of the Coordinator will consider a time
slot with sample time ∆tT . However, the tuning phase is not considered
when the planning phase is executed.

Moreover, the SEAi operation is divided into Ki discrete time intervals
with equal length. The SEAi time slot is ki = 1, 2, . . . , Ki, with sampling
time ∆ti, ∀i = 1, 2, . . . , I. Then, ∆tP > ∆ti.
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3.2.1. Information Exchange

The Coordinator interaction is carried out with two main stakeholders,
the SO and the SEAs (see Figure 2). The exchanged information is sum-
marised as follows:

• Coordinator exchanged information with the system operator:

– From SO to Coordinator:

ΓC = {ϑC , γC , γC , rC} (1)

– From Coordinator to SO:

ΦC = {PC , φC} (2)

• Coordinator exchanged information with the aggregators:

– From Coordinator to SEAi, ∀i = 1, 2, . . . , I:

Γi =

{
{ϑi, γi, γi, ri} if Planning phase,
{ri ±∆ri} if Tuning phase;

(3)

– From the SEAi, ∀i = 1, 2, . . . , I to the Coordinator:

Φi = {Pi, φi} (4)

where Γ is the energy request from an upper level, this could be from the SO
(ΓC) or the Coordinator (Γi). The request considers the balancing energy
service type (i.e., FCR, aFRR, mFRR, or RR) in the variables ϑC and ϑi,
the service starting time γC and γi, the ending service time γC and γi, and
the power capacity to shift rC and ri. However, this request Γi from the
Coordinator is considered in the Planning phase, while in the Tuning phase,
only ri ± ∆ri is taken into account, where ∆ri is a fine tuning value. The
Coordinator divides the request rC into the i aggregators, and fulfils:

rC =
I∑

i=1

ri. (5)

Moreover, Φ reports the capacity, this could be ΦC from the Coordinator
or Φi the aggregators i = 1, 2, . . . , I. The reported values are the actual
power PC and Pi, and the flexibility capacity φC and φi. The Coordinator
computes the net power PC and the flexibility φC as:

PC =
I∑

i=1

Pi, and φC =
I∑

i=1

φi. (6)
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3.2.2. Control Algorithm

The Coordinator is developed by considering a feedback control sequence
to follow the baseline power PBaseline. When an increase or reduction request
arrives at the BSP, the target to follow is modified from considering only
the baseline power to considering the baseline and the SO request. This is
performed in the planning phase, in which the Coordinator aims to minimise
the power baseline-following error by considering the energy requests. Then,
the Coordinator decides the energy service each SEA must provide (taking
into account that all SEAs have different response times), by defining the
power that each SEA should follow. To sum up, the Coordinator deals with
the following optimisation problem in the planning phase:

min
Pi, i=1,2,...,I

I∑
i=1

Pi − PBaseline ± r (7a)

s.t. SEAi Capacities (7b)

SEAi Dynamics (7c)

∀i = 1, 2, . . . , I (7d)

The solution to the previous problem is the power Pi that each SEA should
follow. Notice that these solutions are always feasible under the capacity
information reported at the planning phase.

To summarise the Coordinator operation in both phases, the logic pre-
sented in Algorithm 1 is proposed. The first step of the algorithm is to
identify the set L of aggregators able to provide fast services and acquire
their stabilisation times ts,i for computing ∆tT . Then, the total number of
time slots KT in the tuning phase is calculated based on the operation hori-
zon H. The feedback control strategy starts in Step 5. On the one side, in
the planning phase (Step 6), the Coordinator solves the problem presented
in Eq. (7). On the other hand, in the tuning phase (Step 11), the algorithm
assesses if the power baseline-following error is higher than the acceptable
tolerance D on each SEA. Then, when the error is higher, the algorithm
searches between the SEAs already in steady-state the one with maximum
flexibility to request a slight modification ∆ri of its current demand in order
to supply the power deviations of SEAi.
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Algorithm 1 Coordinator Logic

Input: PBaseline, ΓC , Φi ∀i = 1, 2, . . . , I
Output: ΦC , Γi ∀i = 1, 2, . . . , I
1: Identify the set L = {SEAi | SEAi with fast response}
2: Acquire ts,i ∈ L
3: ∆tT > max{ts,i ∈ L }
4: KT = H/∆tT
5: for kT ← 1 to KT do . Coordinator loop
6: if kT is in Planning phase then
7: Solve Problem in Eq. (7) . Set-point re-computation
8: ri ← Pi

9: return ΦC

10: else . Tuning phase
11: for i← 1 to I do
12: ∆ri = |ri − Pi|
13: if ∆ri > D then
14: Identify the SEAm ∈ L in steady-state and with max{φ}
15: Pm ← rm + ∆ri
16: end if
17: end for
18: return Γi ∀i = 1, 2, . . . , I
19: end if
20: end for

4. Unified Aggregation Framework: Case Study

In this section, a case study of a hierarchical structure for a BSP is pre-
sented, taking into account the Coordinator and three different SEAs with
its flexible load models (see Figure 4). Later, simulation results of the BSP
operation are presented.

4.1. Specialised Energy Aggregator

The SEAs considered in the BSP low level are presented below. Three
types of load with different characteristics and aggregation strategies are
included for illustrative purposes. However, the framework can be applied
to any other flexible load, provided that an automatic control strategy for
power regulation is available and the response time of the closed-loop system
fits into any of the services described in Section 2.
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Figure 4: Two-level BSP structure: case study.

4.1.1. ThermoElectric Refrigeration SEA

A ThermoElectric Refrigeration (TER) is a solid-state energy-conversion
technology that exploits the Peltier effect to convert electricity into thermal
energy for heating or cooling. Reference [76] proposes an aggregator for
large populations of TERs, providing both upward and downward power
deviations. The flexibility is achieved by changing the temperature set-point
to the highest or lowest limit of each TER. The aggregated dynamic response
is represented by linear transfer functions.

The aggregator (TER-SEA) is a proportional-integral (PI) feedback con-
troller. The TER-SEA decides the amount of TER systems that must mod-
ify the temperature set-point βTER (nominal, high, or low) based on the
high-level coordination request rTER and power consumption PTER of the
population. It is designed to avoid any rebound effect after providing any
balancing service, leading to long recovery time; however, this is not desirable
when coordinating several aggregators. Therefore, the TER-SEA controller is
here improved for achieving faster changes when providing different services
and interacting with many aggregators. This controller has the opportunity
of changing the proportional and integral parameters for synchronising the
power in few seconds when interacting with other SEA. In fact, due to the
fast response of the TERs, instantaneous changes after the activation of a
service can be considered. The interaction between TER-SEA and TER is
depicted in the purple blocks of Figure 5.
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4.1.2. Water Booster Pressure Systems SEA

Water Booster Pressure Systems (WBPS) are responsible of supplying
water and maintaining adequate pressure levels in a building pipeline. Ref-
erence [10] proposes an aggregator for large populations of WBPS, provid-
ing downward power deviations. The flexibility is achieved by changing the
pressure set-point for each pressure tank. The aggregated dynamics are rep-
resented as a discrete time model with sampling time of 3 min.

The aggregator (WBPS-SEA) is a discrete-time PI controller with gain-
scheduling. The WBPS-SEA offers downward flexibility by deciding the
amount of WBPS whose pressure set-point must be modified (βWBPS), based
on the high-level coordination request rWBPS and current power consump-
tion PWBPS. The interaction between WBPS-SEA and WBPS is shown in
the red blocks of Figure 5.

4.1.3. Electric Vehicle Charging Station SEA

An Electric Vehicle Charging Station (EVCS) is composed of various
chargers, to which electric vehicles (EVs) connect for being charged. Ref-
erence [77] proposes an aggregator to manage the charging profiles of the
EVs served by the EVCS. The model considers a switching behaviour of the
chargers, caused by the arrival and departure of EVs. The EV charger flexi-
bility is defined as the maximum power deviations, given a nominal charging
profile, that guarantee proper charge level at the end of the charging period.

The aggregator (EVCS-SEA) is based on a Model Predictive Control
(MPC) strategy that aims following the aggregated power scheduled in the
baseline and the Coordinator request rEV CS, i.e., looking for minimising the
baseline tracking error considering a penalty cost, subject to the charger state
of charge dynamics (SoCi) and technical limits. The decision variables are
the power delivered by each charger and the flexibility capacity. Moreover,
the SEA has the capability to schedule a day-ahead power demand based
on the expected EV chargers request. The baseline is formulated as an op-
timal control problem to minimise the operation cost while maximising the
flexibility capacity, subject to battery dynamics and technical limits. This
aggregator can provide upward and downward flexibility. The green blocks
of Figure 5 show the interaction between EVCS-SEA and EVCS.

To summarise, Table 2 presents the main aggregators characteristics, con-
sidering response time, sampling time ∆t, and upward and downward flex-
ibility of each SEA. In fact, the TER-SEA and WBPS-SEA information is
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Figure 5: BSP operation scheme.

acquired from [76] and [10], respectively. In addition, according to [77] the
EVCS-SEA response time is limited by-few minutes, then, for sake of sim-
plicity, a 3 minutes response time and a 1 minute ∆t are defined.

Table 2: SEA main characteristics

SEA
Response

∆t
Downward Upward

time Flexibility Flexibility
TER-SEA 20 s 1 s 63% (FCR) or 53% 123% (FCR) or 85%
EVCS-SEA 3 min 1 min Based on definition of reference [77]
WBPS-SEA 9 min 3 min 27% 0

4.2. Simulations of the Balancing Service Provider Operation

Simulation campaigns were performed to evaluate the capability to pro-
vide FCR, FRR, and RR services. The results compare the baseline power
schedule with the actual power consumption considering the balancing ser-
vices provision.

The SEA baseline power schedules are defined as: i) nominal power con-
sumption for the TER-SEA and the WBPS-SEA, considering residential
TERs and WBPS; and ii) the day-ahead scheduling for the EVCS, taking
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into account a station with 25 chargers, each one capable of injecting 8 kW.
More information related with the simulation parameters can be found in Ta-
ble 3. In fact, the tuning phase operation sample time is ∆tT = 3 min, i.e.,
the Coordinator operation sample time. This time is obtained by analysing
the very short duration time response aggregators, in which the TER-SEA
and EVCS-SEA are suitable (see Table 2). Then, being ∆tT ≥ 1 min
and considering the WBPS-SEA sampling time, a 3 minutes sampling time
is defined for the tuning phase. Moreover, the planning operation phase is
defined as ∆tP = 15 min, considering it as the dispatch time.

Table 3: Simulation parameters

Parameter Value
Number of TERs 4000
Number of WBPS 1000
Number of EV chargers 25
∆tT 3 min
∆tP 15 min

Based on Table 2, the flexibility offered by each SEA is fixed as the
capacity found by the proposers of the aggregators:

• TER-SEA: considering the flexibility for RR service, the upward and
downward capacities are 85% and 53% of the baseline, respectively.

• WBPS-SEA: the downward flexibility capacity of 27% of the baseline
is considered.

• EVCS-SEA: upward and downward flexibility capacities based on the
chargers flexibility definition provided in [77] are considered.

Figure 6 presents the flexibility offered by each aggregator, as well as the
aggregated capacity offered by the BSP to the SO. The total flexibility is
always higher than ±100 kW. However, the flexibility usage will depend on
the service provision, e.g., with the purpose of providing all the balancing
services in the same frequency restoration process, i.e., FCR, FRR, and RR,
it is not possible to offer 100% of the capacity. In fact, only the TER-
SEA can provide fast services such as FCR. Then, following the frequency
restoration process presented in Figure 1, the maximum capacity is defined
by the aggregator with the fastest response, i.e., TER-SEA. Moreover, for

22



long-lasting services such as mFRR and RR, the flexibility offered by the
BSP can be the complete capacity depicted in Figure 6.

Figure 6: Flexibility of the BSP.

The BSP performance in a frequency restoration operation is evaluated
for two different energy balancing service provisions:

• Case 1 : Providing all the balancing services. Therefore, the maximum
capacity provision is constrained by the TER-SEA (the one with a fast
response). Moreover, this case follows an idealistic scenario because no
command propagation delay is supposed, i.e., the information exchange
between all the participants is instantaneous. Then, two approaches are
evaluated:

– Case 1.a: Each SEA provides a specific service every 15 minutes.
Nevertheless, the RR service is provided by all the SEA.

– Case 1.b: The services are provided by overlapping the SEA power
requests, following an idealised provision case (see Figure 1).

• Case 2 : Providing the mFRR and RR services. Then, the capacity
provision is much higher than in Case 1. Moreover, this case follows a
realistic scenario because the commands propagation delays are taken
into account.

Both cases 1 and 2 are evaluated in MATLAB/Simulink simulations.
These cases provide different power capacities due to the maximum power
the TER (fast service) can provide to the grid in the Case 1, and the total
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flexibility all the SEAs can provide in the Case 2. The Coordinator defines
and reports to the SEAs the power deviation they should follow. Moreover,
in the simulations, only reduction power requests by the SO are analysed due
to the WBPS response that only considers flexibility reduction.

Figure 5 shows the two-level structure operation, with the two-level BSP.
The TER and WBPS sets are represented by linear transfer functions. These
functions allow the simulation to be computationally lightweight. Besides,
the MPC and EV charger dynamics are run in MATLAB.

4.2.1. Case 1.a

The case study evaluates a frequency restoration process where all the
aggregators participate in providing balancing services in an idealistic sce-
nario, i.e., the information exchange between the Coordinator and the SEAs
is instantaneous as well as the SEAs responses are assumed to be immediate.
The FCR, aFRR, and mFRR services are provided by a single SEA consider-
ing the time response of each one. Figure 7 presents this operation, it depicts
how the BSP performs the services when the SO requests a power reduction
of r=40 kW from minute 30 to 90. The Baseline power is 305.82 kW, the
ideal RT power is 265.82 kW, while the BSP RT average power is 265.88 kW,
achieving an average error of 22.6 W and standard deviation of 0.78 kW.
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Figure 7: BSP performance in Frequency restoration operation, (Case 1.a).

Moreover, Figure 8 shows the power capacity of each SEA. Likewise, the
Coordinator operation requests are observed, in which the planning phase
operation is noticed every ∆tP at the minutes 30, 45, 60, and 75. Indeed,
the TER-SEA is called to modify its capacity at minute 30 from 62 kW
to 22 kW in the following 15 min service provision (see Figure 8a). In the
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EVCS-SEA, the initial capacity is 81 kW; however, the baseline power for
the restoration process hour is 89 kW, leading to 49 kW when providing
the service from minute 45 to minute 60 (see Figure 8b). Regarding the
WBPS-SEA, the initial capacity is 155 kW, and the maximum deviation (60
- 75 min) reaches 112 kW (see Figure 8c). Notice that the tuning phase
operation is not managing the SEAs variations between minutes 30 and 75,
this is because of the Case 1.a nature, in which only one SEA is operated
by the Coordinator every 15 min. However, the last 15 min service (from
minutes 75 to 90) all the SEAs are called to modify their power demand.
The tuning phase operation takes action in the EVCS-SEA to reduce the
WBPS-SEA variations.

0 15 30 45 60 75 90 105 120

0

50

(a) TER SEA.

0 15 30 45 60 75 90 105 120

50

100

(b) EVCS SEA.

0 15 30 45 60 75 90 105 120

120

140

160

(c) WBPS SEA.

Figure 8: Single aggregator response in Frequency restoration operation for Case 1.a.

Figure 9 shows the percentage of TER and WBPS systems whose flexi-
bility is activated by the SEA to follow the power request. The maximum
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power deviation of the BSP is computed as the maximum power the TER-
SEA can provide, in this case for 15 minutes. In addition, a ramp-down
phase is considered at the end of the service to avoid a rebound effect of the
BSP.
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Figure 9: Flexibility activation of TER and WBPS systems (Case 1.a).

Concerning the performance of the EVCS-SEA (see Figure 8b), in the
time period between minute 75 and minute 90 the power is not constant.
In fact, in this period the Coordinator modifies the EVCS consumption de-
pending on the other SEAs consumption. In particular, the WBPS-SEA has
small variations when following its request; then, the EVCS is operated every
Tuning phase of the Coordinator operation to maintain the balance. Notice
that the baseline power schedule varies at each hour.

4.2.2. Case 1.b

In this case, the Coordinator manages the SEAs with a strategy similar to
the one presented by [62], considering ramps rates and times per service (see
Figure 1). This case follows an idealistic scenario as in Case 1.a. Figure 10
presents the power response of the BSP when aggregating the SEAs power.
The SO requests a power reduction of r=57 kW, 17 kW higher than in Case
1.a. The baseline power is 305.82 kW (the same as Case 1.a), the ideal RT
power is 248.82 kW, while the BSP RT average power is 249.00 kW achieving
an average error of 71.5 W and standard deviation of 0.10 kW (lower than
in Case 1.a).

Figure 11 shows the power capacity of each SEA. The planing phase
operation is carried out every ∆tP as in the Case 1.a. Nevertheless, the
Coordinator manages all the SEAs every 15 min instead of one SEA per
kP . The SEAs initial capacities are the same as in Case 1.a; however, the
maximum power deviations are higher (but for less time). The TER-SEA
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Figure 10: BSP performance in Frequency restoration operation, (Case 1.b).

and the EVCS-SEA reduce the power as requested by the coordinator, but
only for 3 min, while the maximum reduction in WBPS-SEA is 44 kW.

The TER-SEA is the first SEA commanded to modify consumption (see
Figure 11a), as it is the only one that can provide the FCR energy service.
Therefore, the maximum power is defined by the maximum capacity of this
SEA in the specific time window (∆tT =3 min in this case). Moreover, the
Coordinator, in the tuning phase is constantly changing the requested EVCS-
SEA power (see Figure 11b) due to the variations of the WBPS-SEA (see
Figure 11c).

The percentage of systems changing temperature set-point (for TERs) as
well as the percentage of systems changing pressure set-point (for WBPSs)
are depicted in Figure 12. Also in this case, a ramp-down phase is considered
to avoid a rebound effect at the end of the BSP energy provision.

4.2.3. Case 2

This case study assesses the provision of the energy services mFRR and
RR. In particular, the mFRR service looks to stabilise the frequency of the
electricity grid by considering a 12.5 min interval of full activation, i.e., much
longer than in Case 1 (30 s). Then, this allows the BSP to provide a higher
capacity due to the participation of all the SEAs and not only the faster. In
addition, this case follows a realistic scenario that considers the commands
propagation delays.

Figure 13 depicts the BSP. It can be seen that the BSP stabilises after
6 min when all the SEAs are following its Coordinator requests. In this case,
the SO power reduction requests is r = 122.78 kW, that is, 82.78 kW higher
than in Case 1.a, and 65.78 kW higher than in Case 1.b. The baseline is the
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Figure 11: Single aggregator response in Frequency restoration operation for Case 1.b.

same than in Case 1, i.e., 305.82 kW. The expected RT power is 183.04 kW,
whereas the actual average BSP power is 182.93 kW.

Figure 14 shows the power capacity of each SEA, taking into account the
commands propagation delays. The initial power requested at minute 30 by
the Coordinator to the SEAs in the operation planning phase operation are:
rTER = 27.72 kW, rEV CS = 56.00 kW, and rWBPS = 39.06 kW. The WBPS-
SEA request is not modified up to the end of the service (see Figure 14c),
whereas the requests for the EVCS-SEA and the TER-SEA are modified at
minute 75 due to a lack of flexibility reported by the EVCS-SEA. Notice that
the TER-SEA is used to handle the other SEAs set-point change, e.g., until
the EVCS-SEA achieves the new set-point at minute 78 (see Figure 14b). In
the same way, the WBPS-SEA variations are managed in the tuning phases
by modifying the TER-SEA power (see Figure 14a).
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Figure 12: Flexibility activation of TER and WBPS systems (Case 1.b).
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Figure 13: BSP performance in Frequency restoration operation (Case 2 ).
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Figure 14: Single aggregator response in Frequency restoration operation for Case 2.
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The percentage of systems changing the temperature set-point (TERs) as
well as the percentage of systems changing pressure set-point (WBPS) are
depicted in Figure 15.
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Figure 15: Flexibility activation of TER and WBPS systems (Case 2 ).

Finally, Table 4 summarises the main differences between Case 1.a, Case
1.b, and Case 2. It can be seen that Case 1.b considers a higher power
reduction when considering fast services (Case 1) due to the duration of the
first interval when the TER-SEA is activated (3 min). However, Case 2
presents a much higher capacity provision due to the longer activation time.
In Case 1.b and Case 2 the standard deviations are lower because the tuning
phase operation is constantly correcting the power deviations through SEAs
set-points. In addition, the tracking average error is higher in Case 1.b.
Nevertheless, in all cases, the error is lower than 0.03%.

Table 4: Comparison between Case 1.a, Case 1.b, and Case 2.

Parameter Case 1.a Case 1.b Case 2
Max power reduction 40 kW 57 kW 122.78 kW
Activation time 20” 24” 6’2”
Tracking average error 26.6 W 71.5 W 60.1 W
Standard deviation 0.78 kW 0.10 kW 0.24 kW

5. Conclusions and Future Work

This paper has presented a unified framework of aggregation for dis-
tributed energy sources, through a two-level coordination model for a Bal-
ancing Service Provider (BSP). In particular, the low level aggregation is

30



asset-based, i.e., there is a set of Specialised Energy Aggregators (SEAs),
whereas the high-level aggregation is provided by a single Coordinator.

The Coordinator interacts with the System Operator (SO) for provid-
ing balancing services to the electrical grid within the European context of
electricity balancing. Each SEA aggregates different balancing responsible
parties characterised by the same asset (e.g., electric vehicle chargers) and
interacts with the Coordinator. All the SEAs and the Coordinator interact
in a two-level hierarchical structure that forms a BSP. The proposed inter-
action framework guarantees to the users a high level of information privacy
protection, because the user-related information is only used by the single
SEA, while each SEA sends only aggregated information to the upper level,
without the possibility to recognise the single user behaviour.

The Coordinator operation is formulated as a two-phase operation. The
first phase, called Planning phase, generates the scheduled energy consump-
tion of every SEA for the next dispatch time interval. The second phase,
called Tuning phase, allows to correct the unexpected SEA energy consump-
tion variations, which are caused by the uncertainties of the flexible loads.
Within this framework, the main information exchange parameters between
the Coordinator and its main stakeholders, the SO and every SEA are de-
fined. The information used is restricted to the power capacities and the
balancing services to be provided. A control algorithm for the Coordinator
has been derived, considering an optimal feedback control sequence. The aim
of the algorithm is to minimise the power baseline-following error by taking
into account the balancing service requests from the system operator.

A case study with three different SEAs has been presented to assess the
validity of the solution. In the model, the type of loads managed by each SEA
greatly differ in terms of technical characteristics, i.e., thermoelectric refrig-
eration units, electric vehicle charging stations, and water booster pressure
systems.

The BSP performance has been assessed in diverse simulation campaigns
for frequency restoration operations. The simulations illustrate the provision
of fast services, like frequency containment reserves, as well as longer term
services as replacement reserves. It was found that a higher capacity for
the replacement reserve service can be provided due to the participation of
multiple SEAs in this service, while only the fastest SEAs can provide fast
restoration services.

Future works will consider new services linked to the fast-frequency re-
serve and the inertial support, which are much more power-intensive and
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more compatible with assets which may be used as grid flexibility assets, yet
presenting a different primary use.
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