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A B S T R A C T   

This paper presents a new thermo-hydraulic model for district heating systems simulations, which aims at being a 
fast and accurate tool to simulate highly renewable networks characterized by fluctuating energy profiles. The 
main novel aspect of the tool lies in the heat transmission modelling over long pipes based on a Lagrangian 
numerical approach. In comparison to other existing models, this approach significantly reduces computational 
time and it increases results’ accuracy. The elaborated method avoids numerical diffusion in the results and 
consequently allows proper prediction of temperature propagation, especially in case of fast changes of fluctu-
ating profiles. The tool is built following a modular procedural programming approach in order to facilitate the 
simulation of multicomponent system. Thanks to its modular structure, every components of the system is built 
with the same structure that is differently declined according to each component’s requirements. In this way, 
new additional elements’ models easily fit the existing ones. 

The model is validated under real operating conditions with hourly monitoring data of an Italian district 
heating network. 

The results show good correspondence also in the most peripheral nodes of the network, where the largest 
deviations are normally encountered, thus making the model a reliable and fast simulation tool for district 
heating network design and operational control.   

1. Introduction 

District heating systems are energy infrastructures allowing the 
reduction of primary energy consumption [1] through the exploitation 
of local synergies between demand and available sources such as waste 
heat recovery and large use of renewable energies [2]. The exploitation 
of local renewable energy sources, especially in urban areas where free 
space is an issue, has brought to several projects of distributed inte-
gration of renewables and waste heat in existing and new DH systems 
[3–7]. In future energy systems, where heating and electrical sectors are 
strongly interconnected though DH [8], demand side management 
techniques and flexibility potentials strategies will be realized in DH 
systems especially in new generation ones such as 4GDH and 5GDH 
systems with distributed users located heat pumps [9]. 

Following this trend, DH networks are going to be more complex, 
with several generation systems distributed along the network and 
characterized by highly fluctuating energy profiles A detailed repre-
sentation of temperature fluctuation propagations and pressure drops 
along these networks is therefore essential for both planning and 

operational optimisation. More specifically, it is desirable to evaluate, in 
each point of the network and over time, the variables that uniquely 
describe the status of the system: temperatures, flowrates and pressures. 
This to better forecast the performances of the distributed generation 
systems and their impacts on the network. Despite the well-known 
governing equations and the existing modelling approaches, the devel-
opment of a fast and accurate DH simulation tool capable to predict the 
thermal and hydraulic behaviour of a DH network is not a trivial task 
that still needs further developments. Because of the large extension and 
the number of ramifications that usually characterize the DH systems, 
the effectiveness of thermal networks’ modelling is still an open topic 
that the work here presented addresses: this paper presents a new 
thermo-hydraulic modular simulation model conceived for complex DH 
systems. The tool novelty lies in the inclusion of a pipe heat transmission 
model based on the Lagrangian method of characteristics. The approach, 
that has been presented and validated by the authors for one singe pipe 
in Ref. [10], is here integrated in a full simulation tool applied to a big 
scale DH system. In addition, the tool main advantage is that it’ built 
with a modular procedural programming approach that facilitates the 
construction of multiple components models. The thermo-hydraulic full 
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Contents lists available at ScienceDirect 

Energy 

journal homepage: www.elsevier.com/locate/energy 

https://doi.org/10.1016/j.energy.2023.128397 
Received 17 March 2023; Received in revised form 4 July 2023; Accepted 9 July 2023   

mailto:alice.denarie@polimi.it
www.sciencedirect.com/science/journal/03605442
https://www.elsevier.com/locate/energy
https://doi.org/10.1016/j.energy.2023.128397
https://doi.org/10.1016/j.energy.2023.128397
https://doi.org/10.1016/j.energy.2023.128397
http://crossmark.crossref.org/dialog/?doi=10.1016/j.energy.2023.128397&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Energy 282 (2023) 128397

2

model accuracy of the entire network is here investigated under real 
operating conditions by the comparison with yearly monitoring data of 
an Italian DH company located in the municipality of Lodi. 

1.1. Existing models 

The simulation of DH systems involves the description of both the 
hydraulic and thermal behaviours. The most commonly used mathe-
matical model of thermo-hydraulic networks is the pseudo-dynamic 
[11], which has a steady-state formulation of the hydraulic problem 
and a dynamic solution of the thermal one. 

1.1.1. Models of the hydraulic problem 
The first approach to solve flow and pressures propagation over 

meshed network was developed by Hardy-Cross and it’s based on the 
independent solution of each network loops by iteration. For a given 
pipe loop with known inlet and outlet flowrates, the unknown pipes’ 
flowrates are calculated by an iteration process based on initially 
guessed flow values and a corrective factor. Flows’ continuity equations 
at pipe nodes and pressures drops balances inside the loops are iterated 
until the corrective factor is zero. The Newton-Raphson method has 
been later used to solve water networks problems by applying it to 
pressure drops function. The method is matrix based, again iterative, but 
with multiple corrective factors, one for each flowrate value, and it’s 
based on linear approximation of pressure drops functions. 

In [12] the equations describing the hydraulic and dynamic thermal 
behaviour are solved simultaneously in a coupled Newton-Raphson 
power flow calculation. In Ref. [13] a new method to solve steady 
state hydraulics of complex networks is presented as more efficient an 
easier than the Hardy Cross method. 

Some works include hydraulics dynamic behaviours in the modelling 
such as [14]. 

In [15] a DH model designed for multiple loops network is presented: 
the hydraulic problem is solved through the loop equation method, 
while the thermal one is solved with an upwind finite-difference 
method. 

In [16] a method to solve both thermal and hydraulic problems of DH 
systems involving loops is presented. The model solves separately the 
transportation and the distribution networks to reduce computational 
costs; mass, momentum and energy conservation equations are written 
in a matrix form for all networks nodes. A similar model is applied in 
Ref. [17] to show how to exploit DH flexibility to shave peaks thanks to 

optimized flow rate control, while in Ref. [18] a model for the optimi-
sation of meshed network is presented. 

1.1.2. Models of the thermal problem 
Several works dealing with the dynamical simulation of temperature 

propagation along the network have been found in literature and they 
are described in the following. 

Simplifying approaches such as black box models [19] and aggre-
gation methods [20] are useful to reduce simulation’s time; nevertheless 
they are not adequate to study distributed energy connections in the 
networks since the connection with the network topology is lost. 

Physical models, which explicitly describes the system’s physical 
aspects, are preferred in this work application [15]. Heat transport 
physical models can be distinguished according to the method used to 
solve the advection problem; two main approaches can be identified: 
finite element and plug flow. Benonysson presents these two approaches 
in Ref. [11]: the element method is a finite difference method solving 
energy balance equations; the node method calculates pipes’ temperature 
using time history of inflow temperature and mass flowrate being a 
version of plug flow approach. 

Despite its great accuracy, the element method has two major 
drawbacks which affects its usability: the calculation time length and the 
occurrence of artificial numerical diffusion. Palsson [21] describes a 
different discretization scheme to be used in the element method, 
QUICK, intending to limit the numerical diffusion of upwind different 
scheme. Further work on finite difference modelling can be found in 
Refs. [22,23] where a new model of pre-insulated twin pipes is pre-
sented and in Ref. [15] where a model based on finite element is pro-
posed to simulate networks with multiple meshes. 

Concerning the node method, its strength is that, based on the plug 
flow approach, it only calculates incoming water segment propagation 
time and thermal losses. In this way, computational efforts are signifi-
cantly smaller and artificial diffusion is avoided. The node method 
tracks the propagation time and the temperature value of all the water 
volumes travelling through the pipe. Nevertheless, its drawback can be 
found in the outlet result calculation that loses accuracy by mixing outlet 
volumes temperatures in a single value. Gabrielaitiene has given major 
contribution in analysing the node method performances thanks to 
several studies in comparing it with other modelling approaches [24], 
with commercial software TERMIS [25–27] and with monitoring data 
[28]. The outcome of these analyses is that the node method is faster and 
it doesn’t’ show numerical diffusion, but it presents inaccuracies in 

Abbreviations 

DH District Heating 

Nomenclature 
a friction coefficient, m− 2 kg− 1 

C linear heat capacity, J m− 1 K− 1 

F force, N 
h linear heat transfer coefficient, W m− 1 K− 1 

L pipe length, m 
m mass, kg 
ṁ mass flow rate, kg s− 1 

p pressure, Pa 
Q̇ heat, W 
T temperature, ◦C 
t time, s 
v fluid velocity, m s− 1 

U internal energy, W 
Ẇ work, W 
x pipe section length, m 

Greek symbols 
θ temperature, advection problem solution, ◦C 
Δ delta, difference 

Subscripts 
B equivalent boundary layer (water boundary layer and steel 

pipe) 
c turbulent core 
diss dissipation losses 
e edge 
el electric 
ext external environment 
gen generation plant 
i pipe number 
in inlet 
ins insulation 
loss heat losses 
n node 
out outlet 
w water  
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distant point of the network with sharp temperature variations. Starting 
from the investigations of the node method inaccuracies, the authors of 
this work have developed a new Lagrangian numerical approach to 
simulate heat transmission in DH pipes by solving these issues. The pipe 
model presented in Ref. [10] is therefore here integrated in a full system 
model. 

A similar approach is used in the pipe modelling of TRNSYS software 
[29]. An implementation of a Lagrangian approach to deal with the 
thermal simulation of piping network is presented in Ref. [30]: the 
author presents a district cooling network model emphasising the suc-
cess of this modelling approach in particular with the elimination of 
numerical diffusion. A more recent paper [31] presents the comparison 
between the node method and the full implicit and Crank–Nicolson 
finite difference approaches: the results aim at helping future DH opti-
misation tool designers to choose an adequate pipeline model. In 
Ref. [32] a new model approach combining the features of plug-flow and 
discrete stirred tank includes the longitudinal dispersion of turbulent 
fluid, a novel aspect which is usually neglected, but that gain importance 
in low flow regime. 

1.1.3. DH systems models 
Using the presented approach, DH full system simulation tools have 

been found in existing works. An optimisation tool for DH network in 
Ref. [33] uses the pipe model presented in Ref. [10] as a planning tool 
for systems management. In Ref. [16] a full DH model for meshed 
network is presented based on finite elements approach. 

In [34] a Lagrangian approach is used in a DH simulation tool: the 
tool focuses on the solution of the complex challenges of this numerical 
approach when a water segment has to traverse a highly branched 
network using recursive methods within the timestep. The tool has a 
particular accuracy in describing the mathematical approach and is rich 
in components variety, nevertheless is not validated under real oper-
ating conditions. 

In recent year there has been a growing interest in using object- 
oriented modelling to simulate DH system. The plug flow approach 
has been preferred in this type of application: in Ref. [35], Giraud et al. 
present a Modelica library conceived to simulate DH networks and solar 
thermal integration; in Ref. [36], Van Der Heijde et al. show a Modelica 
software implementation of a thermo-hydraulic plug-flow model for 

thermal networks and validate it experimentally. 
Following the purpose of open source models, some Python [37] 

based libraries have been built. DHNx [38,39] is the package inside the 
Oemof [40]optimisation framework that contains DH network optimi-
sation and simulation models. In Ref. [41], DiGriPy, a newly developed 
Python tool for the simulation of DH networks based on the TESPy [42] 
package is presented. 

Concerning the use of these models in real operational conditions, 
there’s a general lack of works presenting validations based on long 
period measurements of real networks: in Ref. [28] the author presents 
an entire network validation for 2 winter days, in Ref. [27] 4 spring days 
are considered to validate a DH network, while in Ref. [43] a small DH 
network is validated during one winter day. 

1.2. Motivation of the work 

The analysis of existing models presented in the previous section 
highlights the advantages and limits of the most commonly used models 
based on finite element discretization. For these reasons the authors 
have chosen to developed a thermo-hydraulic model, which is here 
presented and investigated in its accuracy, with a novel modelling 
approach depending on the spatial extension of the system components. 

The main strength of the work here described is represented by the 
modularity of the simulation tool, able to model complex system and 
flexible enough to choose the appropriate modelling approach for each 
component with the ambition to pursue a good compromise between 
simulation’s accuracy and rapidity. The modular procedural program-
ming approach used in the coding phase is particularly suitable for the 
modelling of multicomponent phase system. In fact, this programming 
syntax keeps the same common modelling framework for all the ele-
ments but it allows every component to be described by its own char-
acteristic equations solved with different approaches. 

The flexibility of the instrument is best expressed in the choice of the 
approaches to solve the thermal problem, different for each component. 
For all components that do not have a prevailing geometric dimension, a 
lumped capacity approach is used where the spatial discretization co-
incides with the single element. For the network pipes’ model, the 
variable spatial discretization defined by the method of characteristics is 
chosen as presented by the author in Ref. [10]. In Ref. [10], the turbu-
lent flow heat transmission model has been tested in a single pipe 
application: the results have shown that the temperature profile over 
long pipes is properly reproduced. Still, the benefits of this modelling 
approach can be fully appreciated only at the entire system scale, 
especially big scale system, which is instead shown in this paper. The 
aim of this paper is to show that the promising results presented in 
Ref. [10] for a single pipe are confirmed along the entire network 
together with the hydraulic behaviour prediction. The validation 
through the entire network modelling is particularly important in the 
Lagrangian approach because, differently from existing models, it allows 
the water volumes tracking though the entire network, in junctions and 
mixing points. The full model here presented allows fast simulations of 
big scale system with high quality accuracy especially in peripheral 
network points in case of rapid temperature variations. 

After recalling the main assumptions and equations constituting the 
thermal and hydraulic models, the paper presents the comparison be-
tween the temperatures predicted by different simulations and their 
experimental counterparts. 

2. Methodology 

The aim of this work is to present the developed model and to vali-
date its accuracy by applying it to a real DH network to simulate its 
behaviour. The main methodological steps are shown in Fig. 1 and 
described in the following. 

First the geometry of the DH system, the network in particular, is 
taken from a GIS (Geographical Information System) file and converted 

Fig. 1. Methodological steps.  
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in a mathematical graph as described in paragraph 2.1.1. The network 
graph is the input of the second step, the dynamical model, that is 
described in detailed in this chapter. The general modular modelling 
framework is developed and declined to every component’s model to 
solve the hydraulic and thermal problem, solved in parallel, as described 
in 2.1.2, 2.2 and 2.3. The two available approaches to solve the thermal 
model, the lumped capacity upwind discretization and Lagrangian 
characteristics method, are described in 2.3. The Lagrangian approach 
implemented in this model can be used for tree shaped network only, for 
meshed network the lumped capacity upwind scheme is used. The model 
is written in Matlab and can be used to simulate city scale DH system 
with several users (in this case almost hundreds). 

The built model is then applied to a real network in the north of Italy 
where a reference year has been used to simulate the hourly behaviour 
of the entire system. Finally the results of the simulations are compared 
to monitoring data in the main generation system, paragraph 3.2.2 and 
in user substations 3.2.1. 

2.1. The model 

This section describes the structure of the simulation tool and the 
mathematical model built to simulate pressure drops and temperature 
transient along the network. The main purpose of this modular simu-
lation tool is the solution of the thermal and hydraulic problems char-
acterizing the overall DH system that is here represented by a graph with 
edges and nodes. Each element’s thermal and hydraulic behaviour is 
modelled through the equations of mass, momentum and energy con-
servation, declined differently for each component. The obtained out-
puts are the independent variables describing the system behaviour, in 
time t and space x in each i node of the network:  

• Temperature Ti(x, t).  
• Pressure pi(x, t).  
• Mass flowrate ṁi(x, t). 

The network is mathematically represented by a graph whose edges 
are the components constituting the system and the nodes represent the 
joints where the balance equations occur. 

The model is based onto the following hypothesis:  

• the water is considered as an incompressible and homogenous fluid;  
• the material properties have constant values;  
• the timestep is constant;  
• the Lagrangian approach is used for pipes in tree shape network 

while finite difference is used for meshed network. 

The model currently includes the following elements models that are 
described in detail in the Appendix:  

• Pipe: main element of the distribution network that generates heat 
losses and pressure drops.  

• Pump: element that increases the pressure in the system and covers 
the friction losses thanks to electrical consumption. Two types are 
available fixed and variable speed. It usually represents the main 
pumping sites in the central plant.  

• Generation plant: heat producer with a certain efficiency responsible 
for keeping a certain set point of supply temperature. 

• User substation: heat exchanger that represents the heat consump-
tion at customers’ substation causing a temperature reduction and 
pressure drop between supply and return line. 

2.1.1. The network components’ representation 
The system is mathematically built as a graph where the components 

are modelled as edges connected by initial and final nodes. Every 
element has one lumped capacitance thermal node and two zero- 
capacity hydraulic nodes, characterized by their relative variables, 
temperature Ti and pressures pi, as shown in Fig. 2. 

The temperature of the edge is assimilated by its outlet node tem-
perature. Every system’s component is modelled by its constitutive 
equations: a unique modelling structure is however kept common for all 
the components to facilitate elements’ connections following a proce-
dural programming approach. 

The network geometry input is built from the network GIS 
(Geographical Information System) shape file that is processed with a 
sequence of steps that connects edges and nodes and identify common 
nodes between edges. In particular, the application of the Depth-First 
Search algorithm [44], one of the most common graph algorithm, al-
lows the subsequent numbering from the root point - the generation 
plant - towards the most peripheral points of the tree graph - the users. In 
this model, the supply and return line are symmetrical so the path is 
done backword for the return line. Fig. 3 shows the resulting numbering 
of the system elements. This ordered graph representation of the 
network is of particular importance since the solution of the distribution 
network heat propagation model is performed with a Lagrangian 
approach, so the order of the elements solution has an impact on the 
calculation. 

The mathematical description of the entire system is therefore a 
graph composed by Nn nodes and Ne edges, where the edges are 
constituted by the network elements, such as pipes, pumps, heat ex-
changers, generation plant etc.; the nodes represent the points that 
connect the edges. 

Two main structures are generated to contain all the information of 
system’s geometry in order to solve the thermal and hydraulic network: 
the edge-node matrix and the node-path function. The edge-node Ne × Nn 
matrix contains 1, -1 or 0 if an edge flow is entering or leaving a node or 
it is not connected [16]. 

The node node-path function, built applying the Dijkstra’s Shortest 
Path Algorithm between the node and the root node, describes, for every 
node, the sequence of all nodes crossed in the path to the generation 
plant. This function therefore creates the sequence of flow propagation 

Fig. 2. Scheme of equivalent edge model: two blue hydraulic nodes and one 
single red thermal node. 

Fig. 3. Exemplification of the numbering of DFS algorithm.  
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from the generation plant to users’ substations and back [15]. The flow 
propagation order defines therefore the elements simulation sequence of 
the thermal problem. 

2.1.2. The model structure 
A pseudo-dynamic solution method is used in this tool since the 

hydraulic problem is solved as steady state – hydraulic nodes has no 
capacitance-while the thermal problem incudes capacities and therefore 
dynamics. The appendix describes the detailed equations for every ele-
ments model. 

Fig. 4 summarizes the main steps performed in the modelling tool to 
solve the entire system simulation that are afterwards detailed in the 
Appendix. 

In each simulation time step, the hydraulic problem is solved with a 
steady-state approach, starting from the calculation of the flow rates 
ṁuser,t required at current timestep t at users’ substations. In this step all 
flowrates ṁi and pressures pj of all edges i and nodes j are calculated 
along the network with the use of the edge-node matrix as described in 
section 2.1.1. Substations flowrates are determined with the customers 
required heat Q̇user,t and with the supply temperatures to the heat ex-
changers Tnodes,t− 1, being the latter calculated from the solution of the 
thermodynamic problem at the previous timestep. Within the time step 
when the thermal problem is solved, the flow rates are assumed to be 
constant. Thanks to the known flowrates in all the edges, the propaga-
tion of the input temperature from the generation plant Tgen,t is calcu-
lated along the supply line of the network. Similarly, in the return line, 
the temperature profiles coming for the return temperature at user 
substations is propagated to the generation plant. The temperatures in 
all the points of the network Tedge,t and Tnode,t are therefore calculated at 
the new timestep t in a dynamic way so including also previous timestep 
values as described in section 2.1.1. The new obtained temperature 
distribution allows the flow rates calculation in the following time step. 
An unavoidable time-lag of one-time step, due to the calculation 
method, is therefore maintained in the simulation. The appendix shows 
the details of the procedural approach used in every modelling step and 
the variables calculation. 

2.2. The hydraulic problem 

Pressures and flows’ calculation is based on the mass and momentum 
continuity equation. 

The mass conservation equation (2.1) is applied at every node to 
calculate the flowrate distribution along the network. 

∑

i
mi = 0 (2.1) 

The known terms are represented by the flowrate required at user 
substations which are usually known from monitoring results or calcu-
lated from users’ consumptions. The inlet and outlet flows at every node 
are identified by the edge-node matrix. Once the flowrates are obtained, 
the steady state momentum balance equation is applied to all Ne edges to 
calculate pressure drops in pipes. 

∂pi

∂x
+Ffi = 0 (2.2) 

Using the pipe length as spatial discretization in equation (2.2), the 
pressure drops can be calculated as: 

Δpi = − aiLiṁ2
i (2.3)  

where ai is the friction coefficient and Li is the pipe length. The Ne 
equations (2.3) give the pressure distribution in the entire network from 
the pumping systems to the expansion vessel. The expansion vessel is 
considered as the reference node of the hydraulic circuit with an 
assigned pressure value. 

In case of tree structured network, the system with Nn equations of 
mass continuity on nodes is determined. In case of meshed network with 
closed loop, the system is not determined. It is therefore necessary to add 
one additional equation for every mesh to obtain the mass flowing inside 
the loop: the sum of pressure drops inside the mesh should be equal to 
zero. To solve these additional equations, the Hardy Cross method has 
been used in this work. 

2.3. The thermal problem: two solutions 

The equation governing the problem is the conservation equation of 
energy (2.4): 

ρiAicp,i
∂Ti

∂t
+ ρiAivicp,i

∂Ti

∂x
+ Aivi

∂pi

∂x
+ Q̇i + Ẇi = 0 (2.4) 

The equation represents the energy balance over the cross sectional 
area, so expressed in a linear form: the rate of change of the energy 
stored in the water section A is equal to the flux of enthalpy crossing the 
element and the heat Q̇ and the electrical work Ẇ entering the element. 
(e.g. heat supplied by the generator in the boiler model, electrical input 
in the pump model, etc.). The solution of the energy balance equation in 
the thermal problem allows obtaining the variable Ti(x, t). Two nu-
merical approaches are here used to solve the thermal problem: the 
lumped capacity method for punctual elements and the method of 
characteristics for pipes. The “punctual” components are the ones for 
which parameters describing them do not change over the longitudinal 
direction such as pumps, heat exchangers and generation systems. 

2.3.1. The lumped capacity method 
According to the lumped capacity method, the elements are 

modelled as a single node with the entire capacity concentrated in one 
single point and uniform temperature. The hypothesis of temperature 
uniformity allows substituting the temperature spatial derivative with 
the temperature difference between input and output in the energy 
balance. Using an upwind discretization scheme, all the capacity is 
lumped at the outlet section of the element. In this way, the element i 
temperature difference between inlet and outlet becomes the tempera-
ture difference between element i and the previous i-1. 

dTi

dx
=

(
Ti,in − Ti,out

)

Δx
=
(Ti− 1 − Ti)

Li
(2.5) 

Consequently, for elements’ thermal node, equation (2.4) becomes: 

ρiAicp,i
∂Ti

∂t
= ṁicp,i

(Ti− 1 − Ti)

Li
+Aivi

(pi− 1 − pi)

Li
+Qi + Wi (2.6) 

Fig. 4. Structure of model solution’s steps.  
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2.3.2. The characteristics method 
The heat transmission over distribution pipes has been modelled 

with a new numerical approach [10] based on characteristics method 
[45]. The detailed description of the method can be found in Ref. [10] 
and it is here summarized. The model includes also the turbulent flow 
characteristics therefore the energy balance equation applied to the pipe 
is split between the water core and the boundary steel pipe including the 
boundary water layer. The energy balance equation (2.4) applied to the 
network pipes is split in the system (2.7): 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂Tw

∂t
+ v

∂Tw

∂x
+

hB

Cw
(Tw − TB) = 0

∂TB

∂t
+

hB

CB
(TB − Tw) +

hins

CB
(TB − Text) = 0

(2.7) 

The first equation is the energy balance for turbulent water core; the 
second is for a boundary layer including water viscous and diffusive 
layer and the steel pipe, as Fig. 5 shows. The thickness of the sublayer 
and its linear heat transfer h are calculated according to Gnielinski 
formulation [46]. 

The mathematical approach used to solve the system is the splitting 
approach [47] which consists in splitting the system in the advection 
problem (2.8) and the source problem (2.10) 

⎧
⎨

⎩

∂θw

∂t
+ v

∂θw

∂x
= 0

θw(x, t0) = Tw0(x)
(2.8) 

The advection problem is solved with characteristics method for 
which 

θw =Tw(x0)= Tw(x − v Δt) (2.9) 

Boundary layer’ thermal capacity and heat losses effects are 
accounted for by solving the source problem: 
⎡

⎢
⎢
⎣

dTw

dt
dTB

dt

⎤

⎥
⎥
⎦=

⎡

⎢
⎢
⎢
⎣

−
hB

Cw

hB

Cw

hB

CB
−

hB + hins

CB

⎤

⎥
⎥
⎥
⎦

[
Tw
TB

]

+

⎡

⎣
0

hins

CB
Text

⎤

⎦

Tw(x, 0) = θw(x, t)
TB(x, 0) = θB(x, t)

(2.10)  

where Tw is the temperature of the water turbulent core and TB is the 
temperature of the boundary layer. The system is analytically solved by 
being in the form of ordinary differential equation dT

dt = [A] T+ b. 
Following the Lagrangian approach, the solution order of pipes’ equa-
tions is defined by the node-path function presented in 2.1.1. 

3. The case study 

The installation of Lodi district heating dates to 2004 and, at the end 

Fig. 5. Two nodes model of heat transmission in water pipe.  

Fig. 6. Lodi district heating system network in 2013.  

Table 1 
Uncertainty of measurement data.  

Position Measure Tool Error Unit 

Substation Flow rate Ultrasonic flowmeter 
±

(

2+ 0.02•
ṁnominal

ṁ

)
% 

Substation Temperature Pt 500 
±

(

0.5 + 3 •
ΔTmin

ΔT

)
% 

Central plant Flow rate Magnetic flowmeter ±(0.5 • ṁ) % 
Central plant Temperature Pt 500 ±(0.3 + 0.005 • T) [◦C]  
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of 2012, 90 users were connected, corresponding to 1 267 600 m3 of 
building volumes (approximately 10 000 inhabitants). Out of this vol-
ume, 560 600 m3 is the share of residential buildings while 707 000 m3 

represents administrative, commercial and tertiary users. The genera-
tion park at this date consists of a natural gas cogeneration plant with a 

capacity of 3.86 MWel and 3.83 MWth and 29 MWth of natural gas back 
up boilers. The renewable share of thermal production is given by the 
heat recovery from a third party biomass ORC [48]. An important 
extension project has started in 2014 which implies approximately 30 
new substations per year till the end of 2018, reaching 200 users. In this 
work the system is analysed in the configuration of 2013 before the 
extension. DH provides 36.7 GWh of heat, of which the 16% is repre-
sented by heat losses. The heating season lasts from mid-October to 
mid-April. During summer, the system delivers heat only to produce 
domestic hot water which represents the 14% of the total heat produc-
tion over the year. DH consumers to whom heat is delivered heat for 
DHW production usually have centralized distribution system with 
storage tanks, instead of producing DHW instantaneously; this leads to a 
quite flat load profile for DH systems in summer time. The winter 
months, on the contrary, are characterized by a much more variable 
profile: space heating systems are generally radiators which are regu-
lated with night set-back and intermittent operation during the day. This 
leads to a fluctuating demand profile with pronounced peaks. 

A 600 m3 storage tank helps reducing peak demands at the 

Fig. 7. Supply temperature and flow rate for user 59 – residential - December.  

Fig. 8. Supply temperature and flow rate for user 59 – residential - October.  

Table 2 
User supply temperature: average error and its standard deviation, root mean 
square error related to user location.    

December October 

User Distance 
[m] 

Av. error 
[◦C] 

St. dev. 
[◦C] 

Av. error 
[◦C] 

St. dev. 
[◦C]  

59 4405 0.12 1.60 − 0.44 6.30  
64 1017 0.18 2.91 − 0.05 3.46  
62 2811 0.09 1.55 0.39 4.62  
31 4302 0.16 1.51 0.06 5.71  
48 941 0.05 2.68 − 0.14 3.27  
38 1863 0.02 1.55 − 1.33 5.51   
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generation plant and it allows a better management of the generation 
systems. Fig. 6 shows the district heating system: the distribution 
network is 15 km long and it is made of pre-insulated pipes ranging in 
diameter from 32 to 300 mm. 

Consumers are connected through flat plate heat exchangers: the 
primary side of the substation is regulated by a control system which 
reacts to consumer behaviour to guarantee temperature set points on the 
secondary side. 

The main effect of user energy demand is a variation in flow rate and 
return temperature on the substation; on the heat generation side, the 
DH supply temperature is set in order to supply enough energy to all 
consumers. 

3.1. Measurement data 

Monitoring data used in this study includes temperatures, flowrates 
and energy delivered on the primary side of users’ substations as well as 
supply temperature from the generation plant. Data were collected with 

1-h time step along the year by the remote data logging systems installed 
on the substations. The generation plant data logger instead records data 
every four days a week in the heating season, from October to March. 
The uncertainties related to measurement tools are shown in Table 1. 

Simulations’ results have been analysed to validate the model ability 
to properly predicts network dynamics. The comparison between model 
outcomes and monitoring data has been done at the inlet of users’ 
substations, to check supply temperatures to consumers, and at the 
generation plant, to check the overall network return temperature. 
Particular attention has been given to this last value and to peripheral 
users’ supply temperatures since the main outcome from previous 
studies about existing models [26] is that the discrepancies between the 
predicted and measured temperatures are bigger for distant consumers. 

For winter regime, five days of December (9th to 14th) have been 
analysed, while for mid-season regime, with low space heat demand, the 
last days of October (21st to 28th) have been considered. 

For yearly performances validation, the simulated total heat pro-
duction and heat losses are compared with monitoring data given by the 

Fig. 9. Supply temperature and flow rate for user 62 – residential – December.  

Fig. 10. Supply temperature and flow rate for user 62 - residential - October.  
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DH company. 

3.2. Simulation results 

In this section the results of the dynamic simulation of the entire 
system are presented and compared to monitoring data in order to 
validate the model. Specific attention is given to the temperature 
propagation in the network in terms of the value of the temperature but 
also of the timely profile. To do this, the variables requiring specific 
analysis are the simulated temperatures at the furthest points from the 
input data: namely the supply temperatures at the users’ substations to 
verify the propagation on the supply line and the return temperature at 
the main generation plant to verify the results on the return line. 

With regard to the first point, the average error and the mean square 
deviation of the supply temperatures at the users’ substations are pre-
sented in 3.2.1. First some significant substations, marked on the map of 
Fig. 1, are analysed in detail and then the error trend of all substations is 
reported in Fig. 17 in relation to their distance from the central plant 
station. This aspect in particular is emphasised since one of the literature 

review outcome is that the simulation error increase with the distance 
from the input point. The aim here is to show that the developed model 
neither amplifies nor propagates the error along the network. In a 
specular way, the propagation of the error on the return line is shown to 
be avoided by verifying the simulation result with the monitoring of the 
network return temperature at the generation plant in paragraph 3.2.2. 
The overall DH system simulation results in terms of energy, e.g. annual 
production, heat losses and electrical consumptions for the circulation 
pumps, are finally illustrated in comparison with the monitoring data in 
paragraph 3.2.2 to validate the overall model of the entire system in 
terms of consumptions. 

3.2.1. Substations supply temperature 
Supply temperatures at user substations are here presented 

comparing simulation results to monitoring data. Fig. 6 shows the 
analysed users: they are located in peripheral nodes of the network, they 
have different load profiles and they serve buildings with different use. 
They have been chosen to test the model validity with respect to tem-
perature propagation along the network with fluctuating water flows 

Fig. 11. Supply temperature and flow rate for user 31 – residential - December.  

Fig. 12. Supply temperature and flow rate for user 31 – residential - October.  
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and input temperatures. Figs. 7–16 show the results from the selected 
users and Table 2 summarizes the differences between modelled and 
monitored temperatures as a function of the distance from the genera-
tion plant. 

Looking at simulations outputs, it can be noticed that the model re-
sults are in substantial agreement with monitored data for all load types 
and without particular influence of the substation distance on the de-
viations. User 59 is a residential building with the typical flow profile 
characterizing residential heat demand in Italy. Night setbacks with the 
consequent important morning peaks demand clearly stand out from 
Fig. 7. The model proves to satisfactorily simulate the temperature 
propagation as well as the evening temperature drop and the fast and 
wide increase after the morning switch on. It’s worth noticing that user 
59 is the most distant from the generation plant: temperature wave has 
not been smoothened and transmission time is respected. 

Consumers 62 and 31 (Fig. 9-Figure 10 and Figure 11-Fig. 12) have a 
quite irregular load demand with important fluctuations during the day, 
with no night set back. 

Consumer 31 is located close to 59 so in the most peripheral area of 

the DH system; user 62 is located in the area of the system in which the 
network is meshed. The validation of the model in this point allows 
validation of the hydraulic solution of the meshed network. 

User 48 is the last consumer on the left branch of the network and it’s 
also the biggest user with an annual heat load corresponding to 11% of 
the total DH heat demand. Finally, Fig. 15 and Fig. 16 show results for 
consumer 38: this user has an almost constant flowrate which allows 
validating the propagation phenomena from generation plant alone 
without the influence of user dynamics. 

Table 2 summarizes supply temperature’s average errors and their 
standard deviations for all the presented users. The table includes also 
the users’ distance from generation plant. No particular correlation 
between the error and the user location can be observed: neither on the 
average error, neither on its standard deviation. 

Table 2 summarizes the error in simulating the supply temperature 
for the selected users presented in the previous section. The same results 
but for the entire set of network’s users are calculated and presented in a 
graphical form in Fig. 17. It appears that neither the average errors 
neither its standard deviation increase with the distance from the 

Fig. 13. Supply temperature and flow rate for user 48 – educational - December.  

Fig. 14. Supply temperature and flow rate for user 48 – educational - October.  
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generation plant. The average errors between monitored and simulated 
supply temperatures are due to incorrect estimation of the heat loss. 
There are many factors for this: the aging of the insulation which can 
vary the heat conductivity of pipes, non-uniform soil, the lack of insu-
lation in some pipes or part of it, a certain inaccuracy in estimating the 
ground temperature. A deeper investigation on single aspects and 
components characteristics would reduce this error by better calibrating 
heat loss coefficients. The average errors do not measure the ability of 
the model to simulate temperature dynamics, which is instead evaluated 
by the standard deviation. Bigger errors can be noticed in October 
simulation. This can be explained by the monitoring data quality. In this 
period, heat demand and, consequently, flow rate are small, thus the 
measurements are affected by a larger uncertainty. The cause of bigger 
standard deviation errors can be the monitoring data logging time. In 
fact, in this period, frequent turning on and off can be noticed. Even if 
simulation time step is smaller, monitoring data are taken instanta-
neously every hour and linearly interpolated. This can cause an artificial 
time lag in the comparison of result. The level of accuracy of monitored 
data cannot give a sure explanation, these considerations remains 

possible reasons according to the authors. A more frequent and accurate 
monitoring system would be required to further analyse the cause of 
these errors. 

3.2.2. Return temperature and energy production of generation plant 
The return temperature at generation plant predicted by simulation 

is presented in Fig. 18, along with temperature and flowrate monitored 
data. Five, non-consecutive, days have been analysed. The model output 
profile is very close to the real one: the average error over the five days is 
− 0.1 ◦C while its standard deviation is 1.12 ◦C. 

As for comparison at user’s substations, the propagation time is 
satisfactorily simulated, especially considering that the monitoring data 
frequency is 1 h. The morning peak demand, which here corresponds to 
the moments in which the return temperature has the minimum value, is 
the most critical day event for the generation plant: the model shows to 
predict it in an accurate way, considering both time correspondence and 
temperature values. The difference between predicted temperatures and 
the monitored ones is not uniform. The biggest discrepancies can be 
noticed in the very first hours of the day. In particular, on the 17th and 

Fig. 15. Supply temperature and flow rate for user 38 – health - December.  

Fig. 16. Supply temperature and flow rate for user 38 - health - October.  
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the 21st of December, the simulated temperatures are higher than 
monitored ones; the lack of monitoring data in the previous time steps 
makes further investigations difficult. 

Finally, the results of one-year simulation are presented in Table 3: 
the forecasted values come out being very close to energy production 
data given by the utility. Simulation time of the entire network 
composed by 485 edges is 2 h and 7 min (Processor i-5 CPU 2.5 GHz). 

Once the model is validated with monitoring data, it’s worth 
comparing its performances with the other existing methods to see if all 
this work has been worth. 

Fig. 19 shows the difference between the new model results and a 
finite volume method with lumped thermal capacity (FVM with) 
different discretization mesh in time and space: the picture highlights 
the artificial diffusion which characterizes the discretization of FVM and 
it shows how the new approach produces results which are closer to 
monitoring data. Considering yearly energy results, the FVM with the 
same simulation time step, dt = 0.25 h, produces results with 3% and 
0.5% errors respectively on heat losses and heat production, so generally 
bigger than the ones shown in Table 3. But most of all the difference lies 
in the inaccurate time delay which the FVM shows in Fig. 19 and in 

simulation time as Table 4 shows. 

4. Discussions and conclusions 

In this work the accuracy of a new modelling tool to simulate DH 
systems is investigated. The strength of the simulation tool lies in the 
flexibility of the modelling approach that can be chosen for each 
component in order to have better accuracy and lowest computational 
effort. The modularity of the model makes it suitable to simulate 
multicomponent systems such as city scale DH. The inclusion of the 
Lagrangian approach to model the network increases significantly the 
accuracy of the final results, avoiding the numerical diffusion effects still 
noticeable in existing models and reducing the simulation time. 
Nevertheless, the limit of this approach is that, in the current configu-
ration, it can be used only for tree shaped network where the flow di-
rections are known a-priori. 

This work joins the list of few DH modelling tools that have been 
fully validated at system level with monitoring data. The monitoring 
data of a DH system in northern Italy have been used here to validate the 
presented model. The most important validation step is the comparison 

Fig. 17. Correlation between supply temperature errors and user location in the network in December (a) and in October (b).  
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of its performances with real DH network monitoring data. This test is 
difficult to carry out because the quality of collected data in such a big 
and complex systems is often non satisfactory: monitoring data are often 
incomplete, monitoring devices are sometimes defective at user sub-
stations as well as at the generation plants or data logging works 

improperly. 
A general problem is the inaccuracy of flow meters at very low loads 

which leads to bigger inaccuracies in mid-season and summer. 
The validation of the model has been done accordingly to monitored 

data quality,: a certain degree of uncertainty still remains but the overall 
results are satisfactory. Especially results at distant points of the network 
show good correspondence to monitoring data and the model shows to 
properly forecast the peak in the central generation plant. 

Looking at the validation outcomes, the model can be considered 
appropriate to make realistic assessments of the network behaviour in 
the presence of hypothetical structural changes, such as new branches or 
peripheral generators, in order to assess its economic convenience. 

Considering its currents use, for validation or network optimisation’s 
purposes, the model needs to be fed by a significant quantity of 

Fig. 18. Return temperature and flow rate at the generation plant – December.  

Table 3 
Comparison between simulation and real measured heat losses and energy 
production at generation plant.   

Heat losses [MWh] Heat production [MWh] 

Simulation 5710 36 642 
Monitoring 5832 36 769 
Error − 2.1% − 0.3%  

Fig. 19. Return temperature at the generation plant FVM vs New approach simulation results –December 9th.  
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monitoring input data in all users’ substations, with all the problems 
previously mentioned. 

A general problem of lack of good quality monitoring data in big 
systems is identified, especially for the hydraulic system behaviour. 
Nevertheless, dynamic simulation tools can be used exactly for this 
purpose so to predict the system’s performances in all the points with no 
measurement devices. 

Future development of the model incudes the development of the 
Lagrangian approach for meshed networks and the estimation of user 
substations’ behaviour in order to reduce the need of monitoring data. 
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Appendix 

In this section the structure of the model describing the elements composing the network is described. The different elements’ models 
are defined as Types. The type model is composed by equations and parameters set up functions grouped in cases which are called at every 
timestep. 

General structure of the type 

Case 1. – Initialisation of the variables 

Case 2. – Inputs: read external files, parameters and previous steps results (+ calculation of substation flowrates in user type) 

Case 3. – Hydraulic problem: flowrates ṁ, pressures p and dissipation losses calculations Q̇diss 

Case 4. – Thermal problem: temperatures T, heat losses Q̇loss, internal energy change ΔU calculations 

Case 5. – Energy balance components (outputs): Work input and output, heat input and output, heat generation, heat losses and internal energy 
change calculations 

Solution steps of the types 

Following the simulation steps of the model presented in Fig. 4, here the functional programming approach is described. For every step the suitable 
cases are recalled.  

Table 4.1 
Simulation steps and relative cases and calculates state variables and outputs  

Simulation step Case Types Nodes 

Pipe Pump User Generation 

Initialisation 1 Tin, L Tin Tin Tin Tnodes - energy conservation 
2 Text  Q̇user, ṁuser Tgen 

Flowrates calculation 3 ṁ ṁ  ṁ Mass conservation 
Pressures calculation 3 p, Q̇diss p, Q̇diss p, Q̇diss p, Q̇diss Momentum conservation 
Temperatures calculations 4 T, Q̇loss T, Q̇loss,ΔU T, Q̇loss,ΔU T, Q̇loss,ΔU  
Outputs 5 Q̇loss,ΔU, Q̇diss Q̇loss,ΔU,

Q̇diss,Ẇin 

Q̇user, Q̇diss Q̇gen,ΔU,Ẇin   

Table 4 
Comparison between FVM and the developed method performances.   

Simulation New method (dt 
= 0.25 h) 

FVM (dt =
0.25 h) 

Simulation time [s] December 
9th 

4.04 s 416 s 

Standard deviation on return 
temperature [◦C] 

December 
9th 

− 0.3 − 0.4 

Average error on return 
temperature [◦C] 

December 
9th 

0.6 1.5 

Error on heat losses Entire year − 2.1% 3% 
Error on heat production Entire year − 0.3% 5%  
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Model equations of the types 

Pump  

Hydraulic curve 
Δp = d Δpmax

(
1 + k1

⃒
⃒
⃒

ṁ
ṁmax

⃒
⃒
⃒
⃒ − (1 + k1)

⃒
⃒
⃒

m
mmax

⃒
⃒
⃒
⃒

2)

Momentum pout − pin = Δp − a L |ṁ|ṁ 
Efficiency curve 

η = e0 + e1

( ṁ
ṁmax

)

+ e2

( ṁ
ṁmax

)2 

Heat dissipation 
Q̇diss =

ṁ
ρ

(

|Δp|
(

1
η − 1

)

+ aLṁ2

)

Power consumption 

W =

ṁ
ρ |Δp|

η 
Heat loss Q̇loss = UA L (T − Text)

• d pump direction, 1 if from node(in) to node(out), − 1 if from node(out) to node(in)  
• Δpmax hydraulic head with zero mass flow rate  
• ṁmax mass flow rate with zero hydraulic head  
• k1 first-order coefficient of the normalized hydraulic curve  
• e0 zero-order coefficient of the efficiency curve  
• e1 first-order coefficient of the efficiency curve  
• e2 second-order coefficient of the efficiency curve  
• a quadratic pressure drop coefficient per unit length  
• UA UA value of pipe per unit length  
• L element length  
• Text external temeprature 

Pipe  

Momentum pout − pin = Δp − a L |ṁ|ṁ 

Heat dissipation 
Q̇diss =

ṁ
ρ

(

|Δp|
(

1
η − 1

)

+ aLṁ2
)

Heat loss Q̇loss = UA L (T − Text)

• a quadratic pressure drop coefficient per unit length  
• UA UA value of pipe per unit length  
• L element length  
• Text external temeprature 

Substation (with assigned thermal load and secondary circuit temperatures)  

Heat dissipation 
Q̇diss =

ṁ
ρ

(

|Δp|
(

1
η − 1

)

+ aLṁ2
)

Return temperature [(Ts1– Ts2) − (Tr1– Tr2)]

ln
(Ts1– Ts2

Tr1– Tr2

) =
Q̇user
UAHX 

Flowrate 
ṁ = min

(

ṁmax,
Q̇user

[cp(Ts1 − Tr1)]

)

• Q̇user thermal load (positive for heating)  
• L element length  
• UAHX heat exchanger UA value  
• Text external temeprature  
• Ts1,Tr1 supply and return temperature on the primary side of the heat exchanger  
• Ts2,Tr2 supply and return temperature on the secondary side of the heat exchanger  
• ṁmax maximum (design) mass flow rate 
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Generator with constant outlet temperature  

Momentum pout − pin = Δp − a L |ṁ|ṁ 

Heat dissipation 
Q̇diss =

ṁ
ρ

(

|Δp|
(

1
η − 1

)

+ aLṁ2
)

Heat generation Q̇gen = |ṁ|cp(Tset − Tin) − Q̇diss    

• a quadratic pressure drop coefficient per unit length  
• L element length  
• Tset outlet temperature set point 
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