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Abstract. Since the first demonstration of the generation of attosecond pulses (1 as

= 10−18 s) in the extreme-ultraviolet (XUV) spectral region, several measurement

techniques have been introduced, at the beginning for the temporal characterization

of the pulses, and immediately after for the investigation of electronic and

nuclear ultrafast dynamics in atoms, molecules and solids with unprecedented

temporal resolution. The attosecond spectroscopic tools established in the last two

decades, together with the development of sophisticated theoretical methods for

the interpretation of the experimental outcomes, allowed to unravel and investigate

physical processes never observed before, such as the delay in photoemission from

atoms and solids, the motion of electrons in molecules after prompt ionization which

precede any notable nuclear motion, the temporal evolution of the tunneling process

in dielectrics, and many others. This review focused on applications of attosecond

techniques to the investigation of ultrafast processes in atoms, molecules and solids.

Thanks to the introduction and ongoing developments of new spectroscopic techniques,

the attosecond science is rapidly moving towards the investigation, understanding and

control of coupled electron-nuclear dynamics in increasingly complex systems, with

ever more accurate and complete investigation techniques. Here we will review the

most common techniques presenting the latest results in atoms, molecules and solids.

1. Introduction

The discovery of high-order harmonic generation (HHG) in gases, a highly nonlinear

process in which XUV radiation is emitted during the interaction of an intense laser

pulse with a gaseous medium, set the basis for the generation of attosecond pulses [1–4].

In 2001, the first observation of a train of pulses with a temporal duration of 250 as was

reported [5]. In the same year Hentschel and co-workers isolated for the first time a

single attosecond pulse with a duration of 650 as from the train [6]. These achievements

marked the birth of a new branch of ultrafast science, able to resolve the electron

motion on its natural time scale: attosecond science [7–12]. Its advent has paved the
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Attosecond spectroscopy 2

way for the direct observation and control of electron motion in molecules opening up

the possibility for the ultimate real-time control of chemical reactions, one of the central

problems in modern chemistry [11]. Recent important advances in the application of

attosecond techniques to solid samples promise to shed light onto fundamental solid-

state dynamical phenomena and light-carrier manipulation, allowing us, for example, to

explore the ultimate speed limits of electronics [13]. We mention that ultrashort XUV

pulses have been generated in the last two decades by using different nonlinear media,

such as solids [14, 15] and plasma induced by ultrashort laser pulses on solid surfaces

[16–18] and by using X-ray free-electron lasers (FELs) [19]: these techniques will not be

discussed in this work.

In brief, to generate high-order harmonics in gas, ultrashort laser pulses [20, 21],

with duration ranging from a few femtoseconds to a few tens of femtoseconds, are

focused onto the gas medium (typically, a noble gas) at intensities in the range between

1012 to 1015 W/cm2 [8, 9, 18, 22]. At such intensities, the Coulomb potential experienced

by the outer shell electrons of the gas is strongly deformed and a potential barrier is

generated, through which the outer-shell electrons can tunnel. Tunnel ionization is

most probable in short temporal windows around each crest of the driving electric field.

After tunnel ionization, the electron moves in the electric field of the excitation pulse

(named driving pulse, hereafter) thus acquiring a high kinetic energy. In the case of

linearly polarized driving pulses, the electron may return to the parent ion, with a quite

small probability, and radiatively recombine. In this process, the kinetic energy of the

recolliding electron is released in the form of a very short light burst [23–27]. The

maximum kinetic energy of the recolliding electrons is proportional to the product of

peak intensity, I0, of the driving pulses and of the square of their central wavelength, λ0,

Ek,max ∝ I0λ
2
0. Therefore, the spectrum of the emitted radiation may extends up to the

soft-x-ray energy region. Indeed, the maximum photon energy is given by the so-called

cutoff law : ~ωmax = Ip + 3.17Up, where Ip is the ionization potential of the gas used

for HHG and Up ∝ I0λ
2
0 is the ponderomotive energy (i.e., the average kinetic energy of

an electron in an oscillating electric field). Since this processes is periodically repeated

every half optical cycle of the driving laser field (typically, ∼ 1 fs), a train of attosecond

pulses is generated. In a different configuration, a two-colour driving field (fundamental

plus second harmonic) is employed. In this case, due to symmetry breaking of the

driving field, a train of attosecond pulses separated by a complete optical cycle of the

fundamental radiation is generated.

For a number of important applications, single attosecond pulses, instead of trains

of attosecond pulses, are required. For this reason, from the very beginning of the

attosecond technology, several techniques have been developed to confine the harmonic

generation process to a single event, thus leading to the production of isolated attosecond

pulses [10, 28, 29]. All these experimental techniques can be understood in terms of

gating of the harmonic radiation or of the harmonic generation process. The most used

experimental approaches are based on spectral selection of the cutoff harmonics (i.e.,

the high-energy portion of the harmonic spectrum) or on temporal gating techniques.
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Attosecond spectroscopy 3

A particular temporal gating technique is based on the use of driving pulses with a

modulated polarization state, such that only during a short temporal window close

to the peak of the pulse, the polarization is close to linear: harmonic generation is

therefore confined within this portion of the driving field [30–33]. Typical energies of

isolated attosecond pulses are from tens of picojoules up to the microjoule level (see an

overview of gas-phase isolated attosecond light pulses in [10, 34]). In order to induce

nonlinear processes, intensities above 1011 W/cm2 are required, currently generated in

the 15-35 eV photon energy range in the form of trains and isolated attosecond pulses

with duration < 700 as [35, 36]. Since the XUV photon flux scales with λ−5.5 [37], while

the maximum photon energy scales with λ2, the generation of high-intensity attosecond

pulses with hundreds of eV photon energy is particularly challenging. A record value of

109 photons/s in 1% bandwidth in a x-ray supercontinuum in the water window spectral

region (284-543 eV) was reported by using high-energy mid-infrared driving laser source,

focused in waveguides filled by high-pressure helium gas [38, 39]. Free electron lasers

(FELs) offer the possibility to significantly increase the attosecond pulse energy at high

photon energy, up to the keV region, as recently demonstrated by Duris et al. [19], with

the generation of isolated attosecond pulses with tens of microjoules of pulse energy

in the soft-x-ray range (> 280 eV), thus reaching intensities sufficient for attosecond-

pump/attosecond-probe experiments. The median pulse energy was 10 µJ at 905 eV

and 25 µJ at 570 eV. In this work, we will only review advances in attosecond science

based on the use of table-top technology.

A variety of experimental techniques have been introduced for the characterization

and application of attosecond pulses [22, 40, 41]. The typical experimental approach is

based on the use of attosecond pulses, in the form of trains of pulses or of isolated

pulses, in combination with few-femtosecond infrared (IR) pulses, with or without

controlled electric field (i.e., with or without stable carrier-envelope phase, CEP). This

is due to the low photon flux of typical attosecond beamlines, which has limited, until

recently, the development of experimental setups for attosecond-pump/attosecond-probe

measurements. The high photon energy of attosecond pulses leads, in general, to the

ionization of the sample, with the subsequent release of one (or more) photoelectron.

The sample is thus left in a nonstationary state, which will evolve in time. By using

a second delayed pulse, one can detect the photo-induced dynamics and obtain time-

resolved spectroscopic information of the system upon measuring the evolution of the

spectrum of the photoelectrons as a function of the pump-probe delay. This was the

first experimental approach introduced in attosecond science, at the beginning for the

temporal characterization of the pulses and immediately after for their application to

the measurement of the characteristic time constants of the relaxation dynamics of core-

excited krypton atoms [42]. More recently, attosecond photoelectron spectroscopy has

been employed to study the ultrafast dynamics in the process of photo-ionization [43],

with particular attention to photoemission from solid targets [44–50], or the ultrafast

electron dynamics in dielectric nanoparticles, thus offering real-time access to electron

scattering in dielectrics [51]. Besides electrons, the production yield of ionic fragments
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Attosecond spectroscopy 4

generated by attosecond excitation can be measured as a function of pump-probe delay.

This experimental approach has been used to investigate the light-induced electron

tunneling in atoms [52], the electron localization process in diatomic molecules after

excitation [53] or the charge migration process in amino acids [54, 55], to cite just a few

examples.

In the last decade an all-optical spectroscopic technique, largely used in the

femtosecond domain, has been implemented in the attosecond domain. The spectrum of

the attosecond pulses transmitted or reflected by the sample is measured as a function

of the delay between the attosecond pulse and, in general, a few-femtosecond pump

pulse. Since its first implementation in the attosecond domain in 2010, with the

investigation of ultrafast electron dynamics in krypton [56] and argon [57], attosecond

transient absorption spectroscopy (ATAS) has established as a very powerful tool for

the investigation of sub-femtosecond electron dynamics in atomic, molecular and solid

state physics. More recently attosecond transient reflection spectroscopy (ATRS) has

been employed for the investigation of ultrafast carrier dynamics in solids, which cannot

be manufactured in thin membranes [58].

A different class of all-optical experiments is high-order harmonic generation

spectroscopy. In this case, information about the electron and coupled electron-nuclear

dynamics in molecules and solids is encoded in the harmonic spectrum generated in

the sample by the driving pulse. This is related to the fact that the high-harmonic

spectrum contains information on both the ionization and the recollision processes of the

electronic wavepacket generated by tunnel ionization, which recombine with the parent

ion. The evolution of the ionized system between electron ionization and recollision can

be probed by the acquisition of a single high-harmonic spectrum, since it contains a

broad range of energies corresponding to different time intervals spent by the electron

in the continuum after tunnel ionization. This spectroscopic technique combines sub-

angstrom spatial resolution, related to the de Broglie wavelength of the recolliding

electron, with attosecond temporal resolution, thus offering the possibility to resolve

the evolution of electronic wavefunctions. During the past two decades, high-order

harmonic spectroscopy has been successfully applied to resolve fundamental strong-field

phenomena such as field-induced tunneling in atoms, ultrafast nuclear dynamics, charge

migration in molecules and field-induced currents in solids. This spectroscopic technique

will not be discussed in this Review (for review of this topic, see for example [59–61]).

The objective of this work is to review some of the most widely used attosecond

spectroscopic techniques, developed since the beginning of the attosecond era, for the

investigation of electron and coupled nuclear dynamics. In particular, attosecond

electron/ion pump-probe spectroscopy in atoms, molecules, nanoparticles and solids

is the subject of Section 2 of this Review. Attosecond transient absorption spectroscopy

in atomic, molecular and solid state physics and attosecond transient reflection

spectroscopy in solids are discussed in Section 3. In the last section of the review, the

current status of attochemistry is summarized and an outlook of future investigations

in this field is given.
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Attosecond spectroscopy 5

2. Attosecond electron/ion pump-probe spectroscopy

One of the most extended spectroscopic schemes in attosecond science is time-resolved

photo-electron(ion) spectroscopy. These technique involves a first pulse (pump), which

drives the system out of equilibrium, and a second pulse (probe), which follows the

dynamics initiated by the pump. Typically attosecond spectroscopy experiments use

an XUV attosecond pulse in combination with an intense few-cycle IR field; due to the

high energy of the XUV photons, an inner valence or core photoelectron is emitted from

the sample, which is used to extract the photo-induced dynamics.

There exists a large variety of techniques to obtain spectroscopic information from

the electrons and ions released upon the XUV induced photoionization. One of the most

widespread methods is the use of time of flight (TOF) spectrometers, which measure the

time required by a charged particle to fly along a drift tube, allowing to obtain the kinetic

energy distribution of the photoelectrons (electron TOF spectrometer [62]) or the mass-

charge ratio of the photoions (ion mass TOF spectrometer [63]). TOF spectrometers

are composed by a stack of plates (which accelerate the particles), a flying tube and

a detector (typically a microchannel plate - MCP -coupled to a scintillator and a

photomultiplier tube). An improvement in the collection efficiency can be achieved with

magnetic bottle spectrometers [64], which effectively collects the electrons emitted in

different directions. by means of electron trajectory parallelization mechanism induced

by a strong inhomogeneous magnetic field.

In spite of their versatility, TOF and magnetic bottle spectrometers have some

limitations in terms of angular resolution and ion-electron coincidence measurements. To

this end, velocity map imaging (VMI) spectrometers and reaction microscopes (REMI)

have been developed. VMI spectrometers allow for measuring angular-resolved kinetic

energy distributions [65] by generating a static field with two electrodes (repeller and

extractor) and projecting the charged particles onto a position sensitive detector, e.g a

MCP multiplier and a phosphor screen. A fast charge-coupled device (CCD) camera is

then used to record images of the phosphors. The time required to reach the detector and

the final impingement position provide and indirect measurement of the three spatial

components of the particle initial velocity, which can be retrieved by means of an inverse-

Abel transform [66].

Kinematically complete experiments call for the simultaneous detection of multiple

ions and electrons. This is possible thanks to REMI [67], which measures the 3D

momentum distribution of all charged fragments generated from the target. Reaction

microscopes have emerged from the cold-target recoil ion momentum spectroscopy

(COLTRIMS) technique combined with electron imaging [68]. Such spectrometer

requires a well-collimated beam of cold molecules or atoms, which is ionized by the

laser beam. The produced ions and electrons are then extracted by applying a weak

electrostatic field and a set of electrodes designed to accelerate ions and electrons in

opposites sides of the spectrometer. In order to achieve a better spatial confinement

of electrons, two (or sometimes three) large Helmholtz coils are used to create a
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Attosecond spectroscopy 6

homogeneous magnetic field approximately parallel to the electric field.

2.1. Attosecond photoelectron/ion spectroscopy experimental techniques

Let us know review how the information about the ultrafast temporal evolution of the

system can be extracted by employing these methods in combination with time-resolved

spectroscopy schemes. There are three main attosecond investigation schemes, which

employ photo-electrons/ions as an observable:

2.1.1. RABBITT (Reconstruction of Attosecond Beating By Interference of Two-

photon Transitions) This technique is based on the measurement of the spectra of the

photoelectrons emitted by a sample excited by train of attosecond pulses in the presence

of an IR field as a function of the delay between the IR and XUV pulses [5, 69]. The

principle of the RABBITT technique is presented in Fig. 1. A train of attosecond XUV

pulses, which corresponds in the spectral domain to a comb of odd-order harmonics,

ionizes the sample. In the absence of an IR field, the photoelectron spectra consist of

a series of peaks, spaced by 2~ωIR (with ωIR the central frequency of the IR pulse),

corresponding to the direct ionization by single-photon absorption of XUV harmonics.

When the XUV pulses overlap spatially and temporally with a relatively weak IR field

(peak intensity around 1011 W/cm2), an IR photon can be either emitted or absorbed

giving rise to additional peaks (sidebands) in the photoelectron spectra located at ±~ω
with respect to the main peaks. Due to the interference between two indistinguishable

quantum paths (one comprising the absorption of an XUV and IR photon, the other

the absorption of the next harmonic and the emission of an IR photon) the amplitude

of the sideband is periodically modulated with twice the periodicity of the IR field. In

the framework of the second-order perturbation theory for the light–matter interaction,

under the rotating-wave approximation, considering only the processes where the XUV

fields are absorbed first, and assuming monochromatic fields, the signal of the q − th
sideband can be written as [70]:

Sq(τ) = |Aem|2 + |Aabs|2 + 2 |Aem| |Aabs| cos(2ωIRτ −∆φq −∆φatom) (1)

where τ is the time delay between the XUV and IR pulses, ∆φq is the phase difference

between two consecutive harmonics (q − 1 and q + 1) and ∆φatom is the intrinsic phase

difference of the target matrix elements corresponding to a photoionization from two

consecutive harmonics. Aabs (Aem) denotes the photoemission probability for a two-

color mechanism, which involves the absorption of an harmonic q − 1 (q + 1) and the

absorption (emission) of an additional fundamental photon.

From Eq. (1) it is clear that the sideband oscillates at twice the frequency of the

IR field. RABBITT has been first applied for XUV pulse temporal characterization

[5, 71] and later to the measurement of photoemission time delays [43, 72]. In the first

case, a known target is used, such that the atomic phase, ∆φatom, can be precisely

calculated, rendering the phase difference between consecutive harmonics, ∆φq, directly
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Attosecond spectroscopy 7

Figure 1. Principles of streaking and RABBITT techniques. (a) Streaking trace

obtained from ionization of a single initial state. (b) Double streaking trace resulting

from the ionization of two initial states (depicted in the excitation scheme on the left

side). The two panels in (a) show the XUV spectrum (left) and the vector potential of

the IR femtosecond pulse (top). The lower panel in (b) shows the center of mass (CM)

extracted from the two streaking traces. The delay ∆τ between the two oscillatory

curves corresponds to an actual relative delay in the photoemission process between

states |1〉 and |2〉. (c), (e) Analogous situation for the case of RABBITT. The XUV

spectrum in the left panel of (c) is characterized by discrete odd harmonic peaks.

In (d) is sketched the principle of the RABBITT technique leading to the formation

of oscillating sidebands (order 2q, with q an integer) between two harmonic peaks

(2q ± 1). The lower panel in (e) shows the integrated electron yield for two sidebands

corresponding to the same order and marked by the respective arrows.

accessible. In the second case, ∆φatom can be determined if the relative phase between

consecutive harmonics, ∆φq, is known. It is possible to show that the atomic phase is

directly linked to the time delay a particle experiences when it is scattered by a potential

[73], τatom = dφatom/dω, hence, from a RABBITT measurement one can extract the

photoemission time delay [74].
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Attosecond spectroscopy 8

2.1.2. Attosecond streaking As in the case of RABBITT, attosecond streaking is based

on the measurement of the electrons photoionized by an XUV pulse in the presence of

an IR field (streaking pulse) [75–77]. In contrast to RABBITT, it does not use a train

of pulses, but a single attosecond pulse [78].

If the intensity of the IR pulse is weak enough to avoid the ionization of the medium,

but sufficient to impart substantial momentum to the photoelectrons generated by the

XUV (typically around 1012 W/cm2), it will modulate the kinetic energy spectra of the

photoelectrons as a function of the temporal delay. Under the assumption of a nearly

constant dipole transition matrix element over the energy spectrum of the attosecond

pulse, the electron wave packet can be considered as a replica of the XUV pulse. The

streaking spectrogram measured upon scanning the time delay between the XUV and

IR pulses is given by [79]

S(p, τ) =

∣∣∣∣∫ +∞

−∞
eiφ(t)dp+A(t) · EXUV(t− τ)ei(p

2/2+Ip)tdt

∣∣∣∣2 (2)

where A(t) is the vector potential of the streaking field, v is the final velocity of the

electron, p is the final electron momentum in the continuum, d is the dipole matrix

element, Ip is the ionization potential of the medium, EXUV is the XUV field and φ(t)

is the quantum phase acquired by the electron due to its interaction with the laser field:

φ(t) = −
∫ +∞

t

[p ·A(t′) +
A2(t′)

2
]dt′ (3)

The spectrogram defined by Eq. (2) can be interpreted in the framework of the

FROG (frequency resolved optical gating) technique [80], widely used in the field of

femtosecond pule characterization. In this approach the two dimensional spectrogram

(FROG trace) is given by the internal product of a temporal gate applied to a test pulse:

S(ω, τ) =

∣∣∣∣∫ +∞

−∞
G(t)E(t− τ)eiωtdt

∣∣∣∣2 (4)

where G(t) is the temporal gate, E(t− τ) is the electric field of the test pulse and ω the

radiant frequency.

The extension of the FROG technique to the attosecond domain has been termed

FROG-CRAB (FROG for complete reconstruction of attosecond bursts) and it was

first proposed by Mairesse and Quéré [81]. Information about the spectral phase from

the streaking trace can be retrieved by an iterative inversion algorithm, such as the

principal component generalized projections algorithm (PCGPA) [82], the least squares

GPA (LSGPA) [83], the extended ptychographic iterative engine (ePIE) algorithm [84]

or more sophisticated algorithms [85, 86].

2.1.3. Attosecond time-resolved photoion spectroscopy RABBITT and streaking are

both based on the measurement of the kinetic energy of the photoelectrons as a function

of time. An alternative way to extract the information on the dynamics is to measure
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Attosecond spectroscopy 9

the temporal evolution of the ion yields (or their velocity spectra) as a function of the

pump-probe delay.

The high photon energy of the XUV pulses leads inevitably to the ionization of

valence (and in some cases inner shell) orbitals, resulting in a wide range of fragment

ions. Depending on the mechanism triggered by the XUV excitation, a time-delayed

NIR field can, for example, redistribute the charge within the ion[53] or lead to a

second photo-ionization which is more prone to occur depending on the location of

the hole at that particular time delay [54]. In these two examples, the fingerprint in

the observable is imprinted as an asymmetry in the angular distribution of the ejected

fragment or as temporal oscillations in the ion yield. It is important to remark here that

the interpretation of such experiments is not straightforward and requires the support

of state-of-the-art numerical simulations.

2.2. Time-resolved photoelectron(ion) spectroscopy on atoms

The advent of attosecond pulses paved the way to resolve the electron motion on its

natural time scale and to address fundamental questions in Physics such as: What are

the characteristic time constants of the relaxation dynamics of core-excited atoms? [42]

Is it possible to track in real time the subfemtosecond motion of valence electrons? [56]

Is it possible to tell when a photoelectron has been freed from an atom? [87, 88] Can

the creation of a photoelectron wavepacket be tracked and can this information be used

to characterize atomic resonances? [89–92] How do electrons behave in presence of a

strong electromagnetic field? [52, 93, 94].

The applications of attosecond methods to atomic spectroscopy has been extensively

assessed in previous reviews [8, 9, 74, 95–98]. We will limit our discussion here to two

seminal examples of attosecond photoelectron spectroscopy in atoms and a brief review

of the works published in the last few years. A scheme of the basic processes that can

occur in atoms after photoexcitation with an XUV pulse is shown in Fig. 2.

One of the first time-resolved experiments consisted on the measurement of the

lifetime of M-shell vacancies of krypton (Kr) by means of attosecond photoelectron

streaking [42]. Excitation of a core shell electron is followed by an ultrafast electronic

rearrangement to fill the inner-shell vacancy. As depicted in Fig. 2, the hole generated

after photoexcitation with an XUV pulse can be occupied with an electron from an outer

shell, releasing the excess binding energy either in the form of a photon or transferred

via electrostatic forces to second electron (Auger decay), which is subsequently ejected.

The lifetime of core holes can be estimated from the spectral width of the the emitted

photons or Auger electrons, but these measurements cannot provide a detailed mapping

of the multi-electron dynamics.

In 2002 Drescher et al. proposed the use of attosecond streaking to measure

the lifetime of the 3d core hole in Kr. In their experiment they used a 97-eV, sub-

femtosecond soft-x-ray pulse for excitation and sub-7-fs few-cycle IR pulse centred at

16 eV for probing electron emission. The two pulses were then collinearly focused into
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Attosecond spectroscopy 10

Figure 2. An XUV photon (purple arrow) interacts with an atom. A valence or

core electron can be removed in a photoionzation process. After excitation of a core

level, a valence electron can occupy a core level with subsequent emission of another

valence electron (Auger decay). Upon photoemission of a valence (or core) electron

a second electron can be excited by electron correlation (shake up). Gray arrows

represent internal processes, empty balls vacancies and circles with purple contour

holes generated by the XUV excitation filled with another electron.

a Kr gas target and the kinetic energy distribution of the emitted photo and Auger

electrons was measured with a TOF spectrometer. Excitation by the XUV pulse results

on the creation of a 3d hole, which is accompanied by the emission of an electron from

the 4p shell by Auger recombination. In the presence of a strong IR field the emitted

electron changes its final momentum (reached after the light pulse left the interaction

volume) by ∆p(tr) = [eEa(tr)/ωL sin(ωLtr+φ)] where tr is the time at which the electron

was ejected, Ea is the amplitude envelope, and ωL and φ are the carrier frequency and

carrier-envelope phase of the IR pulse. The final energy is thus given by:

Ef (tr) = Ei + 2Up(tr) sin2(ωLtr + φ) cos 2θ + [8EiUp(tr)]
1/2 sin(ωLtr + φ) cos θ (5)

where e, me and Ei stand for the electron charge, mass and initial energy, Up(t) =

e2E2
a(t)/4meω

2
L is the electron cycle-averaged quiver energy in the probe light field and

θ is the angle between the IR field vector and the final momentum of the electron.

This time-to-energy mapping allows to sample the electron emission with attosecond

temporal resolution. A lifetime of 7.9 fs of M -shell vacancies was measured in this way.

Attosecond streaking has also been used to investigate the delay of the

photoemission of a 2s electron relative to a 2p electron in neon [87], the impact of

electronic correlations on electron dynamics in helium [99] and to measure photoemission

time delays between valence electrons of two different atomic species (argon and neon)
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Attosecond spectroscopy 11

[100].

Photoelectron interferometric pump-probe schemes have been also developed for

attosecond electron spectroscopy measurements [101]. In this technique an attosecond

XUV pulse creates a wave packet by excitation of a coherent superposition of bound

and continuum states in helium, while the subsequent IR pulse ionizes the bound states.

The interference of the wave packet generated in the continuum by the XUV pulse

(reference) and the one created from XUV and IR excitation results on an delay-

dependent photoelectron spectrum (interferogram) that encodes information on the

quantum beats [102] and multipath interference , allowing thus to characterize the bound

electron wave packet.

A complementary approach to photoelectron spectroscopy with isolated attosecond

pulses is to monitor the temporal evolution of the ions. In this scheme, the

attosecond XUV pulse initiates an ionization process and the delayed few-cycle IR pulse

subsequently produced a doubly ionization of the sample. The dynamics of the ion yield

as a function of time can thus be linked to the electron dynamics of the system. This

technique has been used for probing real time electron tunnelling ionization in neon

and xenon [52], concluding that in neon electrons escape from their atomic binding

potential under the influence of a strong IR field in a time window of 380 as near each

field maximum of the ionizing IR pulse.

Interferometric-based photoelectron spectroscopy techniques using trains of

attosecond pulses have been widely used to investigate electron dynamics in atoms

[88, 91, 103–107], since the combination of both high temporal and spectral resolution

allows for a clearer interpretation of the data. Pioneering work by L’Huillier’s group

characterized the variations in the phase of a wave packet in helium by exploiting the

interferences between continuum electron wave packets that are prepared by a sequence

of attosecond pulses [103]. In analogy to traditional optical shear interferometry

techniques used for wavefront retrieval, if two shifted replicas of an electron wave packet

can be created, their interference can be used to retrieve information on the phase. The

principle can be briefly explain as follows: the momentum distribution of an electron

ionized by an attosecond pulse is shifted by −eA(τ) if an IR field with vector potential

A(t) is present at the time of ionization τ . If now the atom is ionized by a sequence of two

attosecond pulses separated by half the oscillation period of the IR field, two electron

wave packets are formed, which will interfere in the region where their momentum

distributions overlap. Depending on the time of ionization with respect to the carrier

of the IR field, the interference will depend on the difference in accumulated phase

between the electron wave packets (if τ coincides with a zero of A(t)) or on the difference

between the phases of the initial electron wave packet (if τ coincides with a maximum

or minimum of A(t)). This experimental scheme was applied for the investigation of the

single-photon ionization in helium [103], proving that it is possible to use attosecond

pulses to modulate the probability of an ionization event [104].

RABBITT-based methods have been widely used for the investigation of

photoemission time delays in atoms [74]. Recalling Eq. (1) if one can precisely measure
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Attosecond spectroscopy 12

τ and ∆φq, the atomic phase due to the two-photon ionization process, ∆φatom, can be

directly determined. However, these variables are difficult to obtain separately. This

bottleneck can be overcome by simultaneously creating two independent wave packets

from different shells: the measurement of the two electron wave packets cancels the term

∆φq and allows for determining the phase delay difference ∆φatom,shell1 − ∆φatom,shell2
at the same photon energy. This principle was exploited by Klünder et al. to study

photoemission from the 3s2 and 3p6 shells in argon, at different excitation energies

ranging from 32 to 42 eV [88] establishing a difference in delays between -40 as (for

SB22) and -110 as (SB24). Importantly, they concluded that this phase delay can be

decomposed in two contributions, ∆φ = ∆φCC + ∆φW : the phase accumulated by the

photoelectron when escaping from the atom due tot the process of photoionization (also

known as Wigner phase, ∆φW ) and a phase inherent to the measurement process due

to the laser-driven continuum-continuum transition (∆φCC).

The RABBITT principle was also exploited by Isinger et al. to determine the

photoemission time delay in neon [107]. Back in 2010 Schultze et al. measured a

delay of 21 as in the photoemission of 2s electron relative to the 2p electron in neon

by attosecond streaking [87]. Multiple theoretical efforts tried to understand the origin

of this delay, underpredicting the observed delay by about a factor of two [108–110].

Isinger et. solved the puzzle by measuring the photoionization delays with RABBITT,

which allowed them to combine high temporal (20 as) and spectral (200 meV) resolution

over a broad energy range (65-100 eV). In the experiment a comb of harmonics is

produced by HHG in neon (Fig. 3e), which was filtered with a combination of 200-

nm-thick aluminum and zirconium foils (letting through three harmonics below 75 eV)

and with two zirconium filters (75-105 eV). The attosecond pulse train is combined in a

Mach-Zehnder-like interferometer with a weak IR pulse and both pulses are collinearly

focused into a magnetic bottle electron spectrometer with spectral resolution better

than 100 meV.

The first column in Fig. 3 shows the photoelectron spectra: for both the 2s and 2p

sub-shells, ionization results in three peaks due to absorption of harmonics (H41, H43,

and H45) and two sideband peaks (SB42 and SB44) reachable by two-color two-photon

transitions. Thanks to the narrow bandwidth of the aluminium-zirconium filter set, the

spectra generated from the 2p and the 2s sub-shells are well separated in energy (the

difference in the ionization energies of both subshells is 26.8 eV, therefore larger than the

energy bandwidth transmitted by the filter). This allows to obtain simultaneously two

individual RABBITT traces containing information on the phase delay of the electrons

ionized from 2s and 2p. The experimental results for the difference between 2s and 2p

time delays are displayed in Fig. 3d, which are in very good agreement with many-body

perturbation theoretical calculations (black line). A Fourier analysis of the sidebands

allowed them also to disentangle the contribution of a shake-up process on the 2s time

delay measurement, which might be at the origin of the discrepancy between the results

of [87] and theoretical calculations.

Spectrally resolved electron interferometry has also been applied to the study of
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Attosecond spectroscopy 13

Figure 3. (a) Scheme of the RABBITT principle applied to the 2s and 2p shells in

neon. Blue arrows represent the XUV pulse, whereas red stands for the IR photons. (b)

Time-averaged photoelectron spectra. For both sub-shells, ionization results in three

main bands corresponding to the absorption of photons of the 41st, 43rd and 45th

harmonics and two side bands in between. (c) Photoelectron spectrum as a function

of the XUV-IR time. (d) Difference in time delay τatom(2s) − τatom(2p) in neon for

different photon energies corresponding to the harmonics shown in panel (e). The

square corresponds to delay measured in the experiment of Ref. [87] and the diamonds

to the measured time delay differences between shake-up and 2p ionization. Black

line represents the prediction by the numerical simulations. (e) High order harmonic

spectra used in the experiment with a combination of aluminium and zirconium filters

(yellow) and with two zirconium filters (red). From [107]. Reprinted with permission

from AAAS.

ultrafast strongly correlated multielectron dynamics. Clear examples are the electron

dynamics of autoionizing states [111], Cooper minima [112, 113] or shape resonances

[91, 92, 114, 115]. In particular, the investigation of the wave packets created through

Fano autoionizing resonances has attracted considerable attention in the last years

[91, 92, 114–117].

Gruson et al. [91] were able to monitor the build up of a wave packet around a

Fano resonance in helium, characterizing its amplitude and phase. In their experimental

setup, a comb of harmonics derived from a mid-IR source photoionizes helium. The 63rd

harmonic is driven into the 2s2p autoionizing resonance. Since the resonance width

(37 meV) is much narrower than the harmonic width (400 meV), a broad resonant

electron wave packet with complex spectral amplitude is generated. Simultaneously

harmonics H61 and H65 create non resonant electron wave packets in the continuum,

which serve as a reference to probe the resonant electron wave packet. A weak replica of

the mid-IR is again used to induce the interference creating a RABBITT trace, which

encodes information on the amplitude and phase of the resonant wave packet. In fact,

the argument of the cosine in Eq. (1) reads in this case: 2ωIRτ + ∆φq + ∆φscat where

∆φscat = ∆φscat,NR − ∆φscat,R is the difference between the nonresonant and resonant
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Attosecond spectroscopy 14

scattering phases of the two intermediate states. In the presence of a Fano resonance the

terms ∆φq and ∆φscat,NR are negligible with respect to ∆φscat,R and therefore a Fourier

analysis of the fringes in the spectrogram allows for the phase retrieval of the resonant

wave packet.

More recently Cirelli et al. investigated the photoemission time delays in argon

in the vicinity of the 3s−1np autoionizing resonances [92]. The experimental approach

combined detection with a VMI and a reaction microscope, which enables the retrieval

of the full 3D momentum vector in coincidence for electrons and ions. This provides

additional information with respect to the previous examples, as it allows to explore the

angular behaviour of resonant atomic time delays. The results obtained by Cirelli et al.

showed that indeed the time delay measured in the vicinity of these resonances depends

strongly on the electron ejection angle with respect to the ionizing field polarization.

2.3. TR-photoelectron(ion) spectroscopy on molecules

One of the most interesting applications of attosecond science has been the

implementation of this technology to visualize and control the electron motion in

molecules opening the possibility for the ultimate real-time control of chemical reactions,

one of the central problems in modern chemistry. In this section we will review the

progress on attosecond measurements in molecules, starting from diatomic molecules

and evolving towards more complex targets. For a deeper insight, we refer the reader

to the most recent reviews on the topic [11, 118].

2.3.1. Molecular Hydrogen The examples covered in this section are fundamental works

in the field of attosecond science, as they represent the first extension of attosecond

spectroscopy from atoms to molecular targets. The majority of these studies addressed

the case of molecular hydrogen (H2) and deuterium (D2), for which reliable theoretical

simulations were possible. The potential energy curves of the states involved in the

dissociative ionization of H2 are shown in Fig. 4.

One of the most remarkable achievements in time-resolved experiments was the

demonstration and control of electron localization in H2 and D2. In a pioneering

work Kling et al. [96], used two intense, few-cycle near-IR pulses to observe electron

localization in the dissociative ionization of D2 molecules by modifying the relative CEP

of the IR pulses.

A few years later, in 2010, Sansone et al. achieved the control onto the localization

of the electronic charge distribution by combining for the first time a few-cycle IR beam

with an isolated attosecond pulse [53]. The 300-400 as pulse, covering a bandwidth

extending from 20 to 40 eV, triggers ionization in H2 or D2 molecules, which results in

the generation of H+ or D+ fragments. A delayed IR pulse redistributed the charge

within the ion and the three-dimensional momentum distribution of the fragments is

then mapped using a VMI spectrometer. In particular, they observed an asymmetry in

the ion yield, interpreted as a clear indication of electron localization, which occurs by
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Attosecond spectroscopy 15

Figure 4. Potential energy surfaces of the states involved in the dissociative ionization

of molecular hydrogen. Adapted figure with permission from [53], Copyright (2010)

by the American Association for the Advancement of Science.

means of two mechanisms, as illustrated in Fig. 5.

Due to the broad bandwidth of attosecond pulses, several dissociative ionization

channels can be accessed. In the absence of the IR, for photon energies between

25 and 36 eV, a parallel transition preferentially excites molecules aligned along the

polarization axis to the doubly excited Q1
1Σ

+
u states; subsequent autoionization to the

2Σ+
g (1sσg) state produces ionic fragments with a kinetic energy primarily between 2

and 7 eV. At 30 eV it is possible to access the repulsive 2Σ+
u (2pσu) state. Above 31 eV,

a perpendicular transition preferentially excites molecules aligned orthogonally to the

laser polarization axis to the Q1
2Πu doubly excited states; these states autoionize to the

two lowest electronic states of the cation 2Σ+
u (2pσu) and 2Σ+

g (1sσg), resulting in ionic

fragments with kinetic energies of 5-8 eV and 1-5 eV, respectively.

This kinetic distribution of the ion fragments changes in the presence of the intense

IR pulse. Further information on the charge localization can be extracted by analyzing

the angular momentum distribution of the ejected fragments, and more in particular

the laboratory-frame asymmetry parameter:

A(Ek, τ) =
NR(Ek, τ)−NL(Ek, τ)

NR(Ek, τ) +NL(Ek, τ)

where Ek denotes the kinetic energy, τ the time delay and NR and NL are the number of

fragments emitted at 45◦ of the polarization axis on the right and left-hand sides of the

detector. As shown in Fig. 5b the asymmetry parameter displays distinct oscillations
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Attosecond spectroscopy 16

Figure 5. (a) Experimental kinetic energy distributions of D+ fragments at selected

time delays, compared with the distribution in the presence of the XUV or IR

fields only. (b) Experimentally extracted asymmetry parameter as a function of the

delay between the IR and XUV pulses: the map displays clear oscillations whose

phase strongly depends on the kinetic energy. Mechanisms underlying the observed

asymmetry in the dissociative ionization of hydrogen: (c) the IR probe acts in on the

photoionization of the molecule or (d) on the dissociation of the molecular ion. Blue

arrows represent XUV photons, red IR photons and purple internal paths. Adapted

figure with permission from [53], Copyright (2010) by the American Association for

the Advancement of Science.

as a function of the delay between the XUV and IR pulses. In absence of the IR

there is a symmetric distribution of NR and NL since the electronic states 2Σ+
u (2pσu)

and 2Σ+
g (1sσg) that can be accessed by one XUV photon absorption have opposite

parities. The asymmetry is therefore the result of the coherent superposition of states

of different parity but identical kinetic energy of the ion and angular momentum of the

photoelectron, and can only be achieved in the presence of the IR field. The authors

identified two different mechanisms leading to this scenario (Fig. 5, bottom panels): (I)

the interference between the direct ionization through the (2Σ+
u (2pσu) continuum by

simultaneous absorption of an XUV and an IR photon and the autoionization decay

into 2Σ+
g (1sσg) state and (II) the XUV ionizes to the (2Σ+

u (2pσu) state and the IR pulse

couples it to the 2Σ+
g (1sσg) surface. While the first mechanism occurs only when the

XUV and IR pulses overlap, the second requires only the IR pulse to be intense during
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Attosecond spectroscopy 17

the dissociation of the molecule. This work therefore demonstrated that it is possible to

control the electron localization following dissociative ionization in hydrogen by using

an appropriate timing of the IR field.

Using trains of attosecond pulses the role of the nuclear motion in the induced

electron dynamics was investigated in D2 [119].The experimental data on the fragment

ion yields displayed oscillations with a period half of the IR optical cycle, which were

explained as an interference between ionization pathways involving different harmonic

orders and an IR-induced coupling between the states of the molecular ion. As a result of

this IR-induced coupling, the dependence of the photoelectron spectra with the pump-

probe delay is different with respect to that obtained from RABBITT measurements in

atomic systems. A few years later, this scheme was extended by using trains of vacuum-

UV (VUV) attosecond pulses tunable in the frequency domain to investigate the nuclear-

electronic coupling. In their experiment, Ranitovic et al.[120] employed three different

attosecond VUV harmonic combs, leading to the population of the B1Σ+
u and EF1Σ+

g

states through different one and two- photon pathways. Each harmonic comb was used

to create a different vibronic wave packet, which evolves along the potential energy

surfaces of the B1Σ+
u and EF1Σ+

g states covering different regions of the internuclear

distance. By using this approach, the authors demonstrated the coherent excitation of

multiple wave packet dynamics, as well as a possibility of controlling bond-breaking and

dissociation through the pathways in D2.

More recently Cattaneo et al. made use of the RABBITT technique in combination

with COLTRIMS to time resolve the coupled electron–nuclear dynamics in H2 [121].

In the experiment, they pumped H2 molecules with a train of attosecond pulses in

the energy range 24–42 eV and probed with a weak IR pulse of about 30 fs and peak

intensity between 1.4 × 1011 and 3.0 × 1011 W/cm2. The XUV pulse train populates

the cationic ground state 2Σ+
g (1sσg) for energies around 25 eV (resulting in molecular

fragments with a kinetic energy release - KER - of about 1 eV), the first excited state of

the ion 2Σ+
u (2pσu) for energies above 30 eV (resulting in 10-12 eV KER) and the doubly

excited states Q1 (for molecules oriented parallel to the XUV polarization axis) and

Q2 (for molecules oriented orthogonally). The two latter autoionize to 2Σ+
g (1sσg) and

2Σ+
u (2pσu), but the resulting ionic fragments have higher kinetic energy with respect to

those from the direct path. It is thus possible to separate the paths leading towards

Q1 and Q2 from the two molecular orientations (parallel and perpendicular to the XUV

polarization). The associated KER (Fig. 6, panels a and b) contain in turn information

on the ionization mechanism: the direct ionization gives a contribution to the KER

between 0-2 eV, whereas the cross section for the autoionization is nonzero over a broad

range of energy and therefore it is the only contribution above 2 eV. On the other

hand, information on the coupled electron-nuclear dynamics can be inferred from the

photoion-photoelectron spectra by exploiting the RABBITT technique (Fig. 6, panels

c and d), which allows to extract the phase of the molecular wave packet. In this case
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Attosecond spectroscopy 18

the oscillatory term in Eq. (1) reads

S2q(τ) ≈ cos(2ωIRτ −∆φq −∆φn−e) (6)

where φn−e is what the authors called the coupled nuclear–electron phase. By analyzing

this phase as a function of both the electron kinetic energy and the KER, they

demonstrated that the changes of the ionization phases with the nuclear kinetic energy

can be as big as variations with the electron kinetic energy, meaning that the outgoing

electron wave packet and the nuclear wave packet cannot be separated.

Figure 6. Experimentally measured KER as a function of the electron energy for (a)

perpendicular and (b) parallel molecular orientations. (c) and (d) RABBITT traces of

photoelectrons in coincidence with H+ and (e), (f) extracted phase delays. Adapted

figure with permission from [121], Copyright (2018) by Springer Nature.

In recent years considerable effort has been made to increase the photon flux from

HHG sources to perform XUV pump - XUV probe experiments [10, 35, 122, 123]. The

first experimental XUV pump-XUV probe measurement in a molecule was obtained by

Carpeggiani et al. in H2 [124]. A XUV pulse with a spectrum spanning from 12.5 to

18 eV excites a manifold of electronic states with the corresponding vibrational levels

(Fig. 7a). The dynamics of the excited electronic and vibrational wave packets are

probed through absorption of a photon from the second temporally delayed XUV pulse.

Since the ionization potential for the dissociative channel in H2 is 18.15 eV, this channel

is only accessible by two-photon absorption and therefore it can be used as an observable

to track the electron-nuclear coupling dynamics [125]. In the experiment, they observed

a minimum at zero delay and a subsequent increase of the proton yield in the first

1 fs (Figs. 7b,c), which is rationalized as follows: at τ = 0 fs the dissociation pathway
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Attosecond spectroscopy 19

b)

c)

a)

Figure 7. (a) Energy diagram of H2: a first XUV pump pulse (blue arrow, spectrum

shown in the inset) creates a wave packet over the states comprised between 12.5

and 18 eV. A second XUV pulse is then used to track the dynamics triggered by

the pump in a two-photon scheme: with increasing internuclear distances (i.e., the

molecule stretches) the second ionization threshold 2pσu opens, leading to ionization

with nonzero energy protons. Experimental traces of (b) the total proton yield and (c)

the yield of nonzero kinetic energy photons. A local minimum is observed at τ = 0 fs

succeeded by a build-up, which is attributed to the dynamics of the opening of the

dissociation channel through the 2Σ+
g (2pσu) channel. Adapted figure with permission

from [124], Copyright (2014) by the American Physical Society.

through the 2Σ+
g (2pσu) is mainly closed but, due to the stretching of the molecules, it

becomes accessible from the intermediate states after 1 fs.

A similar scheme, but using trains of attosecond pulses was employed by Midorikawa

and co-workers to demonstrate the control of the dissociation pathway originating from

the 2pσu state against that from the 2pπu state in molecular hydrogen [126]. To this

end the authors generated a XUV comb composed by the 3rd to the 19th harmonics.

The duration of the corresponding attosecond pulse train was estimated to be around

4 fs with an energy exceeding 1µJ, which allowed them to split the pulse in two replicas

with sufficient energy to perform the experiment. The H+ fragments were mapped as a

function of the delay between the two replicas in a VMI spectrometer. The harmonics

3 to 11 excite the 2pπu state (Fig. 8a) and are therefore correlated to the signals in

the KER spectra of the H+ fragments parallel to the polarization direction of the pulse

train; in contrast, the 9th-, 11th- and 13th-harmonic components are responsible for the

signatures in the perpendicular direction, since they populate the 2pπu state (Fig. 8b).

The spectra showed clear oscillations in the H3 and H5 KER components as a function

of the scanning delay (Fig. 8a) due to the interference due to the vibrational motion of

the wavepacket created in the 1sσg state. Similarly the H9 and H11 KER components
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Attosecond spectroscopy 20

oscillate between 0 and 280 fs (Fig. 8b), equal to the time of the half-revival of the

vibrational wave packet. Based on this, the authors demonstrated a route to switch

between the two dissociation pathways. At 8 fs before the time of the half-revival of

the wavepacket the vibrational wavepacket is confined around the inner turning point

in the 1sσg curve. Due to the close photon energy of the H9 with the energy difference

between the 1sσg and 2pσu states at the inner point, the photoexcitation with the 9th

harmonic should favour this transition (Fig. 8c, upper panel). After the half-period of

the vibrational motion (8 fs), the wave packet reaches the outer turning point, where

the H9 is energetically closer to the transition to the 2pπu state (Fig. 8c, bottom panel).

Further progress in attosecond XUV pump-XUV probe experiments requires phase-

locked XUV pulses, which would allow for example to retrieve the excitation dynamics

and identify both electronic and nuclear phases [125, 127]. Recent developments in free

electron lasers have been proved to be very promising in this direction [128–130].

2.3.2. Small and medium size molecules The experiments discussed in Sect. 2.3.1 paved

the way towards the investigation of electron dynamics in molecules of larger complexity.

In the case of diatomic molecules, extensive studies have been performed in O2, CO and

N2.

By varying the relative delay between an IR field and an attosecond pulse train,

Siu et al. showed a dependence of the branching rations of different ionic fragmentation

channels in O2 [131]. A similar scheme was employed in [132], but this time using a

reaction microscope for the detection: by measuring over a large pump-probe delay

range, the authors were are able to resolve the first (half-)revival of the wave packet

(40 fs). This oscillation is caused by a time-dependent vibrational wave packet in the

potential of the binding O+
2 (a4Πu) state, which is then probed by resonant absorption

of an IR photon to the O+
2 (f 4Πg) state. By comparing the experimental spectra

with coupled-channel simulations, the authors were able to discriminate between the

calculated adiabatic cation potential energy curves. The autoionization process has also

been investigated with few-femtosecond x-ray pulses [133], which populate the super-

excited states of the O +
2 molecular ion. This state evolves into an autoionizing state,

but this decay can be interrupted by interaction with an ultrashort laser pulse. This

allowed the authors to determine the minimum internuclear separation of the fragments

for autoionization to happen (about 30 Å) and the onset of Feshbach resonances of the

neutral oxygen atom.

Dissociative ionization of N2 has been widely studied using attosecond pulse trains

[134, 135], femtosecond time-resolved photoelectron and photoion spectroscopy [136] and

isolated attosecond pulses [137]. Precise information on the shape of the potential

energy surfaces involved in the dissociative ionization process was extracted by exploiting

isolated attosecond pulses [137]. Particularly interesting are the results with attosecond

pulse trains. The angularly-resolved pump-probe measurements in [134] showed that,

in contrast with what previously observed in other diatomic molecules, autoionization

becomes energetically allowed when the two nuclei are still very close (about 3 Å).
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Attosecond spectroscopy 21

Figure 8. Schematic figure of the one-photon excitation from the ground 1sσg state (a)

to the repulsive 2pσu state and (b) to the 2pπu state in the molecular ion. The right

hand side panels show the corresponding time-resolved KER spectra. (c) Potential

curves of the 1sσg (black), 2pσu (red) and 2pπu (blue) states. The KER spectra of

the H+ fragments generated via one-photon absorption to the 2pσu and the 2pπu
states are shown in the right axis as red and blue shaded areas, respectively. Left

panel: excitation with the H9 efficiently populates the 2pσu state when the vibrational

wave packet is localized around the inner turning point. Right panel: the vibrational

wave packet arrives at the outer turning point and one-photon absorption from the 9th

harmonic efficiently populates the 2pπu state. Adapted figure from [126].
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Haessler et al. experimentally characterized the phase of the two-color two-photon

ionization transition for different states of the ion [135]. Recalling Eq. (1), the intensity

of the sidebands oscillates as:

S2q(τ) ≈ cos(2ωIRτ −∆φq −∆φmol) (7)

where ∆φmol is the molecular phase. In order to isolate this term it is thus necessary to

retrieve first the contribution of the XUV phase, ∆φq, which is done by performing a

separate measurement in Ar. This analysis was applied to extract the molecular phases

as a function of the sideband order for each ionization channel. As it can be seen in

Fig. 9, most of the measured values for both channels rely around 0 rad, except for the

12th sideband in the X state. In particular the authors measured a value of −0.35π rad

for the electrons produced in the ionization channels leading to the X2Σ+
g (v′ = 0)

state and −0.9π rad for X2Σ+
g (v′ = 1, 2) states. This behaviour was attributed to the

presence of a resonance in the in the vicinity of the 11th harmonic. This study represents

a fundamental step towards the characterization of attosecond photoionization time

delays in molecules, a hot topic in attosecond science in the last few years.

Figure 9. Experimental molecular phase difference as a function of the sideband order

for the X and A states in N2. Adapted figure with permission from [135], Copyright

(2009) by the American Physical Society.

Beyond diatomics, the first extension of attosecond methods to the study of small-

and medium-sized neutral molecules (N2, CO2 and C2H4 was reported by Neidel et al.

[138], who monitored the time-dependent variations of the parent molecular ion yield

using a two-color scheme: a moderately intense 30-fs IR pulse serves as the pump,

whereas an XUV attosecond pulse train is used as a probe. The measured fragment

yields presented pronounced oscillations as a function of the pump-probe delay. For N2+

ions, the amplitude of the oscillations is about 1%-2% with a period equal to half the

fundamental pulse. Similar in-phase modulations were observed for N+, indicating that

the total ionization yield oscillates as a function of the pump-probe delay. This suggests

that IR field induces a time-dependent molecular dipole moment giving rise to a time-

dependent redistribution of the electronic density, which modulates the photoionization

yield of the molecule. The amplitude of such oscillations was found to correlate with

the magnitude of the molecular polarizability.
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Attosecond spectroscopy 23

Figure 10. Photoelectron spectrum and difference spectrum as a function of the

IR-XUV delay for a)N2O and b) H2O. Experimental molecular phase difference as a

function of the sideband order for the X and A states in c) N2O and d) H2O. Adapted

figure with permission from [139], Copyright (2016) by the American Physical Society.

As for atoms, interferometric measurements with trains of attosecond pulses

enable the retrieval of attosecond photoionization delays in molecules. RABBITT

measurements by Wörner’s group [139] reported photoemission time delays in N2O and

gaseous water. For the experiment, trains of attosecond pulses were generated in Ar,

which were recombined with the dressing IR pulse in an actively-stabilized beamline.

Upon the interaction of the pulses with the molecular jet, photoelectron spectra were

collected with a magnetic TOF spectrometer. Importantly, the XUV pulse train was

spectrally filtered by thin metal foils. This removes the spectral overlap inherit to the

broad bandwidth of attosecond pulses, which had previously prevented to extract time

delays due to the congested spectra. In the case of N2O delays up to 16 as were found in

the 20-40,eV energy range, while in H2O delays below 50 as were measured at the same

photon energies. Panels (a) and (b) in Fig. 10 show the difference spectra, obtained
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Attosecond spectroscopy 24

by subtracting the XUV only measurements from the spectra in the presence of the IR

field, performed in N2O and water when filtering the harmonics 11, 13 and 15 (black

line). The spectrograms display two modulated sidebands (SBs), assigned to the SB14

of Ã+ and SB14 of Ã+. By Fourier transforming with respect to the delay axis, it is

possible to extract the phases and therefore the relative time delay between the SB14

of Ã+ and Ã+ states. For N2O this amounts to 35 as, while for water is about 10 as.

Similar measurements were performed using different filters covering up to 40 eV. As it

can be seen in panels (c) and (d) in Fig 10, delays as big as 160 as were measured for

N2O, while for water it is limited to 50 as. These large delays observed in N2O were

assigned to the trapping of the photoelectron in a molecular shape resonances.

The same experimental approach was applied for the investigation of photoemission

delays in liquid water [140], being the first measurement of attosecond electron dynamics

in liquids. To this end Jordan et al. combined the spectral filtering [88, 139] and

the energy-dependent analysis of the sideband oscillation phases [91, 107] with the

complex-valued principal components analysis. Liquid water was introduced into a

vacuum chamber through a 25-µm nozzle; evaporation from the jet created gas-phase

water in the surroundings. A XUV pulse train together with a 30 fs IR pulse were

focused onto the liquid microjet, simultaneously measuring the electron contributions

from both the liquid and gas phase water molecules. Signals from the liquid phase

could be isolated since they were shifted and broadened with respect to the gas phase

contributions. By applying Eq. (7) to the Fourier transform of the spectrograms

(Fig. 11) photoemission time delays of 69 as and 49 as were obtained for the 14th and

20th sidebands, respectively. To rationalize these observations the authors developed a

theoretical model combining the description of time delays at quantum mechanical level

with a semiclassical-trajectory Monte Carlo simulations of electron transport. These

calculations allowed to discriminate between the contribution of the local environment

(solvation) and electron transport to the photoemission time delays, concluding that

the latter was negligible.

The works regarding photoemission delays we have reviewed up to now do not

consider the anisotropy in the molecular frame (i.e. the delays are an average over all

possible orientations of the molecule). If one could gain access to the angular dependence

of the photoemission delay, it would give direct information on the localization of the

electron wavepacket within the molecular potential. This concept was first introduced

in a theoretical study by Chacon et al. [141], who termed the relative delay between

electrons emitted to the left and right in an asymmetric system as stereo Wigner time

delay:

τSW = τW (left)− τW (right) (8)

where τW is the Wigner delay time [73] (i.e. the energy derivative of the scattering

phase of the electron wave packet receding in the field of the ion).

Therefore by properly imaging the charged fragments after dissociation in a

diatomic molecule, the timing measured for different recoil angles could be linked to the

specific spatial region of the molecule where the electron wave packet originated. This
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Attosecond spectroscopy 25

Figure 11. A and B show the photoelectron spectra of the XUV only data (blue) or

in presence of the IR field (orange) together with the decomposition in their principal

components. C and D are the difference spectra of the spectra in the presence and

absence of the IR field. Difference spectrograms are displayed in E and F, with the

corresponding Fourier-transform power spectra in G and H. Panels I and J show the

amplitude and phase of the 2ω component of the Fourier transform. From [140].

Reprinted with permission from AAAS.

was actually demonstrated by Keller’s group in carbon monoxide (CO) by combining

the RABBITT technique with a COLTRIMS detection scheme. In such case Eq. (8)

reads:

τSW = τW (Cside)− τW (Oside) (9)

In their experiment, photoionization dynamics was initiated by a train of attosecond

pulses with a bandwidth extending from 23 o 42 eV. A portion of the driving IR pulse

serves as a perturbative field. The two beams are then focused into a supersonically

expanded cold jet of CO molecules and the angle-resolved momenta of the fragment ions

and electrons are detected with the COLTRIMS apparatus.

After excitation three ionization channels can be accessed: the direct

photoionization channel (CO+hν → CO++e−) and two dissociative photoionization

pathways (CO+hν −−→ C++O+e– and CO+hν −−→ O++C+e– ). The study focuses

on the dissociative ionization channel involving the C+ fragment. Due to the large

bandwidth XUV pulses, electrons with overlapping energy distributions are released

from ionization with different harmonics. This prevents the assignment of fragment ion
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to an individual electronic state. Instead, in this work the relative contribution of the

electronic states was enhanced by discriminating between dissociation events where the

recoil axis is oriented parallel (β‖) or orthogonal (β⊥) to the XUV polarization. KER

spectra for parallel (blue) and perpendicular (orange) orientations are shown in Fig. 12.

Two peaks can be distinguished in the spectrum of perpendicularly oriented molecules:

one around 1 eV (noted as low KER) and one around 3.9 eV (high KER). Quantum

nonadiabatic dynamics simulations based on the multireference configuration interaction

(MRCI) and nonadiabatic couplings allowed to determine the ratios of dissociation into

the C+ + O channel for individual electronic states and therefore the contributions of

states to the (β‖) and (β⊥) KER spectra. The former is dominated by 2Σ+ states,

whereas the latter has contributions from the D2Π and the 32Σ+ states (low KER) and

32Π state (high KER).

Figure 12. a) Scheme showing the system geometry and the recoil angle with respect

to the laser polarization axis P, indicated by β.The dotted line and the black spot

represent the escaping side of the electron wave packet. b) KER spectra separated

for molecules oriented perpendicular (orange) and parallel (blue) with respect to the

polarization axis. c) Angular distribution of the recoil angle with respect to the field

polarization axis. Adapted figure with permission from [142], Copyright (2018) by the

American Association for the Advancement of Science.

Once the data are decomposed into the RABBITT traces for the parallel and

perpendicularly oriented molecules, one can extract the molecular phase delay from

Eq. (7). The term ∆φmol in Eq. (7) can be decomposed by the sum of two terms:

∆φmol = ∆φW +∆φCC , where ∆φW is the Wigner phase and ∆φCC is the measurement-

induced phase term originating from the continuum-continuum transition in the IR

field. Since here one is interested in evaluating the stereo Wigner time delay, the term

∆φ2q (attochirp, inherent to the XUV pulse) cancels out and so does the term ∆φCC
(symmetric contribution of the long-range Coulomb potential). The stereo Wigner time

delay can be therefore calculated from the RABBITT traces as:

τSW =
τW (Cside)− τW (Oside)

2ω
(10)

The experimentally obtained values of τSW as a function of the electron energy

are displayed for the two molecular orientations in Fig. 13. For perpendicularly

oriented molecules the stereo Wigner delay times lie around 0 as (±351,as). This
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trend is expected from symmetry considerations and further supported by numerical

calculations. Molecules oriented parallel to the light polarization present instead an

evolution from negative delays (-165 as at 5 eV) towards positive values (+30 as at

14.4 eV). This change in the sign implies that the stereo Wigner delay changes from

τW (Cside) < τW (Oside) (i.e. the electron wave packet escapes into the continuum via

the C-site) to its inverse with increasing electron kinetic energy.

To elucidate the origin of this behaviour, two theoretical approaches were

implemented: one based on the time-dependent resolution in ionic states method [143]

and the second based on the combination of the approximate, classical propagation of

the Wigner function of the photoelectrons with the quantum nonadiabatic dissociation

dynamics. The joint interpretation of the experimental results and the numerical

calculations allowed the authors to conclude that the negative delays at low energy

arise from the initial localization of the electron wave packet in the carbon side of the

molecules. It was thus concluded that photoelectrons originating from the dissociative

ionization process of the CO molecule are preferentially emitted from the carbon end

for dissociative Σ states and from the center and oxygen end for the 2Π states of the

molecular ion. As we have seen in the previous examples, the broad bandwidth of

Figure 13. a) Potential energy surfaces of the CO+ molecular ion (the most relevant

states involved in the dissociative ionization are highlighted in red, purple, blue and

yellow). RABBITT traces for molecules oriented b) parallel and c) perpendicular along

laser polarization. Adapted figure with permission from [142], Copyright (2018) by the

American Association for the Advancement of Science.

attosecond pulses and the close-lying levels at XUV photon energies, renders it very

difficult to discriminate the correct initial electronic states based on the final electron

energies. In addition, it is quite complex to disentangle the two steps in the ionization

process (initial ionization of the electron and propagation of the electron wavepacket

in the molecular potential) since no reference is available. Very recently Kling and

co-workers demonstrated the potential of measuring photoemission delays to obtain

sensitive information about the role of a functional group in a molecule if an inner shell

reference is available [144]. To this end they measured the photoionization delay by
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means of attosecond streaking in a polyatomic molecule (ethyl iodide) around a giant

dipole resonance. Since this resonance is inner shell characteristic, it is largely unaffected

when an atom becomes part of a larger molecule. This allowed the authors to use as

a reference the iodine atom and disentangle the contribution of the functional group,

finding a substantial additional delay (≈ 38as) caused by its presence.

2.3.3. Large polyatomic molecules With the advent of femtosecond spectroscopy[145,

146], many efforts have been concentrated on the investigation of the photo-induced

dynamics in bio-relevant molecular systems such as photosynthetic complexes[147–149],

proteins and aminoacids or the DNA subunits[150–153]. The response of many of

these molecules is dictated by ultrafast processes that determine the ultimate chemical

change. As a remarkable example, DNAs subunits exhibit efficient non-radiative decay

pathways upon UV-photoexcitation on time scales ranging from sub-picosecond in

isolated nucleotides to few hundreds of picoseconds in DNA strands [150, 154]. This

efficient energy dissipation prevents the trigger of a chain of photochemical reactions

that could end up on a photodamage of the base sequence. On even faster time scales,

the electron delocalization occurs along the backbone chains of DNA in ca. 740 as [155].

Theoretical studies have shown that efficient charge transportation solely driven

by electron correlation - taking place in temporal scales ranging from few femtoseconds

down to tens of attoseconds - can precede any rearrangement of the nuclear skeleton

[156]. This ultrafast charge transfer has been termed as charge migration. While

charge transfer is predominantly mediated by the nuclear dynamics, charge migration is

specifically driven by purely electronic effects (for a detailed review in this topic we refer

the reader to Ref. [157]). Due to the rapid time scales in which charge migration takes

place, its experimental investigation was possible only recently, upon the generation of

attosecond pulses.

Prior to the development of attosecond light sources, the experiments on

fragmentation of small peptides by Weinkauf et al. [158–160] motivated the investigation

of charge migration from a theoretical perspective [161–165]. In these experiments, it

was found that although a positive charge was originally generated on a given specific

site of the molecule, the fragmentation had occurred at a different location. For

instance, in [158] the analysis of the fragment mass spectra of a leucine-tryptophan

dipeptide after two-photon UV excitation revealed a predominant peak of mass 86 Da,

which corresponds to a positive charged N-terminal fragment (leucine). However,

local ionization was performed at the aromatic amino acid (tryptophan), which is

located at the C-terminal side of the peptide (see Fig. 14). Similar observations

were reported for 2-phenylethyl-N,N-dimethylamine (PENNA) and phenylalanine. In

the first case femtosecond spectroscopy experiments proved that after ionization of

the phenyl chromophore, the charge is transferred to the amine site with subsequent

fragmentation leading to the immonium cation [166, 167]. As for phenylalanine, pump-

probe measurements with 1.5 fs XUV pump pulses and 6 fs IR probe pulses showed a

fast biexponential decay (time constants of ≈ 10 fs and ≈ 25 fs) in the doubly charged
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Figure 14. Schematic molecular structure of dipeptide of type leucine-tryptophan.

Photoexcitation is realized at the chromophore side (C-terminal) Fragments with mass

86 Da can be explained only by electron migration from the N-terminal side to the

chromophore residue.

immonium ion [168].

Figure 15. Molecular structure of phenylalanine and mass spectra obtained after

ionization with an XUV pulse (see details in the text).

Direct proof of charge migration dynamics was only obtained in 2014 by Nisoli’s

group using XUV pump - IR probe with isolated attosecond pulses in phenylalanine

[54] and one year later by Woerner’s group using high-harmonic spectroscopy in

iodoacetylene [169]. Here we will focus only on the first work, since high-harmonic

spectroscopy is beyond the scope of this Review. In their work, Calegari et al. utilized

isolated 290 as pulses, with a photon energy extending from 17 to 35 eV, to trigger

prompt ionization. The chemical structure of phenylalanine and the mass spectrum

resulting from ionization with an XUV pulses are shown in Fig. 15. The subsequent

response of the system was probed with 4 fs IR pulse centered at 1.77 eV, which produces

a doubly charged molecular fragment (immonium ion, mass/charge = 60) by ejection of
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a second electron. The analysis focuses on the temporal evolution of this photofragment,

whose yield is monitored as function of the pump-probe delay.

Figure 16. Pump-probe measurements in phenylalanine with isolated attosecond

pulses: yield of doubly charged immonium ion (mass/charge = 60) as a function of

pump-probe delay, measured with 3-fs time steps (inset) and with 0.5-fs temporal

steps (main). b) Experimental data after subtraction of the exponential fitting (gray

line in a). b) Snapshots of hole dynamics obtained by numerical simulations showing

the relative variation of the hole density (yellow means positive hole density, whereas

purple means negative). Adapted figure with permission from [54], Copyright (2014)

by the American Association for the Advancement of Science.

Figure 16 shows the experimental data: on a 100-fs time window (inset in Fig. 16)

the data are best fit with a build up time of 10 fs and an exponential decay with time

constants of about 25 fs. A close look into the dynamics from 15 to 35 fs with finer

time steps reveals an oscillatory pattern on top of the decay with a beating period of

ca. 4.3 fs (Fig. 16b). A Gabor transform analysis of the oscillations finds frequency

components at 0.14 PHz and 0.3 PHz dominating the response on the first 15 fs. This is

followed by a broad component at 0.24 PHz, which forms and decays in 35 fs, spectrally
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broadening with increasing pump-probe delay. Since the fastest stretching evolves

in 8.9 fs (0.11 PHz) one can rule out that the observed 4.3 fs oscillations are due to

vibrational motion (although the influence of nuclear motion cannot be excluded at

longer delays). Therefore the authors attribute the periodic beating to a charge motion

of purely electronic origin. This hypothesis was supported by theoretical calculations,

which found that the temporal modulation of the hole dynamics maximizes around the

amine group in spite of the initial delocalization of the charge.

Further studies conducted with the same experimental scheme have been performed

in other amino acids, such as tryptophan [55, 170] or glycine [171].

More recently attosecond spectroscopy has been employed to investigate the

response of DNA subunits (thymine [172] and adenine [173]) to highly-energetic

radiation. In addition to the UV-induced photodamage, tissue and DNA can be exposed

to high-energy ionizing radiation, for example during therapy of tumors. Actual DNA

damage is mainly occurring via secondary electrons or radical molecules generated in

water (the most abundant molecule in human tissue). The energy of the XUV photons

perfectly matches that of the secondary electrons, providing a perfect benchmark to

study the interaction of DNA with ionizing radiation. Mansson et al. investigated

the correlation-driven charge migration process after ionization with a XUV attosecond

pulse in adenine [173]. Their results show that the hole created in the inner valence

by the XUV pulse decays with a distinctive transition period, which can lead to the

excitation of a second electron into a bound excited state known as the shake-up state.

By properly timing the IR pulse it is possible to generate intact doubly charged adenine

via a second ionization event.

An alternative approach for the study of photoionization dynamics relies on

multiphoton ionization by 400 nm pulses introduced by Zipp et al. [174]. Similarly

to RABBITT, an IR dressing field is used to create photoelectron sidebands that can

be accessed from two interfering paths. It is important to remark that, differently

from RABBITT, the phase shifts measured by this technique can be attributed to

a temporary retrapping of a photoelectron [175].This scheme has been successfully

applied by Beaulieu et al. [176] to study the photoionization of chiral molecules.

Depending on the helicity of light and the handedness of the molecules, the ejected

photoelectrons from enantiopure chiral molecules can go forward or backward with

respect to the light propagation axis. As a consequence, the angular distribution of

the photoelectrons present an asymmetry, known as photoelectron circular dichroism.

In their work, Mairesse and co-workers investigated the relative photoemission delays

between electrons ejected forward and backward from a chiral molecule.

In the experiment, above-threshold ionization (ATI) is induced in camphor, a

prototypical chiral molecule, with a 400-nm circularly polarized field. A weak co-

propagating IR field serves as probe and detection of the photoelectron distribution

is angularly resolved with a VMI spectrometer. The overlap of the 400-nm pulse with a

weak IR pulse induce additional transitions, giving rise to sidebands between the main

ATI peaks. As in RABBITT, the sidebands oscillates as a function of the delay between
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Figure 17. a) Scheme of the two-color multiphoton ionization approach. b)

Experimental photolectron angular distribution and evolution of the second sideband

as a function of delay between the two pulses. The π shift in the oscillations between

the upper and lower half of the detector is due to the up-down asymmetry of the total

ionizing electric field. c) Ionization scheme. The 400-nm pulse induces multiphoton

ATI, whereas the 800-nm pulse produces additional transitions, leading to the creation

of sidebands between the ATI peaks. d) Angle-integrated photoelectron spectrum.

From [176]. Reprinted with permission from AAAS.

the two pulses. The phase of these modulations encodes the relative phase between

the two adjacent ATI peaks and, which contains information on the time delays of

the photoemission process. By comparing the phases of the sideband oscilations for the

backward and forward electrons, the authors concluded that photoionization of camphor

with circularly polarized light presents asymmetric delays in photoemission, of about

24 as in direct nonresonant photoionization.

2.4. TR-photoelectron spectroscopy in solids

Since the demonstration of the photoelectric effect towards the end of the nineteenth

century [177], photoelectron spectroscopy (PES) has been used to investigate the

electronic properties of solids [178]. In combination with ultraviolet (UV) photons, PES

(also referred to as UPS, ultraviolet photoelectron spectroscopy) can be used to study the

valence band states, i.e. those electrons that are less bound and that mostly determine

the electrical properties of the system. Complementary information can be obtained

with X-ray excitation (XPS, X-ray photoelectron spectroscopy). XPS gives access to
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the core levels, characterized by higher binding energies. If combined with simultaneous

detection of the angle of emission, PES can be used to map the electron dispersion in

the energy-momentum space [179–181]. Angular resolved photoemission spectroscopy

(ARPES) thus becomes a powerful tool to access the momentum-dependent electronic

band structure of solids. First experiments were performed using the emission lines

of discharge lamps like helium lamps (He Iα: 21.33 eV and He IIα: 40.82 eV), X-ray

anodes like aluminium (Al-Kα1,2: 1486.6 eV) or magnesium (Mg-Kα1,2: 1253.6 eV) and

synchrotron radiation [178]. These experiments mainly give direct information about

the occupied states in the solid at the equilibrium, but when used with pulsed sources

in a pump-probe scheme, ARPES can also give access to the unoccupied bands and

electron dynamics.

The discovery of the HHG [2, 182] constituted an important step forward for time-

resolved ARPES (tr-ARPES) in the hundreds-of-femtoseconds regime, in the spectral

region from UV to soft-x-ray [183, 184], with a table-top setup, so that Single harmonics

can be selected with multi-layer mirrors [185] or with monochromators [186–188], in

order to obtain the required energy resolution. So far, HHG-based tr-ARPES has

been successfully used in various applications with a resolution ranging from hundreds

down to almost 10 fs. Remarkable examples are the studies of phenomena like: carrier

dynamics at semiconductor surfaces [189], energy relaxation in photoexcited quartz

[190], fast relaxation dynamics of atomic xenon adsorbed on a platinum [191], decay of

excitations on a dye-doped organometallic material [192], hot-electron dynamics from

platinum surface [193], transient surface voltage in optically excited semiconductors

[194], photoinduced vaporization of charge-ordered state in the potential excitonic

insulator 1T-TiSe2 [195], melting transition of charge and lattice order in 1T-TaS2

[196], a time-domain classification of charge-density-wave insulators [197], mapping

the transient valence band structure of Gd during ultrafast demagnetization [198],

anomalous femtosecond quasiparticle dynamics of hidden order state in URu2Si2 [199],

and non-equilibrium distribution and thermalization events in graphene [200, 201].

Despite the plethora of interesting phenomena already accessible with femtosecond

resolution, important fundamental physical processes happening in solids, like electronic

screening [202–204], collective plasmonic excitation [205, 206], interfacial charge transfer

[207] and transport [44, 208], are expected to develop on sub-femtosecond time scales.

In this regards, harmonic radiation offers a unique opportunity to push the temporal

resolution of tr-PES and tr-ARPES beyond the few femtoseconds, thus entering in this

little-explored domain. In 2007 Cavalieri et al. [44] extended the streaking technique

to the condensed matter [209, 210] performing one of the first photoemission delay

measurements. By ionizing a W(100) crystal with a single attosecond pulse, they found

a relative delay of 100 as between the electrons emitted from the 4f state and the

conduction band, whose physical origin has been highly debated [211, 212].

Indeed mechanisms and phenomena absent in the gas phase like above threshold

photoemission by the IR field [213], space charge and secondary electron background,

together with the relatively high IR intensities required for streaking (∼ 1012 W/cm2)
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and the complexity of the multi-body physics at play, render the implementation and

interpretation of streaking experiments in solids a formidable task. For example,

compared to a streaking experiment performed in gas phase, with solid samples it is

not clear whether the interaction with the IR streaking field happens already inside the

solid (incomplete field screening) or only outside (complete field screening). Modelling
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Figure 18. Schematic of the three-step model (a) or one-step model (b) used to

describe the photoemission from solids. In (a) the electron is first photoexcited (1),

then it travels to the surfaces (2) where it is transmitted into the vacuum (3). In the

one step mode, instead, the Bloch electron is excited to a final state composed by a

plane wave which decays while entering the solid (so called time inversed low-energy

electron diffraction (LEED) state).

the XUV ionization in a solid is also not straightforward. While a more rigorous

approach would require to describe the photoionization process in one step [214, 215], a

phenomenological approach which has been proven to be useful is based on a three step

model [181], where the photoionization can be interpreted as composed by (Fig. 18) a

first excitation of the photoelectron (step 1), which then moves from the solid to the

surface (step 2) and finally is transmitted through the surface into the vacuum (step

3). Whether or not one model is sufficient to explain the experimental results depends

on the target and the level of accuracy required. Finally, the relatively strong IR field

used to streak the photoelectrons not only limits the application of the technique to

high photon energies (∼90 eV) to avoid the low-energy electron background [216], but

also questions the validity of the static band-structure picture. A strong IR field can,

in principle, modify the sample properties, deeply affecting the photoemission process

and the physics behind.

For all the reasons mentioned above, important questions remained unsolved like:

where does the streaking take place? Inside or outside the solid? How does the

dynamical screening happens on an attosecond time scale? Is transport the main
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mechanism dictating the photoemission timing in solids, or are there other processes

to be considered, e.g. the effect of a different spatial localization of the initial state? In

a ballistic transport picture, is the group velocity of the final state relevant or does the

electron propagate as a free particle [217]?

This rendered the interpretation of the first results obtained in W not straightforward.

Different theoretical approaches suggested that the observed delays may generate

from two different mechanisms: i) different travel velocity of the escaping electrons

(propagation) [218], or ii) caused by the interference of core-level photoelectrons that

originate in different layers of the solid (initial wave-function localization) [204]. In

order to find an answer, S. Neppl and coworkers repeated the streaking experiment on

Mg(0001) [208], a free-electron metal where efficient screening of the IR field is expected

at the first atomic layer, thus assuring that the interaction with the IR field happens

only once the electron has left the solid. By measuring the relative photoemission delay

between the 2p state and the valence band (VB), this material gives a unique opportunity

to study the effect of the initial state. Indeed, as the free-electron like VB states are

delocalized (3s3p-derived), while the 2p core states are localized, theoretical models

predict that a substantial time delay (∼100 as) should arise solely from differences in

the initial state degree of localization. The authors found instead an almost simultaneous

emission, which seems to suggest that the degree of initial localization has only minor

influence. Their results are instead in agreement with a model where the photoemission

delay can be explained by the differences in the inelastic mean free paths (IMFP), λ,

and group velocities ,v:

∆τ = λV B/vV B − λ2p/v2p

To further investigate the role of the ultrafast dynamical screening at the interface

and to disentangle the role of initial state localization from ballistic transport, the same

authors repeated the experiment by adding a variable number of Mg layers on a W

substrate [46] (Figs. 19(a),(b)). They found the delay between the W 4f and the Mg

2p states to increase with the number of Mg layers (Figs. 19(c)). As the final state is

free-electron like for both transitions and since the IMFP is comparable for both classes

of electrons, the authors interpreted the results with a ballistic model where the normal

component of the streaking electric field is assumed to exponentially decay at the surface

as:

EIR(z, t) = E0e
−z/δ

where the screening length δ along the propagation coordinate z is unknown. Since

the experimental results can be reproduced only if δ ≤ 3 Å is assumed, the authors

concluded that the screening of the streaking IR field must happen within one atomic

layer in Mg.

Assuming perfect screening at the surface, one would expect the photoelectron

wavepacket emerging from a solid to be longer than the initial excitation pulse because

of the spread of the photoemission times. Following this idea, W.A. Okell and coworkers

used the attosecond streaking technique to retrieve the temporal characteristics of
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(a) (b) (c)

Figure 19. (a) Schematic of the experiment by Neppl et al. [46]. An XUV pulse

ionizes a tungsten W(110) crystal capped with Mg atomic layers. The arrival time of

the photoelectrons (green dots) at the surface is probed by the energy streaking caused

by a sub-5 fs IR pulse. (b) Photoelectron transitions excited by the attosecond pulse

(center energy of about 118 eV) together with a background subtracted photoelectron

spectrum obtained with 4 Mg adlayers. (c) Measured time delays between the release

of the W 4f and Mg 2p electrons as a function of the number of Mg adlayers

(blue diamonds). The green lines show the theoretical prediction obtained with one-

dimensional simulations which assume an exponentially decaying normal component

of the IR field with variable screening length δ. The red squares represent the results

of a full three-dimensional electron transport model. Adapted figure with permission

from [46]. Copyright (2015), Nature Publishing Group.

the photoelectron burst emitted from WO3 and Au [219]. Starting from an isolated

attosecond pulse of about 248 ± 15 as, the authors found the outgoing photoelectron

pulse to be 111 ± 60 as longer in WO3 and 71 ± 60 as longer in Au. This quantities

compare well with the time the photoelectrons need to travel one IMFP (about 90 as in

WO3 and 72 as in Au), further underlying the central role of transport in photoemission

from solids.

Attosecond streaking spectroscopy has also been employed to get real-time access to

electron scattering processes in dielectric nanoparticles [51, 220]. In these experiments,

photoelectrons were generated inside the nanoparticles and both their transport through

the material and photoemission were tracked on an attosecond timescale. The use of

nanoparticles allowed to solve the problem of accumulative charging of dielectrics from

the XUV-driven electron emission. It was demonstrated that the presence of an internal

field inside the material cancels the influence of elastic scattering, enabling the selective

characterization of the inelastic scattering time. The experimental technique, performed

on a single-shot basis, was demonstrated on silica nanoparticles. The experimental

approach enables the characterization of inelastic scattering in various dielectric solids

and liquids, including water, which could be inserted in the experimental apparatus in
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the form of droplets or as a thin jet. Moreover, a direct access to the measurement of

the inelastic scattering processes in dielectrics for a wide range of energies including the

otherwise inaccessible range below 50 eV holds promise for improving our understanding

of radiation damage following tissue irradiation.

These first pioneering experiments demonstrated the potential of the streaking

spectroscopy which has been later used to study a variety of physical phenomena

initiated by light in solids, like the intrinsic and extrinsic excitation of plasmons in

Mg [221], the role of intra-atomic electron-electron interaction in WSe2 [50] and the

role of surface resonances in Mg(0001) [222]. Nevertheless, its application remains a

formidable task because of the associated technical and theoretical complexity. An

alternative approach which is expected to relax part of the experimental difficulties

while delivering comparable information [78, 223, 224], is based on the employment of

the RABBITT technique instead of the attosecond streaking. Nevertheless, while the

generation of an attosecond pulse train is generally less demanding, in a solid target

the negative effect of the space charge and the background due to inelastic collision

can be more severe when harmonic combs are used instead of single attosecond pulses.

The artifacts and broadening introduced can widen the harmonics peaks, ultimately

preventing a clear identification of the harmonic and sideband signals (Figs. 20(a),(b))

[225]. In addition, even if the IR peak intensity necessary to perform RABBITT is

one to two order of magnitude lower than what requested for a streaking experiment,

the low work function a solid target (few eVs) makes above-threshold ionization by the

IR field more efficient, adding a dynamical background that can anyway prevent the

investigation of electrons with low kinetic energy (Figs. 20(c)). All this renders the

extension of the RABBITT technique to solid state not trivial and partially explains

why it took almost 9 years from the first streaking experiment on W to successfully apply

RABBITT to the condensed matter. The first example has been reported in 2015 by R.

Locher and coworkers, who used an attosecond pulse train to study the photoemission

from gold and silver [45]. Both in RABBITT and streaking the photoemission delays

are derived from a phase measurement, thus being defined but an unknown constant,

preventing the access to absolute photoemission delays. With energetic XUV photons

(about 100 eV), this limitation is often overcome by studying relative photoemission

delays obtained by looking at the difference between the timing of the photoelectrons

emitted from two initial states of the same target. Unfortunately, in the energy range

which corresponds to the minimum of the IMFP (about 5-10 Å at 50 eV [226]) and

hence to the perfect condition to study electron excitation and transport in the first

layers below the sample surface, this approach cannot be easily applied. One possibility

is to deposit a reference gas target directly on the solid surface [227]. While conceptually

smart, this method poses some technical challenges as the interaction between the atoms

and the surface can, in principle, influence the photoemission process. In their work,

Locher et al. introduced a different approach based on two spatially-separated focii

[228]. They used XUV radiation centered around 30 eV to ionize electrons from the

5d- and 4d-valence bands of gold and silver (Fig. 21(a)) and obtained an external
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(a) (b)

(c)

Figure 20. (a), (b) Photoelectrons emitted by an Ar atomic target, black, and

an Ag(111) crystal (blue) excited by an attosecond pulse train. When the XUV

photon flux is kept low, (a), the harmonic peaks from the atomic target and the

solid coincides. If the photon flux is increased, (b), space-charge effects deform the

Ag photoelectron spectrum, reducing the peak contrast and changing their relative

spacing. (c) Comparison between the photoelectron signal from Ag, generated by the

XUV, blue curve, and the IR radiation, red curve. Due to the relatively low work

function of the Ag sample (about 4.7 eV), the IR electron yield is comparable to the

XUV one even if the IR intensity is kept below 1011 W/cm2. This effect is absent with

atomic targets where the ionization potentials are typically bigger than 10 eV.

calibration by performing a simultaneous RABBITT trace on a reference gas target

(Figs. 21(b), (c)). Knowing the physical properties of the chosen atomic target (e.g.

Ar), it is possible to remove the unknown constant from the second RABBITT trace

and access absolute delays. The energy dependent delays obtained with this approach

are reported in Fig. 21(d) and show a non-trivial behavior, particularly evident for the

case of silver. While at certain energies the photoemission delays agree with a ballistic

model dominated by transport (Fig. 21(e)), in other energy regions the experimental

data appear to deviate significantly, suggesting a prominent role of final state resonances

which can significantly change the timing of the entire process [229]. The exact role of

the final state in photoemission from noble metals like Ag and Au is not yet completely

understood. More recent calculations based on a quantum-mechanical model, which

includes the background contribution from secondary electrons, fail in reproducing

the observe energy oscillations of Fig. 21(d). As the properties of the final state are

not exhaustively included in the model, this result further suggests that final-state

photoelectron-surface interactions may play a non-negligible role in the photoemission
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(a) (b) (c)

(d) (e)

Figure 21. (a) Energy scheme of the RABBITT process where a valence-band

electron is ionized by high-order harmonic photons (HH) at the presence of an IR

field which generates the sideband (SB) signal. (b) Calibration RABBITT trace in

Ar, (c) simultaneous trace in Ag(111). (d) Orange dots: photoemission delays for Ag

(left panel) and Au (right panel) measured at the SBs position. In blue the theoretical

prediction obtained with a ballistic model based on the three steps depicted in (e): first

ionization by the XUV radiation, then transport to the surface and finally interaction

with the IR field which generates the SBs. Adapted figure from [45].

process [230].

Soon after the first demonstration, it became clear that the RABBITT technique

could be used to widen our knowledge of solid state physics. In 2016 Z. Tao et

al. used RABBITT traces generated by different harmonic combs to investigate the

photoemission process in Ni(111) over a broad energy range, from 20 to 50 eV [48]. Their

results show an increase of the order of 200 as in the photoemission delays around 25 eV

of photon energy, which has been interpreted as a clear the effect of the material band

structure on photoemission time delays. In this case the authors explained their results
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on the basis of a one-step model where the photoelectron lifetime can be understood as

the time it takes to the associated wavefunction to evolve from a Bloch wave inside the

solid to a free-electron wave outside. In a semiclassical picture this corresponds to the

time the electron takes to travel an IMFP. Relating the time-domain measurements to

the lifetimes and IMFPs of photoelectrons, the authors proposed that the increasing

delay is the result of a bulk final state resonance happening when the final state

corresponds to a short-lived excited state. Comparing the measured lifetimes with

the IMFP obtained by assuming that the electrons propagate with their group velocity

(i.e. by assuming that the electrons have acquired an effective mass) the authors further

conclude that electrons behave more like plane waves, leaving the crystal before they

can feel the influence of the lattice. Later, the same group observed a similar behaviour

in the energy-resolved photoemission delays of Cu [231]. Compared to Ni, though,

the RABBITT delays in Cu are about 100 as longer. The difference between the two

materials has been attributed to the enhanced electron–electron scattering in the unfilled

d band of Ni, showing that if the effect of screening is negligible, RABBITT can be used

to directly address electron-electron scattering dynamics in solids.

Whether or not the escaping electrons propagate with free velocity ultimately ques-

tions the validity of the effective mass concept on atomic length and time scales [232].

By applying the RABBITT technique to investigate the photoionization of a Cu(111)

crystal, L. Kasmi et al. [49] found that while most of the retrieved delays follow a mono-

tonic behavior, decreasing with an increasing electron kinetic energy, at precise energies

which correspond to bulk resonances, the photoemission delay increases (Fig. 22). This

phenomenon could be explained by assuming that the excited electron propagates to-

wards the surface with its group velocity, dictated by the final state band curvature,

i.e. its effective mass. As the whole process takes places in less that 400 as, this es-

tablishes an upper limit to the time that an electron requires to assume the effective

mass of its excited state and suggests that in case of a final-state resonance, the Bloch

wavepacket forms within two atomic layers. Recent theoretical calculations performed

with a quantum-mechanical model, which takes into account for the interaction between

the excited photoelectron and the substrate, interpret the increased photoemission de-

lay observed in Cu(111) at about 25 eV as due to an increase in electron propagation

time [233]. At resonance, an effective shift of the final-state probability density away

from the exit surface into the bulk is observed, thus inducing an effective increase of the

photoelectron-escape depth and, in turn, of the associated photoemission delay. More

recently S. Heinrich et al. revisited the photoemission process in W(110), studying its

timing on a broad excitation energy range with the RABBITT technique [234]. Their

results also show a clear effect of the final state which causes an increasing delay in

valence band and core 4f states, plus an intra-band delay in the valence band due to

different orbital contribution (sp vs d). In agreement with what reported by Kasmi et al.

[49], the photoemission delays in W are better explained by assuming that the electrons

propagate with a velocity based on the final band dispersion rather than considering

free-electron propagation and not by a changing emission depth as done to explain the
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(a) (b)

(c) (d)

Figure 22. (a) Harmonic spectrum used to perform the RABBITT experiment in

[49]. (b) Photoelectron spectra from the Cu 3d valence band, obtained by rotating

the sample around the (111) direction. A clear split of the 3d VB in upper and lower

sub-bands is visible. (c) Experimental photoemission delays (black) for the upper

and lower part of the Cu 3d valence band against the theoretical prediction which

assumes a free-electron like final state (blue curve - mechanism (i) in (d)) or an electron

which propagates with a group velocity determined by the final state band structure

(green and red curves - mechanism (ii) in (d)). (d) Schematic displaying the two types

of excitation: through a parabolic free-electron final state (i) or through a resonant

dispersive bulk state (ii). Adapted figure from [49].

Ni results [48], hence suggesting that the effective mass concept is still valid. The sensi-

tivity of the attosecond photoemission delays obtained with RABBIT to the solid band

dispersion and the effective mass have also been recently theoretically investigated by

Q. Liao et al. [235], who showed that the energy dependence of the effective mass can

induce an appreciable change even for small deviations from the free-electron behaviour,

inducing negative photoemission delays like the one observed in Ag [45].

All the experiments described above clearly show that understanding and

interpreting attosecond photoemission experiments from a solid target can be an hard
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task. Not only because of the complex, multi-electrons effects present in condense

matter physics and absent in atomic gas targets, but also because of the presence of a

solid-vacuum interface: the surface. Compared to the experiments performed in gas,

the surface of a solid breaks the symmetry and introduces possible reflection/refraction

of the pump IR beam and of the outgoing electrons. While increasing the experimental

complexity, this increases the level of information encoded in the measured RABBITT

or streaking phases. For example, the RABBITT phases extracted are modelled as

composed by two main contributions: one associated to the XUV photon absorption and

one with the interaction with the IR field (so called continuum-continuum delay [88]).

In a gas atomic target, the latter contribution does not carry direct information about

the short-range atomic potential and it is often discharged as it can be modeled with an

universal curve for Coulombic potentials [74]. An IR field impinging on a solid instead,

is partially transmitted and reflected according to the sample physical properties. The

2D transient grating formed on the surface is thus sensitive to the electron-scattering

rate, and the study of its properties can give access to collective electron dynamics at

the surface like plasmon excitation/decay or the dynamical screening process [236]. M.

Lucchini et al. performed attosecond delay measurements on Cu(111) at two different

light incidence angles from the surface normal: 15◦ and 75◦ [47]. They found that

the photoemission delays can vary by more than 300 as solely due to the temporal

properties of the different IR transient grating which forms at the surface. Comparing

their results with Monte Carlo simulations based on a semi-classical model where the

surface has infinitesimal thickness [237], they could show that macroscopic Fresnel

equations are still valid on an atomic length and on an attosecond time scale despite

the unrealistic field discontinuity at the interface. In turn, this proves that efficient and

fast electron screening renders negligible the effect of the transmitted wave, thus further

confirming that the interaction with the IR field happens outside the solid for noble

metals. Despite the simplicity of the Monte Carlo model, the calculations reproduce

well the experimental data apart from a constant temporal offset. The calculated

absolute delays are approximately 50 as smaller. This discrepancy may arise from the

too crude description of the solid surface (assumed to be an infinitesimally thin plane)

or from an erroneous estimation of the IMFP [238, 239]. To further investigate this

aspect M. J. Ambrosio and U. Thumm tried to reproduce the experimental results of

Fig. 23(e) with a quantum-mechanical model which includes a more realistic description

of the surface [240]. In this case the discontinuity of the normal component of the

IR electric field at the solid-vacuum interface is removed by introducing a gradual

transition function which damps exponentially the total IR field inside the solid. While

their results qualitatively agree with the experimental data, thus confirming that the

RABBITT phases are strongly affected by the phase of the reflected IR pulse [241], they

also underestimate the photoemission delays by almost 50 as, being in agreement with

the Monte Carlo simulations. This offset may indicate an anisotropy of the dielectric

constant in Cu(111), not accounted for in the calculations, or an incomplete description

of the initial state. Further investigation is needed to find an answer and widen our
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(a) (b)

(c) (d)

(e)

Figure 23. (a), (b) Photoelectron detection geometry and IR field distribution at

the Cu(111) surface (false colors) for the two incidence angles used in Ref. [47].

(c), (d) associated background-subtracted RABBITT traces. (e) Energy dependent

photoemission delays extracted from the experimental traces (open markers) or

calculated with a semiclassical ballistic model based on macroscopic Fresnel equations

(dashed lines and shaded areas). Adapted figure with permission from [47], Copyright

(2015) by the American Physical Society.

description of laser-assisted photoemission from metals. It is important to stress that

a complete brute-force solution of a multi-body system represents a formidable task.

Therefore, multi-electron effects are usually included in an approximated way by using

effective potentials or time dephasing parameters. How to describe non-equilibrium

electron dynamics in solids including many-body effects is indeed a current open issue

in theoretical solid-state physics [242], where advanced approaches based on the many-

body perturbation theory suggest a promising route towards the solution of the problem

[243].

In conclusion, whether it is based on isolated pulses or pulse trains, attosecond PES

and ARPES of solids has proven to be a powerful investigation tool which can at once

widen our knowledge of the complex multi-electron physics happening on ultrashort

time scales and provide a unique benchmark for the future development of the physical

models we currently use to describe light-matter interaction.

3. Attosecond transient absorption and reflection spectroscopy

A powerful, all optical technique for ultrafast spectroscopy is attosecond transient

absorption spectroscopy (ATAS) [12, 95, 244–247]. The typical scheme of ATAS employs

a few-femtosecond visible or near-infrared (NIR) pulse to excite the sample and an

attosecond pulse, in the form of an isolated pulse or a train of pulses, to probe the

dynamics induced by the excitation pulse. Typical photon energies of the attosecond
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pulses determine excitation of an electron from an inner shell to the valence shell. In

ATAS, the femtosecond pulse determines variations in the absorption cross-section of the

sample, which are experienced by the attosecond pulse. The spectrum of the attosecond

pulse transmitted by the sample is then measured by using an XUV spectrometer, as a

function of the pump-probe delay. The XUV spectrum is measured at each time step,

with (Ion) and without (Ioff ) the pump pulse, and the measured quantity is the change

in optical density, OD = − log10(Ion/Ioff ) (equivalently, changes in the optical depth

Abs = − ln(Ion/Ioff ) = αL, with α being the absorption coefficient and L the medium

thickness). This technique is characterized by high temporal and spectral resolution.

This is typically accompanied by higher data collection efficiency, compared to photo-

electron or photo-ion spectroscopic techniques. Moreover, the broad and continuous

spectrum of isolated attosecond pulses offers the possibility to probe simultaneously

multiple absorption features vs the pump-probe delay.

In a second ATAS scheme the attosecond pulse excites the sample and a femtosecond

pulse follows the XUV pulse at various and controlled time delays. In this configuration

the attosecond pulse creates a polarization, triggered by the generated coherent

superposition of states, which remains in the medium after the transit of the XUV

pulse. The polarization results from the collective action of a large number of individual

atomic/molecular oscillating dipoles and persists in the medium on a time scale

determined by the dephasing time of the oscillating dipoles. Then, the femtosecond

pulse perturbs this polarization by introducing couplings between different states or

between discrete and continuum states. Since the oscillating dipoles emit radiation,

the spectrum of the XUV light transmitted by the sample changes as a function of the

delay between the broadband attosecond pulse and the femtosecond pulse. This ATAS

configuration has been employed in the case of gases, since in this case the dephasing

time of the oscillating dipoles generated by the XUV excitation can be of the order

of a few femtoseconds, or even a few nanoseconds for an atomic Rydberg state. On

the contrary, in the case of solids, dephasing time can be of the order of a few tens of

attoseconds. For example, in the case of silicon, the dephasing time of the polarization

induced by an XUV pulse was estimated to be ∼ 100 as [248].

From a general viewpoint, the transient absorption spectrum can be calculated

starting from the calculation of the single atom response function, S̃(ω), from the time-

dependent energy exchange between the atom and the light field as [249–251]:

S̃(ω) = 2 Im[d̃(ω)Ẽ∗(ω)] (11)

where d̃(ω) is the Fourier transform of the dipole moment, d(t), and Ẽ(ω) is the Fourier

transform of the full electric field, E(t), consisting of the sum of the dressing femtosecond

IR laser and the XUV fields. The dipole moment can be calculated by solving the time-

dependent Schrödinger equation (TDSE) using the full electric field E(t) in the single-

active-electron (SAE) approximation. With this definition, the integral of S̃(ω) over

all frequencies yields the total excitation probability. For positive frequencies, ωS̃(ω)

is the energy gained or lost per unit frequency by the atom. In the weak-IR limit, the
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absorption cross-section σ̃(ω) can be written as [249]

σ̃(ω) = 4πα
ωS̃(ω)

|Ẽ(ω)|2
(12)

where α is the fine-structure constant. By using the definition of S̃(ω) given by Eq.

(11), the cross section can be written as:

σ̃(ω) = 8παω Im

[
d̃(ω)

Ẽ(ω)

]
(13)

Then, in order to calculate the transient absorption, the Maxwell wave equation for the

time propagation of the light fields through the atomic medium must be solved, using

polarization and ionization source terms. The polarization is given by ρd̃(ω) where ρ

is the atomic density and the ionization source term is related to the space- and time-

dependent free-electron contribution to the refractive index [252]. An interesting result

is that macroscopic absorption spectra calculated by considering the propagation of

XUV and IR pulses are similar to the single-atom results, scaled by the density, so that

the experimental results can be analysed by calculating the single-atom response.

From its first implementation, ATAS has been recognized as a very powerful

experimental approach to understand and control the ultrafast dynamics of electrons in

matter. At a very fundamental level, electron dynamics can be studied in atoms and

the first applications of ATAS were reported in atomic physics.

3.1. ATAS in atomic physics

The first demonstrations of ATAS were reported in 2010, with the investigation of

ultrafast electron dynamics in krypton [56] and argon [57], soon followed by application

to helium atoms [253]. In the case of krypton, sub-4-fs, 750-nm pump pulses were used

to ionize Kr atoms from the 4p subshell. In this way a krypton ion was produced in a

superposition of its two lowest energy states, the spin-obit split 4p−11/2 and 4p−13/2, separated

by an energy difference ∆E = 0.67 eV. The temporal evolution of the generated wave

packet is characterized by an oscillation period T = h/∆E = 6.3 fs (where h is the

Planck’s constant). Snapshots of the time-dependent hole wave packet were acquired

using sub-150-as probe pulses, centred at 80 eV, used to excite another electron from the

deeper-lying 3d shell of Kr+ into the hole: this was obtained by measuring the spectrum

of the transmitted XUV light as a function of the pump-probe delay. A modulation of

the XUV absorption spectrum as a function of the pump-probe delay was measured,

with a period of 6.3 ± 0.1 fs, directly related to the quantum mechanical motion of

the electron wave packet generated by the 4p−1 sub-shell coherent superposition [56].

The possibility to observe this quantum motion was related to the degree of coherence

of the generated hole wave packet, crucially linked to the duration of the NIR pump

pulse. The measurement of both the amplitude and phase of the oscillations allowed the
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reconstruction of the temporal evolution of ensemble-averaged hole density distributions

in the 4p subshell of Kr+.

In the case of argon, ATAS was first employed for the investigation of the

autoionization process, which is intrinsically governed by electron-electron correlation

[57]. Autoionization was initiated by isolated attosecond pulses and monitored by

measuring, with a spectrometer, the time integral of the interference between the XUV

fields transmitted and radiated by the induced dipole. This interference results in a

Fano-like profile which can be modified if a delayed few-cycle pulse centred at 750 nm

is used to couple the autoionizating state to the neighboring bound states or to the

continuum states. By measuring the evolution of the Fano profile as a function of the

the pump-probe delay it was hence possible to obtain a signature of the autoionization

process itself. We recall that Fano resonances are characteristic resonant features with an

asymmetric shape, clearly different from the common Lorentzian lineshape, first studied

by Ugo Fano [254, 255]. The asymmetric shape originates from the interference between

two indistinguishable pathways leading to the same final state into the continuum: direct

ionization or excitation and subsequent decay from the metastable configuration state.

In the case of argon discussed by Wang et al. [57], the Fano resonance was produced

by the interference between the continuum of singly ionized argon and discrete states

3s3p6np, coupled to the continuum by autoionization.

The same technique was applied to measure the lifetimes of the autoionizing 5s5p66p

and 5s5p67p channels of xenon [256], to observe interference processes in electronic

Rydberg wave packets [257–259] and to observe sub-cycle changes in the absorption

spectrum of neon, excited by isolated attosecond pulses, resulting from both sub-cycle

ac Stark shifts and from quantum interferences between different multiphoton excitation

pathways [260].

In the case of helium, Holler and coworkers performed the first ATAS experiment

based on an attosecond pulse train rather than a single attosecond pulse [253]. In

particular, the authors used a comb of harmonics centered around the first ionization

potential of He (∼ 24.59 eV) to either populate the np states many-fold or directly

ionized the atom. A few-femtosecond IR pulse was then used to control the ionization

probability on attosecond time scale. They observed fast modulation of the harmonics

absorption which was found to oscillate with twice the IR frequency. In line with what

reported by Johnsson et al. [104], Holler and coworkers suggested that these ultrafast

oscillations mainly originated from the interference of transiently bound electron wave

packets created by subsequent pulses of the attosecond train (Fig. 24(a)). This

interpretation was later refuted by Lucchini et al. [261] who repeated the experiment

bu varying length the number of pulses in the XUV train, down to the single pulse.

Their results show that the oscillation amplitude does not scale as a function of

number of XUV pulses as expected by the proposed interference mechanism. 2ω-

oscillations of comparable strength were observed also with a single attosecond pulse

(Fig. 25) as previously reported by Chini et al. [262], and rather originates from

phenomena like: resonant absorption lines of the 1snp atomic states affected by sub-
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Figure 24. Schematic of the main mechanisms proposed to explain the oscillation

of the photoabsorption probability in helium. (a) Interference between two parts of

a transiently bound electron wave packet excited by subsequent pulses. (b) Resonant

absorption lines of the 1snp series affected by sub-cycle ac Stark shift and light-induced

states (wavy lines). (c) ‘Which-way’ interference between direct XUV excitation and

an IR-assisted two-color transition. Reprinted figure with permission from [261],

Copyright (2013) by IOP Publishing.

cycle ac Stark shift [263], light-induced structures associated with two-photon/two-color

processes (XUV±IR) which populate a non-dipole coupled s or d state [250] (Fig. 24(b))

and “which-way” interference [101] between the direct population of the 1snp states

near threshold (n> 5) and indirect population via a three-photon/two-color process

(XUV+2IR) involving the 1s2p state (Fig. 24(c)). As two consecutive harmonics are

separated by two IR photons, in the case of attosecond pulse trains 2ω-oscillations can

also originate from an interference process where the IR field couples one harmonic with

the subsequent by means of additional two-photon absorption or emission. Increasing

the IR intensity it is possible to couple two non-consecutive harmonics via interaction

with four IR photons, inducing 4ω-oscillations onto the harmonic absorption [264]. As

Herrmann and coworkers showed, these high frequency oscillations can be used to obtain

a fine calibration of the delay axis for pump-probe measurements where He is used

as a buffer gas[264, 265]. Moreover, ATAS in He gives the opportunity to study other

important phenomena like Autler-Townes splitting, quantum beating, virtual transitions

[266, 267], the possibility to control light-induced states with the laser polarization [268]

or to investigate the effect of propagation into a dense medium [93, 269].

A far reaching application of ATAS was reported by Ott et al. [270], with the

demonstration of the possibility to control the electron motion within an atom, by using

a few-cycle NIR pulse. A crucial problem, which can be addressed by ATAS, together

with suitable theoretical models, is understanding the very first effects of a laser field on

matter. A moderately intense (1011−1013 W/cm2) laser field can control the absorption

of light on the attosecond time scale. In 2013 Ott used a train of attosecond pulses to

excite helium atoms and the spectrum of the transmitted XUV light was measured by a

high-resolution spectrometer in the vicinity of the sp2n+ doubly excited state resonance

series [270]. A 7-fs NIR laser pulse of controlled intensity was focused on the sample at

a fixed delay of ∼ 5 fs after the XUV pulse. At a NIR intensity of about 2 TW/cm2 the

asymmetric Fano profiles of the doubly excited states of helium around ∼ 64.6 eV were
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Figure 25. Transient He transmission measured with an isolated attosecond XUV

pulse. The black lines mark the energy position of single-photon accessible atomic

states of helium. Fast modulation of the transmitted signal and distortion of the

atomic lines are evident around the region of zero pump-probe delay. Adapted from

[261], Copyright (2013) by IOP Publishing.

modified into symmetric Lorentzian profiles, while the symmetric profiles of the singly

excited states around ∼ 24.3 eV, were turned into asymmetric ones. The variation of

the lineshape symmetry was explained in terms of an additional phase acquired by the

Fano resonances in the presence of the NIR pulse, thus demonstrating that the optical

properties of a medium can be modified at will by controlling the quantum states of

inner-shell electrons with light pulses.

24.59 eV

60.15 eV

VC

63.66 eV

65.40 eV

0 eV | ۧ1𝑠2

| ۧ1𝑠, 𝜀 , N=1

| ൿ2𝑝2,2 ~| ۧ2𝑠2𝑝
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| ൿ2𝑝2,𝑛+
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62.06 eV

Figure 26. Schematic level diagram of helium, with the relevant transitions induced

by the XUV and IR pulses. The |sp2,n+〉 states couple, as indicated by the green wavy

lines, to the |1s, εp〉 continuum by configuration interaction VC . The NIR laser field

(red wavy lines) creates an additional time- and intensity-dependent coupling.

A natural extension of this work was the reconstruction of a correlated time-

dependent, two-electron wave packet from a 1.2-fs quantum beat among low-lying doubly
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excited states in helium [271]. This experiment represents a very nice demonstration of

the precise control of correlated electronic motion in atoms, which can be achieved by

few-cycle NIR pulses in combination with ATAS. The idea is to use the Fano resonance

as a phase-sensitive quantum interferometer. Figure 26 shows a schematic diagram of

the energy level of helium, with the relevant transitions induced by the XUV and IR

pulses. Without the NIR pulse, Fano resonances are produced by the coupling, by

configuration interaction, VC , between the |1s, εp〉 continuum (one electron is in the |1s〉
ground state of helium and the second electron is in the continuum with kinetic energy

ε) and the |sp2,n+〉 doubly excited states (i.e., the Coulomb interaction among the two

electrons of the doubly-excited states leads to autoionization, thus coupling the discrete

state and the 1s continuum). The few-cycle NIR pulse introduces a coupling between

the |2s2p〉 and |sp2,3+〉 states, populated by the XUV pulse, whose energy difference is

equal to two NIR photons (two-photon dipole coupling), thus introducing an additional

relative phase, φ(t), between the two states which form a coherent wave packet

|ψ(t)〉 ∝ exp

(
−Γ2s2p

2
t

)
|2s2p〉+ a exp

(
−

Γsp2,3+
2

t

)
e−iφ(t)|sp2,3+〉 (14)

where Γ represents the natural decay widths of the states. The difference in the

phase evolution between the two states manifests itself as a periodic modulation of

the transmitted XUV spectrum, which, in combination with a theoretical model, allows

one to retrieve the relative phase of the two-electron wave packet and to reconstruct the

correlated electron dynamics.

The time-dependent formation of the |2s2p〉 Fano absorption line has been measured

by ATAS (and, independently, by attosecond photoemission spectroscopy [91]) by using

the few-cycle NIR pulse to interrupt the autoionization process of doubly-excited states

of helium, produced by attosecond XUV pulses [90]. The NIR pulse ionizes the excited

atoms thus depleting the autoionizing level and ending the buildup process of the

spectral line. It is worth to point out that the potential applications of this experimental

approach are not limited to helium, but could be extended to molecules as a way to

control the electronic motion within single molecules.

3.2. ATAS in molecular physics

3.2.1. Wave packet dynamics in diatomic molecules The extension of ATAS to

molecular systems was reported in 2016 by various groups in the case of homonuclear

diatomic molecules: hydrogen [272] and nitrogen [273, 274]. In the case of molecular

hydrogen, a molecular wave packet in an excited state of H2 was created by an attosecond

pulse with a spectrum extending from ∼ 12 to ∼ 17 eV, thus overlapping the excited-

state manifold of neutral H2, obtained by using an indium foil filter after the gas cell

for HHG [272]. The broadband attosecond pulse excites the molecule from the X 1Σ+
g

ground state to a coherent superposition of excited vibrational wave packets in both

the B 1Σ+
u and B′ 1Σ+

u states (see Fig. 27). The two WPs evolve independently, since

they experience different potential energy surfaces. At variable and controlled time
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Figure 27. Potential energy curves for the X 1Σ+
g ground electronic state and the

first two singly excited B 1Σ+
u and B′ 1Σ+

u (blue curves) states of H2. The molecule,

initially in its ground state (gray shaded area), is excited by an attosecond pulse (orange

arrow), with a broad spectrum (orange shaded area). The two WPs (blue shaded area

at time τ = 0), evolve independently (green shaded areas). After a time delay τ , the

NIR pulse determines an exchange of population between the two potential energy

surfaces, B and B′, by a two-photon transition (red arrows), assisted by the EF and

GK 1Σ+
g states. Reprinted figure with permission from [272], Copyright (2016) by the

American Physical Society.

delay, τ , a NIR pulse determines an exchange of population between the two potential

energy surfaces, B and B′, by a two-photon transition, assisted by the EF 1Σ+
g and

GK 1Σ+
g states. If the NIR pulse duration is much shorten than the time scale of the

evolution of the two WPs, the WP promoted to the B surface is a replica of the WP

on the B′ surface at time τ multiplied by a two-photon dipole transition amplitude

with a smooth radial dependence. This process creates ∼ 1-fs beatings in the transient

absorption spectrum in the region between 11 and 12 eV, corresponding to the spectral

position of the first four vibrational peaks in the B 1Σ+
u band, as shown in Fig. 28.

These beatings are produced by the interference between the direct excitation from

the ground state, induced by the attosecond pulses, and the stimulated emission of

two NIR photons from the B′ 1Σ+
u state, populated by the attosecond pulses, whose

contributions add up coherently. Therefore, the molecular WP produced in the B′

band is holographically imprinted on the vibrational states of the B band, so that the

instantaneous beating amplitude and phase of the B absorption feature contain all the

information required for the reconstruction of the B′ vibronic WP generated by the VUV

pulse. The procedure is the following: the beating absorption of the B states are fitted

by fv(τ) = Bv(τ)+Av(τ) cos[ωτ+φv(τ)], as shown by the dashed lines in Fig. 28, where
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Figure 28. Measured transient absorption variation (black curves) of the first four

vibrational peaks in the B 1Σ+
u band. The red dashed curves are the fits to the

experimental data. Reprinted figure with permission from [272], Copyright (2016) by

the American Physical Society.

Bv(τ) is a smooth background, Av(τ) and φv(τ) are independent fitting parameters. The

reconstructed WP in the B′ state is given by |νB′〉 =
∑

v |νB〉Av(t) exp(−iφv(t)). This

result demonstrated the capability of ATAS to capture electronic and nuclear dynamics

in molecular structures with extreme spectral and temporal resolution at the same time.

The evolution of WPs generated in molecular nitrogen was investigated by various

groups [273–275]. Tunable broadband XUV continua were used by Reduzzi et al. to

generate two different WPs [273]. By using low-energy excitation (LEE) pulses around

15 eV (generated in Xe and filtered by indium foils, with a duration of ∼ 1.4 fs) the

bound excited states of N2 were mainly populated, while by using high-energy excitation

(HEE) pulses around 18 eV (generated in Xe and filtered by tin foils, with a duration

of ∼ 930 as) two series of Fano resonances were excited. In both cases, the tails of

the XUV continua, towards the high energies for the LEE pulses and towards the low

energies for the HEE pulses, were able to generate an electronic WP with components

below and above the ionization threshold. Since the bound excited states, below and

around the ionization threshold, and the Fano resonances are spaced by ∼ 3.1 eV, the

NIR pulse, with photon energy of 1.55 eV, produced a two-photon coupling between

the bound states and the Fano resonances, with a corresponding modulation of the

absorption cross section. Oscillations, with a period of ∼ 1.3 fs, were measured in the

region of Fano resonances (around 18 eV) in the case of LEE and on the bound excited
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| ۧ0 | ۧ1 | ۧ2

Figure 29. Three level model used in [273]. The blue and green arrows indicate the

XUV excitation; the two-NIR-photon coupling between the excited states |1〉 and |2〉
is indicated by the red double arrows.

states (around 15 eV) in the case of HEE, originated by the two-photon NIR coupling.

The process can be understood in the framework of a simple three-level model, as shown

in Fig. 29, where the bound excited states correspond to the state |1〉 and the Fano

resonances to the state |2〉. The simulations obtained using this model confirmed that

in the case of LEE, the amplitude of the Fano resonances, only weakly excited by the

XUV pulses, are the result of the interference between the weak direct XUV excitation

and a second excitation path involving the XUV excitation of the bound states and

two-photon NIR excitation. A similar interference effect explains the modulation of the

bound states in the HEE case. Therefore, ATAS, in combination with tunable XUV

radiation, allows one to achieve a direct control, with attosecond temporal resolution,

of the population of Fano resonances and of the bound excited states. An additional

result was the measurement of the dynamics of autoionizing states, from the evolution

of the depletion in the autoionizing region. The measured lifetimes were τ = 10.2 fs for

the 3dσg
1Σ+

u and τ = 13.8 fs for the 3dπg
1Πu resonances.

The ultrafast coherent dynamics of a molecular WP composed by valence and

Rydberg states of nitrogen were investigated by Warrick et al. [274, 275], using 6-fs

NIR pulses and broadband attosecond pulses generated in xenon and transmitted by

an indium foil to select the low-energy portion of the spectrum, between 11 and 17 eV.

The transient absorption measurement as a function of the XUV-NIR time delay shows

two main characteristics: an energy shift of the excited states in the presence of the

strong NIR field, related to ac Stark effect, and oscillations of a few absorption features

with different periods. Sub-cycle quantum beating with a period of 1.3 fs was measured

at 15.8 eV, due to NIR-induced population transfer between energy levels separated by

∼ 3 eV, related to two-NIR-photon transitions mediated by a resonant XUV-dipole-

forbidden state. Oscillations with period in the range between 5 and 10 fs, at 14.5

eV and 16.5 eV, were determined by NIR-induced coupling of individual states in the

molecular WP to multiple neighbouring states. Oscillations of the bound states of N2

with a period of 50 fs were investigated in more detailed in Ref. [275]. These oscillations

were associated to nuclear dynamics in the b′ 1Σ+
u valence state, visible in the transient

absorption spectra due to NIR-induced coupling of adjacent vibrational levels in the b′
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1S+
g(II)

outer well

Figure 30. NIR-induced coupling of adjacent vibrational levels in the b′ state through

the double-well structure composed by the mixed a” 1Σ+
g Rydberg state (inner well)

and 1Σ+
g (II) valence state (outer well). The wavepacket vibrational levels v = 10–16

are illustrated. Adapted figure with permission from [275], Copyright (2017) by the

Elsevier.

state through the double-well structure composed by the mixed a” 1Σ+
g Rydberg state

(inner well) and 1Σ+
g (II) valence state (outer well) [276], as schematically shown in Fig.

30. This double-well structure is a dark state energetically resonant with the b′ valence

state via 1-NIR photon. Due to the relative position between the double-well state and

the b′ state, the coupling is strongly dependent on the internuclear distance. The use of

a 12-curve model, based on Born-Oppenheimer approximation, together with the high

frequency resolution of ATAS, allowed the authors to measure the anharmonicity of the

b′ potential energy curve, thus opening the way to the use of ATAS as a structural tool

able to characterize the potential well not only of diatomic molecules but also of larger

molecules.

An extension of ATAS to polyatomic molecules was reported by Drescher et al. [277]

with the investigation of the induced dipole response in iodomethane (CH3I) molecules.

An attosecond pulse was used to excite 4d core electron of iodine into valence and

Rydberg states and a few-cycle NIR pulse was employed to introduce coupling between

states and to drive ac Stark shifts of the excited states. The important observation,

which turns out to be general in polyatomic molecules and never reported in atoms and

diatomic molecules, was the notable differences between the ATAS features of valence

and Rydberg states. The main conclusion was that, while the valence states dominate

the XUV absorption in the absence of the NIR field, the Rydberg states dominates the

NIR-dressed XUV absorption.

3.2.2. ATAS measurements in molecules at absorption edges In all the applications

of ATAS to molecular physics discussed so far, a few-femtosecond NIR pulse was
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employed to introduce couplings on states excited by attosecond pulses, thus changing

the absorption cross section of the sample under investigation. Another class of ATAS

measurements in molecules is based on the use of few-femtosecond IR/NIR/visible/UV

pulses to excite a molecule and of broadband attosecond pulses to probe the induced

dynamics. The approach, in this case, is similar to the one commonly adopted in

femtosecond spectroscopy, where a broadband continuum is typically used to probe the

evolution of the nuclear dynamics initiated by the absorption of IR/NIR/visible/UV

photons. ATAS presents notable advantages, in particular the use of broadband XUV

radiation gives access to core levels of different elements, which are spectrally well

separated. Spectroscopic methods in this spectral region are sensitive to the elements

(due to the highly localized nature of core orbitals on specific atoms of a molecule),

to their chemical environment, to their oxidation and spin states, thus offering an

extremely rich set of information. For example, in the case of metal complexes

(like metalloporphyrinate complexes, such as hemes, porphyrins and chrorins), the

measurement of the temporal evolution of transient absorption at the M - and L-edges

of the metal contained in the molecular structure is oxidation- and spin-state specific

[278]. A few applications of ATAS have been reported in the case of molecules containing

halogens or transition metals, since their core-levels (M - and L-edges) are accessible with

XUV spectra extending to ∼ 150 eV, which can be easily generated with a reasonable

XUV photon flux. More recently, ATAS measurements in the water window have been

reported: this is of particular importance for the investigation of biologically relevant

molecules.

Particularly relevant in molecular physics is the investigation of nonadiabatic

processes related to the coupling of vibrational and electronic degrees of freedom, which

are at the heart of various processes such as internal conversion, isomerization, proton

and electron transfer [279]. In this case the Born-Oppenheimer approximation cannot be

adopted, due to the strong coupling between electronic and nuclear degrees of freedom.

In particular, this adiabatic approximation cannot be used near a conical intersection

of potential energy surfaces belonging to different electronic states [280], where the

electron dynamics slow down to the femtosecond time scale of nuclear motion [281].

A detailed experimental and theoretical investigation of the ultrafast processes near a

conical intersection represents a challenging problem in molecular physics, since various

electronic states are involved and the temporal evolution of the nonadiabatic state-

switching can be ultrafast. ATAS is particularly well suited for the investigation of these

nonadiabatic processes due to its ability to resolve multi-state dynamics, obtained by

measuring the resonant transitions from core orbitals into unoccupied valence orbitals,

which provide extreme sensitivity to the orbital occupation, the symmetry and the spin

characteristics of the electronic states.

In the last few years, Leone and his group reported on the application of ATAS to

the study of conical intersections in diatomic [282] and polyatomic [283, 284] molecules

containing halogen atoms to take advantage of the position of M - and N -edges well

below 100 eV. In the case of IBr (which is a prototype molecule for nonadiabatic photo-

Page 54 of 92AUTHOR SUBMITTED MANUSCRIPT - ROPP-101457.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Acc
ep

ted
 M

an
us

cri
pt



Attosecond spectroscopy 55

dissociation dynamics [285]), 200-as pulses, with spectrum extending from 45 to 72 eV,

were used to simultaneously probe the N4,5 edge (4d orbitals) of iodine and the M4,5

edge (3d orbital) of bromine, after excitation induced by visible (λ = 530 nm), 8-fs

pump pulses [282].

The potential of ATAS to investigate the ultrafast molecular dynamics around a

conical intersection is not limited to diatomic molecules, as demonstrated by Timmers et

al. in the case of methyl bromide (CH3Br) molecules [283]. A 4-fs NIR pulse was used to

generate multiple valence WPs in the molecule: a neutral excited-state WP, a ground-

state vibrational WP and an ionic spin-orbit coupled WP. The temporal evolution of

these WPs was probed by isolated attosecond pulses, with spectrum in the range 60-75

eV, covering the region which corresponds to the transitions from the Br 3d core states to

valence levels, able to follow the evolution of various competing molecular dynamics with

extreme temporal resolution. In particular, it was possible to follow the nonadiabatic

population transfer in ∼ 15 fs between two states through a conical intersection between

the 1Q1 and 3Q0+ excited states, leading to two dissociation pathways converging to Br

and Br∗. In addition, a vibrational motion with a period T ≈ 54 fs was measured in

the spectral region around 71 eV, which agrees well with the C-Br vibrational period

in the ground state of CH3Br [286], thus indicating that these dynamics are related

to a ground state vibrational WP. Finally, a third well distinguished spectral feature

in the spectral region between the previous two, has been associated to the evolution

of a coherent spin-orbit WP in CH3Br+, prepared by tunnel ionization induced by the

high-intensity of the NIR pump pulse. In analogy to what measured by Goulielmakis in

the case of Kr [56], the pump pulse generated a coherent superposition of two spin-orbit

split ground state in the molecular ion, (e3/2)
−1 and (e1/2)

−1, with an energy splitting

∆E = 320 meV, corresponding to an oscillation period T12 = h/∆E = 12.9 fs, much

longer than the driving pulse. This oscillatory behaviour, with a period T = 12.7 fs,

was observed by summing over the three ionic transitions L1, (e3/2)
−1 → (3d5/2)

−1, L2,

(e1/2)
−1 → (3d3/2)

−1 and L3, (e3/2)
−1 → (3d3/2)

−1: the result is reported in Fig. 31,

showing an oscillation with a period T = 12.7 fs, as evidence by a Fourier analysis of the

experimental data (shown in the inset of Fig. 31). Three snapshots of the oscillation in

the electron hole density between px and py character about the C-Br axis are reported

in Fig. 31. Another application of ATAS to the investigation of conical intersection

was recently reported by Chang et al. [284] in iso-propyl iodide and tert-butyl iodide

molecules (i-C3H7I and t-C4H9I), by measuring the iodine 4d core-to-valence transitions

after excitation by UV pump pulses (277 nm, 50 fs).

3.2.3. ATAS measurements in the water window A natural extension of the ATAS

technique is offered by the extension of the harmonic cutoff up to and even above the

water window, since in this case it is possible for example to probe simultaneously the

carbon, the nitrogen and the oxygen edges, thus offering the possibility to investigate,

with extreme temporal resolution, the electronic and nuclear dynamics in organic matter.

The first experimental demonstrations of transient absorption spectroscopy in this
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Figure 31. Spin-orbit wavepacket dynamics generated by the strong field ionization

process in CH3Br molecules. The transient ionic absorption amplitude was obtained

by summing over the three spin-orbit transitions. The inset reports a Fourier analysis

of the experimental data. Lower panel: three snapshots of the electron hole density

for CH3Br+. Reprinted figure from [283].

A

B

Figure 32. (a) Transient absorption spectrum of CF4 molecules excited by intense

NIR pulses and probed by broadband soft-x-ray pulses. Negative time delays

correspond to the soft-x-ray pulse preceding the NIR pulse. (b) Calculated x-ray

absorption spectra as a function of the distance of the dissociating C-F bond for the

reaction CF4 −−→ CF +
3 + F. The CF4 x-ray absorption spectrum is shown below the

dashed line. From [287]. Reprinted with permission from AAAS.
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spectral region with harmonic sources were reported in 2017 [287, 288]. Pertot et al.

reported on the investigation of the dissociative ionization of CF4 and SF6 induced

by intense NIR pulses and probed by transient absorption at the K-edge of carbon

and at the L-edges (L1- and L23-edge) of sulfur. In the case of CCF4 the dissociation

of the initially tetrahedral CF +
4 cation into the trigonal planar CF +

3 cation breaks

the symmetry of the system and leads to the creation of new spectral features in the

transient absorption spectrum around the K-edge of carbon, as shown in Fig. 32A. This

is corroborated by quantum-chemical ab initio calculations: the main result is reported

in Fig. 32B, where the calculated absorption spectra around the carbon K-edge is shown

vs the distance of the dissociating C-F bond for the reaction CF4 −−→ CF +
3 + F. In

agreement with the experimental results, the lowest-energy x-ray absorption 2a”2 band

undergoes a very large energy shift during the transition from the CF +
4 to CF +

3 and the

absorption spectrum progressively splits into multiple bands. From the measured time-

dependent position of the 2a”2 absorption band and its position calculated as a function

of the C-F separation it was possible to reconstruct the C-F internuclear distance as a

function of the pump-probe delay during the dissociation of CF +
4 .

C

Figure 33. (a) Schematic diagram of the relevant potential energy curves of CHD

molecule along the ring-opening reaction coordinate. (b) Schematic orbital diagrams

and relevant energy levels at particular points along the reaction coordinate. (c)

Transient absorption spectra vs photon energy of the attosecond probe pulses and

delay time. Negative time delays correspond to the soft-x-ray pulse preceding the NIR

pulse. From [288]. Reprinted with permission from AAAS.

A second application of femtosecond transient absorption spectroscopy based on

HHG in the water window was the investigation of ultrafast electrocyclic ring-openings

reaction of 1,3-cyclohexadiene (CHD) [288]. In this case 266-nm pump pulses, with a

duration of 100 fs, were used to excite the CHD molecules from the 1A ground state to

the 1B excited state, photo-exciting an electron from the 2π highest-occupied (HOMO)

to the 1π∗ lowest-unoccupied (LUMO) molecular orbital, as displayed in Fig. 33A, thus
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initiating the electrocyclic ring-opening reaction. The photo-excited molecule relaxes to

the 1A ground state of open-chain hexatriene by means of two conical intersections (CI1

and CI2) and through an intermediate 2A state, where the 1π∗ orbital is doubly occupied

and the 2π orbital is unoccupied, as shown in the schematic orbital diagram of Fig. 33B.

Around the pericyclic minimum of 2A, these two orbitals are energetically overlapped

and mixed. The molecular evolution described above was probed by broadband soft-

x-ray pulses, with a spectrum extending from ∼ 160 eV to ∼ 310 eV. The evolution

of the carbon K-edge as a function of pump-probe delay is shown in Fig. 33C, which

shows that the molecule evolves towards the 2A state from the initially excited 1B state

Franck-Condon region in 60 ± 20 fs and subsequently decays within 110 ± 60 fs to the

1A ground state of the ring-open hexatriene molecule. By using the same experimental

setup, the femtosecond intersystem crossing in acetylacetone was measured [289].

Figure 34. (a) Measured attosecond transient absorption spectrum of NO. (b)

Transient absorbance corresponding to the NO 1s → 2π peak (blue circles, averaged

from 398.7 to 400.6 eV) and the NO+ 1s→ 2π peak (red circles, averaged from 401.7

to 403.6 eV). Reprinted figure from [290].

A very nice application of ATAS in the water window was reported by Saito et

al. [290], with the simultaneous measurement of electronic, vibrational and rotational

dynamics in nitric oxide (NO) at the nitrogen K-edge (400 eV), after strong-field

ionization triggered by 10-fs pump pulses at 1.6 µm. The induced electron and nuclear

dynamics were then probed by broadband soft-x-ray pulses. Figure 34a shows the

measured transient absorption spectrum. The main absorption features correspond to

the 1s→ 2π transition of neutral NO around 400 eV and to the 1s→ 2π transition of

NO+ around 403 eV. Oscillations are visible on both absorption peaks, with a period of a
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half optical cycle of the pump pulse (2.7 fs), as evidenced in Fig. 34b, which displays the

transient absorbance corresponding to the two peaks as a function of the pump-probe

delay. Interestingly, the phase of these oscillations is opposite for the NO and NO+

peaks, thus supporting the hypothesis that the origin of the oscillations is the change in

the hole population in NO during strong-field ionization, in analogy to what measured in

xenon atoms [100]. Upon extending the temporal delay between pump and probe pulses

it was possible to measure simultaneously femtosecond vibrational dynamics. Indeed,

the delay-dependent central energy of the NO+ peak at 403 eV was characterized by an

oscillation with a period of 14.5±0.1 fs, in very good agreement with the value reported

in literature for the vibrational period of NO+ of 14.23 fs [291]. A vibrational WP is

generated on the electronic ground state of NO+ by ionization, which evolves on the

potential energy curve. The corresponding oscillation of the internuclear distance is then

directly mapped to the 1s → 2π transition energy. Finally, sub-picosecond rotational

dynamics were also measured.

The feasibility of ATAS measurements in the water window was recently

demonstrated also with organic molecules and inorganic salts in aqueous solution [292],

by using soft-x-ray pulses produced by HHG with spectrum extending from 280 up

to 450 eV, generated by multi-mJ, 1.8-µm driving pulses. Static soft-x-ray absorption

measurements in transmission were reported on the solvated compounds O−−C(NH2)2,

CaCl2 and NaNO3 using flat-jet technology.

A

280 285 295290

Photon energy [eV]

B

Figure 35. (a) Schematic diagram of the conical intersection between the D1 and D0

states of C2H+
4 . (b) Measured attosecond transient absorption spectrum. From [293].

Reprinted with permission from AAAS.

More recently, sub-7-fs conical intersection dynamics were measured by using ATAS

at the carbon K-edge in ethylene molecules [293]. Strong-field ionization of C2H4 was

initiated by ∼ 10-fs pulses at 1.6 µm. The IR pump pulse creates WPs both in the

ground state, D0, and in the first excited state, D1, of the C2H
+

4 cation (see Fig. 35A).

The WP generated in D1 undergoes a fast electronic relaxation to the ground state D0

through a planar conical intersection, which was probed by a broadband attosecond
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pulse with spectrum extending to above 450 eV. The measured transient absorption

spectrum is shown in Fig. 35B and is characterized by the formation of an absorption

peak at 281 eV, with a periodic oscillation of its central position, corresponding to the

carbon 1s → π transition into the singly occupied π molecular orbital and a shift to

higher energy of the 1s → π∗ transition around 286 eV. A remarkable feature of the

transient absorption spectra is the absorption peak around 284 eV, indicated by the red-

dashed box in Fig. 35B, which decays with a time constant of 6.8 ± 0.2 fs. This short

lived band was assigned to the D1 state and its temporal evolution was interpreted in

terms of ultrafast relaxation from the D1 to the D0 state through a conical intersection.

3.3. ATAS in solids

The outstanding results obtained in the gas phase motivated the application of ATAS

to solid samples [247, 294], especially in dielectrics, where a deeper understanding of the

electronic properties is of great importance for the development of high power electronics

and signal processing [295].

As in the case of gas samples, the attosecond pulses are combined with phase-locked

few-femtosecond IR pulses in a pump-probe fashion. Typically, the few-fs pulse is used

to perturb the system while the induced dynamics are probed with the XUV pulse

through a resonant transition between an inner level and the material valence and/or

conduction bands. Since most common attosecond sources efficiently generate photons

below 150 eV, the first experiments in solids traced the system optical response by

measuring the absorption around M or L edges (see Tab. 1). Nowadays, the development

of attosecond sources in the soft-X region extends the applicability of ATAS to more

energetic L or K transitions [296].

In a simplified picture, the optical pump modifies the material charge distribution,

e.g. by promoting carriers from a lower occupied state/band to the conduction

band, leaving the system in a non-equilibrium state. The excited carriers start

then to thermalize mainly through electron interactions (carrier-carrier scattering) or

interactions with the lattice (carrier-phonon scattering). Once this process is over (about

100 ps) carrier recombination between the conduction and valence bands brings the

system into its initial state. The possibility to disentangle the physical mechanisms

responsible for the initial ultrafast relaxation has been long sought in solid-state physics

as a better identification and understanding of these processes is a prerequisite for the

achievement of active control, material engineering and optimization.

By combining chemical sensitivity, broad band probing and extreme time resolution,

ATAS is one of the most promising techniques to disentangle the electron and lattice

dynamics unfolding in solids after ultrafast optical excitation. In 2013, using a comb

of harmonics in combination with 80-fs pulses centered at 400 nm, J. Vura-Weis and

coworkers [298] employed ATAS to study the sub-100-fs charge transfer between O and

Fe in α−Fe2O3. By monitoring the absorbance of the material around the M2,3 edge of

Fe (Fig. 36), the authors could demonstrate that the peculiar structures observed in the
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Element Edge Energy (eV)

N L1 37.3

O L1 41.6

Mg L1, L2,3 88.7, ∼49.6

Al L1, L2,3 117.8, ∼72.75

Si L2,3 ∼99.62

Ti M1, M2,3 58.7, 32.6

V M1, M2,3 66.3, 37.2

Fe M1, M2,3 91.3, 52.7

Ni M1, M2,3 110.8, ∼67.1

Ge M4,5 ∼29.6

As M4,5 41.7

Se M4, M5 55.5, 54.6

Mo N1, N2,3 63.2, ∼36.5

Te N4, N5 41.9, 40.4

Bi O3, O4, O5 92.6, 26.9, 23.8

Table 1. Electron binding energies of some common elements in the XUV spectral

region [297].

visible spectrum of hematite originate from a ligand-to-metal charge transfer transition

rather than a d − d transition as some calculations seemed to suggest. Moreover, they

C)

Figure 36. (a) XUV harmonic spectrum passing through a 14-nm thick α−Fe2O3

pellicle on 100-nm Si3N4 substrate. (b) Experimental (black) and calculated (red)

absorbance of the α−Fe2O3 film. (c) XUV transient absorption spectra after 400-nm

excitation. Adapted figure from [298], Copyright (2013) by the American Chemical

Society.

proved the capability of ATAS to address charge transfer in transition metal oxides.

Indeed, one year later, C-M. Jang et al. used the same technique to investigate charge

transfer between O and Co in Co3O4. By measuring the transient absorption of Co

around its M2,3-edge at 58.9 eV they where able to identify the main mechanism out of

six possible excitation pathways [299].
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Few years later Zürch et al. demonstrated that ATAS is a valuable tool to address the

ultrafast energy distribution after excitation in solids [300]. In particular they showed

that information about high symmetry points in the k space can still be retrieved even

if ATAS is not a momentum-resolved technique. The authors used single attosecond

pulses to monitor the M4,5 edge in a nanocrystalline Ge film pumped by few-fs IR pulses

at 800 nm. Due to the relatively small energy gap of the material (about 667 meV) Ge

offers the possibility to monitor directly both the valence and conduction band, which

in turn further complicates the interpretation of the data. In order to access the carrier

dynamics, the authors made use of an iterative procedure to separate the contribution

of the spin-orbit splitting of the core state as well as carrier- and heat-induced band

shifts. This allowed the authors to show that after few hundreds of femtoseconds the

carrier have scattered to different valleys of the band structure (Fig. 37).

Figure 37. (a) Measured and (b) fitted change of Ge absorbance due to carrier

dynamics in the spectral region of the conduction band (CB). (c) Extracted carriers

lifetime versus energy. Adapted figure from [300].

More recent experiments in Si [301] and Si-Ge alloys [302] further proved the

capability of ATAS to resolve carrier and phonon dynamics from the few femtosecond

to the picosecond domain. On these time scales, the possibility to unveil the interplay

between the initial electronic excitation and the lattice with element-sensitive probing

makes ATAS an ideal tool to study other important phenomena like the formation

of coherent optical phonons [303] and polarons [304], as well as to study inter- and

intra-band carrier relaxation [305]. Being capable to address structural and charge

dynamics, ATAS can also be used to investigate ultrafast phase transitions in solids. A

remarkable example are metal to insulator transitions (MIT) which happen in correlated

materials where, for most of the cases, it is not clear whether the primary mechanism

of the MIT is an electron-lattice interaction (Peielrs transition) or an electron-electron

interaction (Mott transition) [306]. In 2017 M.F. Jager et al. [307] used ATAS to

investigate the ultrafast MIT that happens in a prototypical Mott insulator like VO2

(Fig. 38). The authors used a few-fs IR pulse centered at 800 nm to initiate the MIT

while the ultrafast dynamics of conduction and valence bands have been monitored

with an attosecond pulse centered at the M2,3 Vanadium edged (at about 39 eV). Their

results indicate that in polycrystalline VO2 the MIT occurs on a time scale of 26± 6 fs,
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well above the 6-fs instrument response function of their setup. While this result seems

to exclude a purely photon-driven mechanisms, thus supporting a Mott-like transition

as opposed to Peierls, structural involvement cannot be completely ruled out. Indeed,

a pure electron-correlation-driven transition is expected to evolve on a much faster

time scale, comparable to inverse of the plasma frequency, i.e. about 4 fs. Further

investigation is needed to understand whether the MIT is driven by tightly intertwined

electronic and structural effects [308], or whether the results depend on the crystallinity

degree of the sample.

D

Figure 38. (a) Monoclinic crystal structure of the insulating VO2 ground state

characterized by the existence of dimerized chains of V atoms (green lines). (b)

Schematic of the electronic structure and the pump-probe mechanism. The IR pulse

initiates the phase transition which is monitored via core-level transitions by the

attosecond XUV radiation. (c) Rutile structure of the system metallic phase. (d)

Kinetic behaviour of the spectral signatures of the initial (green) and final (violet)

charge distributions underling the transition from a insulator to metallic phase.

Adapted figure from [307].

To extend ATAS to the X-ray spectral region constitutes a fascinating field of

research which will widen the applicability of the technique, enhancing its chemical

and state sensitivity. First steps in this direction have already been moved. A. Britz

et al. studied femtosecond carrier dynamics in 2 H−MoTe2 by using soft x-ray

transient absorption spectroscopy at the x-ray free-electron laser (XFEL) of the Pohang

Accelerator Laboratory [309]. In their experiment the authors excite electrons above

the 2 H−MoTe2 band gap with a 400-nm pulse and then probe the carrier distribution

by monitoring the absorption probability at the Te M5 edge (572-577 eV). This allowed

them to investigate at once hot electron relaxation and electron-hole recombination

in real time. This pioneering work paves the way for the exploitation of the unique

capabilities of XFELs. Indeed, by working at high photon energies these sources offer

the possibility to perform time-resolved studies at deeper core edges where the large

spin-orbit splitting minimizes the adverse overlap of adjacent transitions. Moreover, the

high photon flux, the tunability and the smaller spot sizes make these sources extremely

versatile widening even further the applicability of attosecond time-resolved full-optical

techniques.
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(a)

(b)

(c)

(c)
-10 -5 0 5 10

Delay (fs)

Figure 39. (a) Optical pump field. (b) measured, (c) calculated, transient absorbance

trace measured in TiS2 as a function of the pump-probe delay around the Ti L-edge at

460 eV. Both traces show clear sub-cycle oscillations which appear during the pump-

probe temporal overlap and originate from ultrafast carrier motion. Adapted figure

with permission from [310], Copyright (2021) by AIP Publishing.

XFELs are not the only option to access energetic core level transitions. B. Buades

et al. generated isolated attosecond pulses around the Ti L-edge (at about 460 eV)

with a table-top setup and used this radiation to perform X-ray absorption near-edge

spectroscopy of TiS2 with attosecond resolution [310]. In this latter case, instead of

addressing the relaxation mechanisms which happen after optical excitation the authors

exploited the extreme time resolution of ATAS to study carrier motion during light-

matter interaction (Fig. 39). This constitutes a unique feature of ATAS which has been

recognized since the first pioneering experiments with condensed targets. In 2012 M.

Schultze et al. first extended ATAS to solid samples and studied sub-fs carrier dynamics

in SiO2 (energy gap Eg = 9 eV) [311]. They used a 4-fs NIR pulse to pump a 125-nm

thick free-standing SiO2 sample and later probed the induced dynamics with a 72-as

pulse centered around the Si L2,3 edge at∼ 99 eV. Similar to what found by Baudes et al.,

the recorded pump-probe absorption trace showed a modulation of the transient signal

which oscillates with twice the NIR central frequency (Fig. 40(a) and (b)). Outside

the region of temporal overlap between pump and probe the system absorption shows

no pump-induced modifications. On the one hand, this suggested that 2ω-oscillations

originate from strong-field phenomena like Wannier-Stark localization [313]. On the

other hand these results proved that NIR pulses could be used to induce reversible

changes in the optical response of dielectrics whose underlying physical properties could
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(a) (c)

(d)

SiO2 Si

(b)

Figure 40. (a) Attosecond transient absorption trace of SiO2 around its L2,3 edge.

(b) The NIR pump electric field (green curve, top panel) and the transient change of

the absorption in a 1-eV window centered at 109 eV (blue curve, bottom panel) along

with the theoretical prediction (red dashed curve). The transient signal recovers soon

after the temporal overlap and shows clear 2ω-oscillations. (c) Energy derivative of

the Si XUV absorbance plotted as a function of the pump-probe delay. (d) Temporal

evolution of the XUV transmission at 100.35 eV revealing a step-like build-up connected

to the carrier injection by tunnelling. Adapted figure from [311] (copyright (2012) by

Springer Nature) and [312] (reprinted with permission from AAAS).

be controlled on the time scale of the pump optical period. Few years later A. Moulet et

al. repeated the experiment and showed that the ultrafast features observed in the SiO2

absorption between 104 and 110 eV originate from the formation of an exciton made by

a conduction-band electron and a Si 2p core hole [314]. Due to Auger decay and phonon

coupling these core-excitons are characterised by a relatively short lifetime (of the order

of few fs) and therefore need the high time resolution of ATAS to be observed.

The possibility to disclose the nonlinear processes which govern light-matter

interaction in solids on sub-fs time scales [315–317] motivated the scientific community

to further explore the applicability of ATAS to dielectrics, semiconductors and metals.

In 2014 M. Schultze et al. applied the same scheme to investigate the carrier

injection mechanisms in Si, where they found a transient signal which does not recover

immediately after the pump-probe temporal overlap [312] (Fig. 40(c) and (d)). Si is

a semiconductor characterized by a direct energy gap of about 3.2 eV, closer to the

NIR central photon energy of ∼ 1.6 eV. In this case the pump field can promote real
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carriers from the material valence band (VB) to the conduction band (CB) via tunnel

ionization, which in turn modifies the XUV absorption probability around the L2,3 Si

edge. By linking the temporal profile of the absorption edge with the number of injected

electrons in the CB, the authors found an upper limit of ∼ 450 as for the carrier-induced

band-gap reduction and the electron-electron scattering time in the CB.

As already evident in these first two experiments, the exact dynamics initiated by

a strong few-cycle NIR pulse strongly depends on the energy gap of the material under

consideration. When the energy gap is comparable to the NIR photon energy, carrier

injection in the CB can happen either by resonant one photon absorption, by tunneling

or multi-photon absorption. The parameter which is used to discriminate between the

two regimes is the Keldysh parameter [318] defined as:

γK =
ω

|e|E0

√
m∗Eg, (15)

where e is the electron charge, E0 is the electric field strength in the material, ω is

the field central frequency, m∗ is the reduced electron-hole mass and Eg is the material

energy gap. Figure 41(a) shows the Keldysh parameter calculated for SiO2 as a function

of the field strength and frequency. When γK � 1 the interaction with the field is at

the quasi-static limit (QS), while for γK � 1 multi-photon absorption is expected.

For intermediate values, i.e. γK ∼ 1, the carrier injection across the forbidden region

happens by tunneling. As reported in Fig. 41(a), at 800 nm pump field intensities

log(γ )k log(γ )amultiphoton
γ >>1k

QS γ <<1k
Tunnel γ ~1

k

MPA
γ <<1a

FKE γ >>1a

DFKE γ ~1
a

Si

GaAs
Ge

Si

GaAs

Ge

(a) (b)

γk γa

Figure 41. (a) Keldysh parameter, γk, and (b) adiabaticity parameter, γa, calculated

for SiO2. In both panels, false colors represent the logarithm of the parameter. The

horizontal blue line marks the position of λ = 800 nm, while the black dash dotted

curves indicate the values for which γk or γa equal one. The red, violet and green

dash-dotted curves represent the same quantity but for Si, GaAs and Ge, respectively.

MPA stands for multi-photon absorption, FKE and DFKE indicate the static and

dynamical Franz-Keldysh effect, while QS stands for quasi-static regime. The values

of energy gaps and reduced masses used for the computations are taken from [319].

higher than 1013 W/cm2 are needed to reach this regime in SiO2. In Si, instead, the
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tunneling regime is reached at significantly lower intensities (red dot-dashed curve in

Fig. 41(a)) thanks to the reduced energy gap. If the field peak intensity and the energy

gap of the material are carefully chosen, the NIR few-fs pulses typically used in ATAS

experiment can also allow for investigating the case of γK � 1. Using a NIR intensity

of about 1010 W/cm2, almost 100 times smaller than what used in Si, and moving to

a dielectric with bigger energy gap as GaN (Eg ' 3.35 eV), H. Mashiko and coworkers

studied the opposite multi-photon carrier injection regime [320]. Probing directly the

VB and CB with attosecond pulses, without the need for a core level transition, the

authors observed fast oscillations with a period of 860 as in the transient absorption

trace. These oscillations are localized in the temporal region of pump-probe overlap

and originate from a multi-photon process where an electron is promoted from the VB

to the CB upon absorption of three NIR photons. As such, it corresponds to a 3ω

frequency component, at about 1.16 PHz. Therefore, with this experiment the authors

reported the first evidence for PHz carrier manipulation in dielectrics, demonstrating

that it is, in principle, possible to envision high-speed signal processing technologies

based on wide-bandgap dielectrics which go beyond the current THz operation limit

[295]. More recently the same group repeated the experiment in Cr:Al2O3 where they

observed the absorption to oscillate with higher frequencies, up to 7ω, providing clear

evidence for multi-photon carrier injection with simultaneous absorption of ≤ 7 NIR

photons [321]. This result suggest the possibility to manipulated carrier in dielectrics

with even higher frequency, up to 2.6 PHz.

Starting from what observed in Si, one may wonder what will be the main carrier

injection mechanism with intense IR pulses (1011 − 1012 W/cm2) when the energy gap

is comparable to the photon energy. To study this problem F. Schlaepfer et al. used

few-fs NIR pulses to promote carriers from the VB to the CB (Eg = 1.42 eV) in a single

crystalline 100-nm-thick GaAs target and probed the resulting dynamics by exciting

electrons from the As-3d core levels to available states around the bandgap region

(40.73 eV below the VB top [322]). As a consequence of the carrier injection by the NIR

field, the authors found a reduced probability for the As-3d to CB transition (respectively

increased absorption in the VB). On top of a monotonic decrease of the absorption the

pump-probe trace shows clear 2ω-oscillations around the zero delay (Figs. 43(a), (b)).

These oscillations may originate either from the inter-band transition initiated by the

NIR field or by the intra-band motion of virtual and real charges. While the first

mechanism can be associated with a resonant one-photon transition where the pump

can be described in a quantized photon picture, the latter relies on a classical description

of the NIR field. In order to distinguish between the two effects the authors evaluated

the relative phase delay of the 2ω-oscillating patters with respect to the NIR pump and

compared it with first-principle calculations (Fig. 43(c)). Contrary to what suggested by

the intuition, intra-band motion is found to play a dominant role in defining the timing

of the oscillatory signal. In addition, the authors showed that the virtual carriers created

by the intra-band motion significantly boost the injection of real carriers from the VB

into the CB (Fig. 43(c)). This new excitation regime was never observed before and
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(a)

GaN

(b)

(c)

(d

(e)

Cr:Al2O3

Figure 42. (a) Valence and conduction bands of GaN together with a schematic

of the 3-NIR absorption process and the XUV probing mechanism. (b) Integrated

optical density variations in the region between 17.5 and 23.5 eV. Clear oscillations

with a period of 860 as, corresponding to three times the NIR frequency, are observed.

(c) Same as in (a) but for Cr:Al2O3. Due to the wider energy gap (about 8.7 eV) higher

order multi-photon process can occur. Indeed the transient optical density between

38 and 46 eV, (d), shows higher frequency components, clear evident in its Fourier

transform (e) and correspond to the absorption of 4 to 7 NIR photons. Adapted figure

from [320] (copyright (2016) by Springer Nature) and [321].

showed that strong field effects may allow ultrafast optical control of carrier injection

also with a resonant pumping mechanism [316].

It is worth noticing that the interplay between inter-band transitions and intra-band

motion is object of debate in solid-state strong-field physics [324, 325]. A parameter often

used to discriminate between the classical and quantum description of the pump field is

the adiabaticity parameter γa, defined as the ratio between the ponderomotive energy

and the photon energy [326]:

γa =
UP
~ω

=
e2E2

0

4m∗~ω3
(16)

As observed for the Keldysh parameter, also γa scales with the field intensity and

frequency (Fig. 41(b)). When γa � 1 the field is better described by its quantum

nature and multi-photon absorption. When γa � 1, instead, the field classical
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(c) (d)(b) (c) (d)(a)

Figure 43. (a) Measured, (b), calculated transient absorption trace for a single-

crystal GaAs around the As 3d to CB transition. (c) Energy dependent phase delay

of the 2ω-component of the transient signal in A. The black solid curve displays the

experimental results while the phase delays computed by including only intra-band

motion or inter-band transitions are shown in blue and green, respectively. (d) upper

panel, square of the instantaneous pump electric field. The lower panel reports instead

the computed CB population as obtained with a model that allows both inter- and

intra-band mechanisms (blue curve), or considering only vertical transitions between

the VB and the CB (green). Adapted figure with permission from [323], Copyright

(2018) by Springer Nature.

description prevails and fundamental processes related to intra-band motion, like the

Franz-Keldysh effect (FKE), dominate [327]. In brief, the external field bends the crystal

potential accelerating the electron-hole pair. The exponential tail of the electron-hole

wavefunction extends into the energy gap allowing for the absorption of photons of

energy ~ω < Eg. For this reason FKE is often referred to as photon-assisted tunneling

through a distance that depends on the field strength. When the field description

transits from classical to quantum (γa ∼ 1) induced above-gap transparency and

optical side bands formation are observed in addition to the below-gap absorption [328].

This phenomenon, called dynamical Franz-Keldysh effect (DFKE) is an ultrafast non-

resonant process based on virtual carrier intra-band motion. The DFKE effect can be

observed around the energy gap of dielectrics with time-resolved experiments in the

terahertz regime (picosecond time scales) [329, 330]. Its observation in the PHz domain

is hindered by the required high field intensities which can either excess the material

critical field or promote too many real carriers into the CB, making the detection of

pure virtual carrier dynamics a practically impossible. A remarkable example is the

above cited work on GaAs, where the real carrier injection makes the system response

to deviate from a pure DFKE picture, even if γa ' 1.4.

One way to overcome this limit is to follow the approach proposed by M. Lucchini

et al. and observed the material response deeper into the CB at higher probing energies

[331]. In this work the authors used an attosecond pulse of 150 as, centered at about

42 eV in combination with few-fs NIR pulses to study the optical response of a 50-nm

polycrystalline diamond pellicle. Following the ATAS scheme the authors observed a

transient signal oscillating with 2ω frequency, confined to the region of pump-probe
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temporal overlap. The oscillations show a distinctive V-shaped pattern (Fig. 44(a))

which shape and timing can be fully reproduced by time-dependent density functional

theory calculations (TDDFT) [332]. As the V-shaped dispersion can be reproduced

with a simplified 2-band model based solely on intra-band motion and developed to

describe the DFKE [326], it is clear that it originates from this process. Nevertheless,

a clear explanation of why DFKE should manifest in a V-shaped dispersion of the 2ω-

oscillations is still missing. Theoretical simulations have shown that both the phase of

the oscillations and the aperture of the V-shape depend on the pump field intensity

[326] and wavelength [331]. Furthermore, the actual value of the electron-hole reduced

mass could also play a role. Therefore, the DFKE observed between different couples of

valence and conduction sub-bands, characterized by different curvatures, may result in a

different dispersion pattern. This interesting scenario offers the possibility to use ATAS

and DFKE to study the electronic bands in dielectrics without the need for resonant

core-level transitions.

(c)

(d) (e)

(b)(a)

Figure 44. (a) Schematic of two electronic states in conduction and valence band

(CB, VB). Normally only photons with an energy ~ω > Eg can be adsorbed. (b)

Same situation in the presence of an external field that induces DFKE. Absorption

below the energy gap becomes feasible. (c) Diamond band diagram showing the VB

and CB sub-bands involved in the DFKE which characterized the material optical

response at about 42 eV. (d) Experimental transient absorption trace showing the

characteristic 2ω-oscillations with V-shaped dispersion (black-dashed line) associated

with the DFKE. (e) TDDFT calculations fully reproducing the experimental results.

Adapted figure with permission from [331] and from [332], Copyright (2016) by the

American Association for the Advancement of Science.

All the materials discussed so far are characterized by a finite band gap. The
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question might come natural if ATAS is limited to semiconductors and insulators, or

whether it can be apply to conductors where Eg = 0 eV [333]. In 2019 Volkov and

coworkers used ATAS to study ultrafast carrier dynamics in a Ti free-standing film,

pumped with a strong (1012 W/cm2) few-fs NIR pulse [334]. Their results show that

the NIR field induces clear changes in the sample transmission around the Ti M2,3 edge

at 32.6 eV. Instead of showing oscillations, in this case the transient signal is found to

rather increase monotonically, following the pump laser fluence (Fig. 45). Comparing

their results with TDDFT calculations the authors showed that the transient signal is

sensitive to the dynamics of screening and collective electron motion via many-body

effects. In particular, the enhanced absorbance is associated to an ultrafast screening

process around the Ti atom due to increased electron localization. The calculations

showed that the NIR pump induces an increase in the population of the Ti 3d orbitals.

Due to the inefficient screening of the 4s/4p electrons, this process causes a build up of

the charge density around the Ti atom which follows the laser fluence in a fashion similar

to the absorption transient signal (Fig. 45(e)). This ultrafast photo-induced change in

electron localization depends only on the different properties of the d orbitals and not

on the particular material under investigation. Therefore, the observed phenomenon is

expected to govern the first steps of light-interaction in transition metal compounds,

suggesting a way to manipulate electron localization prior thermalization.

(a)

(b)

(c)

(d)

(e)

Figure 45. (a) ATAS trace recorded around the M2,3 edge of a Ti pellicle. (b) Delay-

dependent variation of the Ti optical density, obtained by integrating the signal in (a)

between 31.7 and 32.9 eV (blu curve), compared to the pump laser fluence (red curve).

(c) simulated Ti hcp cell with the c axis parallel to the pump laser field. (d) Pump-

induced electron density changes in the c-a plane (blue area in C) for different instants

of time. (e) Pump laser (orange curve), and laser fluence (red curve), compared to the

induced changes of the charge density around the Ti atom (blue curve), as calculated in

the area delimited by the black circle in D. Adapted figure with permission from [334],

Copyright (2019), the Authors, under exclusive licence to Springer Nature Limited.

Electron and lattice dynamics are not the only ultrafast processes of interest that
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can be tackled with ATAS in solids. When combined with circularly polarized XUV

radiation, [335–339] ATAS is a perfect tool to investigate the magnetic properties of

matter. The existence and nature of the mechanisms which govern coherent magnetic

dynamics during light-matter interactions are a highly debated topic in solid state

physics. The proposal of such effects, which may originate in relativistic quantum

electrodynamics, beyond spin-orbit interaction, traces back to 2009 [340]. Ten years later

F. Siegrist et al. used a circularly polarized attosecond to probe the transient absorption

of a Ni/Pt-multilayer sample around Ni M2,3 edge, for opposite target magnetizations

[341]. Performing one of the first examples of attosecond time-resolved magnetic circular

dichroism, the authors observed optically induced spin and orbital momentum transfer

(OISTR) [342], investigating the ultimate speed limit of future coherent spintronic

applications, spin transistors and data storage media.

3.4. ATRS

The relatively low photon flux of the actual attosecond sources and the different

propagation speed of pump and probe light into dispersive matter, are the main reasons

which limit the applicability of ATAS to relatively thin samples (typically ≤ 200 nm).

Since not all samples can be prepared in regular thin films, this strongly limits the range

of applicability of ATAS. Moreover, even when it is possible to produce the samples of

the required thickness, due to the poor heat conduction of thin films negative effects

like thermal damage or unwanted persistent absorption artefacts such as heat-induced

band shifts [300] can happen at lower pump intensities that what required for a bulk

sample. To avoid these issues and be able to probe massive targets one way is to measure

the sample reflectivity rather than the sample transmission, thus performing attosecond

transient reflection spectroscopy (ATRS).

ATRS clearly profits by a wider range of applicability, making it the technique of choice

for those samples which cannot be reduced to thin samples. In addition, while ATAS

is bulk sensitive, ATRS in the XUV is mostly surface sensitive [343] and allows for the

study of the chemistry of interfaces [344, 345]. While one of the first implementation of

ATRS traces back to 2008 [346], where E. Papalazarou and coworkers used harmonic

radiation to a study coherent phonons in Bi, so far only few examples of ATRS are

reported in literature. The main reasons being the increased complexity of both the

setup and data interpretation. For example, to measure the static reflectivity is more

complex than to measure the static absorption of a pellicle. While the latter can

be done by simply removing the sample from the beamline, without changing the

subsequent light path, the first requires the accurate measurements of the incoming

radiation flux, typically done by measuring the reflection after a known target (e.g.

a gold mirror). Any geometrical misalignment between the unknown sample and the

reference surfaces could introduce artefacts in the measured static reflectivity. Moreover,

if it is relatively easy to change the light incidence angle in an ATAS setup (it is sufficient

to rotate the sample), with ATRS the same operation requires additional motorized
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folding mirrors in order to guarantee that the alignment with the XUV spectrometer is

not lost [347], thus increasing the beamline complexity. As the reflectivity properties

and the sensitivity to the induced dynamics strongly depend on the light incidence

angle, for an ATRS setup it is almost mandatory to be able control the incoming

light direction. This dependence further complicates the physical interpretation of

an ATRS trace too. While the absorption properties of a material are related to the

real part of its dielectric function solely, the reflection coefficient depends on both the

imaginary and real part [348], with a sensitivity that changes with the incidence angle.

To mitigate this aspect, usually the experiments are performed at the critical angle

for total external reflection of the XUV light θc(ω) = arcsin (n(ω)), with ω being the

light angular frequency and n the energy-dependent material refractive index. Besides

corresponding to a field amplitude enhancement inside the solid, at θc the sensitivity of

the reflectivity to the imaginary part of the dielectric function is minimized. Using this

scheme Kaplan et al. studied simultaneously electron and hole dynamics in Ge [349].

R. Geneaux and coworkers used instead the Kramers-Kronig relations to disentangle

the contribution of real and imaginary part of the dielectric function. In this way they

could to retrieve the absorption properties starting from the measured reflectivity and

study ultrafast core-exciton dynamics in MgO [350]. Despite the outstanding results

obtained with ATRS, none of the above cited works shows a clear attosecond dynamics

even if the probing is done with a single attosecond pulse. Very recently, Lucchini et

al. demonstrated that this is not an intrinsic limit of the technique by reporting the

first example of true attosecond dynamics measured with ATRS [58]. In particular,

they studied the attosecond and nanometric motion of Wannier excitons in a MgF2

single crystal, disentangling the dual atomic-solid nature of these fundamental quasi-

particles. In their experiment, a few-fs and intense (∼ 1012 W/cm2) IR pulse is used

to perturb the crystal while an isolated attosecond pulse simultaneously creates and

probes core-excitons obtained by ionizing a Mg2+ 2p state around 56 eV below the CB.

The differential reflectivity trace (Fig. 46(a)) shows rich dynamics around the Mg L2,3

edge where the static reflectivity is characterized by a clear peak (at about 54.6 eV)

associated to the core exciton formation [351]. The dynamics, fully reproduced by a

1D Wannier-Mott model [352, 353] (Fig. 46(b)) unfold on two distinct time scales. On

a few-fs time scale (Fig. 46(c)) the transient reflectivity is characterized by derivative

profiles typical of the ac-Stark shift [354] and already observed in MgO [350] and Si

[314]. These phenomenon originates from the coupling of bright and dark exciton states

induced by the IR pulse and can be fully explained within an atomic-like, two-level

model. On a faster (attosecond) time scale, the sample reflectivity oscillates with twice

the IR central frequency (Fig. 46(d)). While the optical Stark effect could in principle be

the cause for the observed 2ω-oscillations, a detailed analysis of the oscillation absolute

phase delay, made possible by the unique two-foci geometry used in the experiment

[347], showed that the sub-fs signal is instead related to the DFKE, as underlined by

the characteristic V-shaped dispersion of Fig. 46(e). Conversely from what observed for

the fs (atomic-like) response, the observed attosecond dynamics are hence a solid-like
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(b)

(c) (d)

(e)

(a)

Figure 46. (a) Experimental, (b) calculated, differential reflectivity traces for a MgF2

single crystal measured around the Mg L2,3 edge, as a function of the delay between

the XUV and IR pulses measured. The upper panels show the square of the IR vector

potential obtained through simultaneous streaking measurements. The delay zero

(vertical dashed line) has been chosen in order to coincide with the central minimum of

the IR vector potential. (c), (d), fs and sub-fs components of the trace in (a), obtained

by Fourier filtering. (e) Phase delay of the 2ω-oscillating part of the transient signal.

In black the experimental data, in red the prediction of a 1D Wannier-Mott model, in

orange dotted and gray dashed the calculation obtained considering only the excitonic

contribution (atomic-model) or only the crystal contribution (solid-model). As it is

possible to see, the full system and the pure crystal responses have the same V-shaped

dispersion typical of the DFKE. Adapted figure with permission from [58], Copyright

(2021), the authors.

effect originating by intra-band motion of dispersive states. These dual aspects of the

excitonic quasi-particle, previously found to compete in time-averaged measurements

[355], can be addressed separately because of the extreme time resolution of ATRS.

As theoretical calculations show that the atomic-solid nature is to be found also in

valence excitons, these results pave the way for future ATRS experiments which could

be directly relevant for technological applications [356].

4. Conclusion and outlook

Despite the impressive progress in the application of attosecond methods, which we have

only partially outlined in this Review, the complete exploitation of all potential of this

research field still requires key technological advances and new theoretical approaches.
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From the technological viewpoint, we can see a few interesting research directions. As

we have discussed, the possibility to generate attosecond pulses with high photon energy,

in the water window and beyond, may open new perspectives in ultrafast spectroscopy,

since this makes it possible to combine extreme temporal (and spatial) resolution with

element- and state-specificity of core-level x-ray absorption spectroscopy. This offers the

opportunity to investigate electron and nuclear ultrafast dynamics in organic molecules

and in materials containing, for example, C, N and O atoms [357]. XUV continua in

the water window and beyond are generated by using driving pulses with few-optical-

cycle duration, with central wavelength in the mid-infrared spectral region, typically

produced by Optical Parametric Amplifiers (OPAs) followed by hollow-fiber compression

or by Optical Parametric Chirped-Pulse Amplification (OPCPA) [358–360]. Driven by

advances in the generation of high-energy pulses in the near-IR region, notable progress

has recently been made in the generation of attosecond pulses in the water window, and

various spectroscopic applications have been reported. Since the harmonic generation

efficiency scales with the driving wavelength as λ−5,−6 [37], the generation of attosecond

pulses with high photon flux in this spectral region is still a very active research field.

As a matter of fact, the implementation of experimental methods for increasing the

XUV photon flux is another key issue in attosecond technology. High-energy, attosecond

pulses are crucial, for example, for attosecond-pump/attosecond-probe measurements.

Contrary to what happens in the case of attosecond/near-IR-visible pump-probe

spectroscopy, where the energy levels of the sample under investigation are strongly

distorted, due to the high ponderomotive energy of the intense NIR/visible pulses, in

the case of attosecond-pump/attosecond-probe measurements, as a consequence of the

very small ponderomotive energy of the XUV pulse, the energy levels and structure

of the sample are not distorted. So far, only a few examples of this technique were

reported, for example in Xe [35] and H2 [124]. An alternative and very promising way

to produce high-energy pulses is based on X-ray free-electron lasers (FELs), as recently

reported at Linac Coherent Light Source (LCLS) [19]. The pulses were generated by an

electron bunch modulated by interaction with a high-power IR pulse and compressed in

a small magnetic chicane. The advantage of a FEL is the possibility to generate high

intensity, high photon energy and short pulse duration, but at the cost of a much more

complex experimental apparatus, compare to HHG in gas.

As outlined in this Review, another important tool for attosecond spectroscopy

is the polarization control of attosecond pulses [336, 337, 361]. Table-top sources of

attosecond pulses with circular polarization are particularly useful for the investigation

of ultrafast processes involved in chirality-sensitive light–matter interactions, with

crucial applications to magnetic circular dichroism spectroscopy, the investigation of

ultrafast dynamics of photoelectron circular dichroism in chiral molecules [362] and for

ultrafast imaging of magnetic circular dichroism [337, 338], to cite just a few examples.

Various techniques have been proposed and implemented for the generation of high-

order harmonics with circular or elliptical polarization. Despite the outstanding and

pioneering results obtained so far, the research on the generation of circularly polarised
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isolated attosecond pulses is still in its infancy and the applicability of such techniques

for the realisation of actual experiments has yet to be fully exploited.

Another hot topic in attosecond science is the extension to the attosecond

domain of nonlinear wave-mixing spectroscopic techniques, which are now widely used

with femtosecond pulses. These experimental methods are related to the nonlinear

dependence of the polarization of a given material on the intensity of the incident electric

field [363]. Time resolved four-wave mixing (4WM), transient grating spectroscopy

and multidimensional spectroscopy rely on the use of intense coherent pulses: this is

the reason why the extension of these spectroscopic techniques towards the XUV or

the X-ray regime is not straightforward. The low photon flux of typical attosecond

beamlines based on HHG does not allow one to perform XUV-only multidimensional

spectroscopy. 4WM has been experimentally demonstrated by employing attosecond

pulses in combination with moderately intense femtosecond NIR pulses [364–367]: this

represents a very important step towards multidimensional coherent spectroscopy [363].

True multidimensional spectroscopy in the XUV region could be achieved by resolving

simultaneously the frequencies of the XUV and of the optical pulses. A further advance

will be the extension of attosecond multidimensional spectroscopy to solids or liquids.

In conclusion, in this Review we have seen that the extension to the attosecond

domain of spectroscopic techniques originally developed for the femtosecond domain and

the introduction of completely new experimental approaches, have made it possible to

investigate electronic dynamics in atoms, molecules and solid with an extreme temporal

resolution. The measurement of photoemission delays, the excitation and control of

electron dynamics in complex molecules before significant motion of nuclei, the first

steps towards optical manipulation of carriers in dielectrics in the petahertz regime, are

just a few examples that have allowed the attosecond science to be recognized as one

of the most significant advances in the field of physics of matter. The combination of

new experimental tools with advanced theoretical modeling and numerical simulations,

may open the way to the development of new technologies, for example in the field

of petahertz electronics or in molecular electronics, where ultrafast electronic processes

play a crucial role.
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Rühl E, Krausz F, Nisoli M, Fennel T, Calegari F and Kling M 2017 Nature Physics 13 766–770

Page 78 of 92AUTHOR SUBMITTED MANUSCRIPT - ROPP-101457.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Acc
ep

ted
 M

an
us

cri
pt



Attosecond spectroscopy 79

[52] Uiberacker M, Uphues T, Schultze M, Verhoef a J, Yakovlev V, Kling M F, Rauschenberger J,
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C L, Borot A, Hergott J F, Tcherbakoff O, Lejman M, Gisselbrecht M, Lindroth E, L’Huillier

A, Dahlström J M and Salières P 2021 Physical Review Research 3 L012012

[114] Barreau L, Petersson C L M, Klinker M, Camper A, Marante C, Gorman T, Kiesewetter D,
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Review A 84 063412

[132] Cörlin P, Fischer A, Schönwald M, Sperl A, Mizuno T, Thumm U, Pfeifer T and Moshammer R

2015 Physical Review A 91 043415

[133] Sandhu A S, Gagnon E, Santra R, Sharma V, Li W, Ho P, Ranitovic P, Cocke C L, Murnane

M M and Kapteyn H C 2008 Science 322 1081–1085

[134] Lucchini M, Kim K, Calegari F, Kelkensberg F, Siu W, Sansone G, Vrakking M J J, Hochlaf M

and Nisoli M 2012 Physical Review A 86 043404

[135] Haessler S, Fabre B, Higuet J, Caillat J, Ruchon T, Breger P, Carré B, Constant E, Maquet A,
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Giovannini U, Castrovilli M C, Trabattoni A, Frassetto F, Poletto L, Greenwood J B, Légaré
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U and Cavalleri A 2013 Nature Materials 12 1119–1124
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[362] Ferré A, Handschin C, Dumergue M, Burgy F, Comby A, Descamps D, Fabre B, Garcia G A,
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