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ABSTRACT
A computer code based on the immersed-boundary

method (IBM) for direct numerical simulations (DNS) of the
flow in the higher human airways is presented. It is shown that
the IBM implementation fully preserves the spatial second-
order discretization accuracy, so that it can be used for high-
fidelity efficient simulations of the nasal cavity, allowing to
describe the airflow and to evaluate the nasal resistance. Mea-
surement of nasal resistance is a widely used clinical practice,
but large discrepancies between computational fluid dynamic
(CFD) and clinical measurements have been consistently re-
ported. To identify the leading cause of the discrepancy, a
comparison of nasal resistance from DNS, RANS simulations,
and laboratory experiments is carried out. It is confirmed that
the various uncertainties in simulations (deriving e.g. from the
use of turbulence models) is way too low to explain the lack
of agreement between clinical rhinomanometers and CFD. It
is also found, for the specific device considered here, that the
dominant cause of error in the clinical measurement is one of
the locations where pressure is probed, as a consequence of the
design of the device. This error is large enough to be compati-
ble with the discrepancy reported in the literature.

INTRODUCTION
Studying the fluid mechanics of the human nose — i.e.

the respiratory tract from the nostrils to the upper portion of
the pharinxy — is motivated by the common occurrence of
nasal airway obstructions (NAOs). Even though NAOs are not
life-threatening conditions, they can cause severe discomfort
and have a serious impact on life quality (Rhee et al., 2003).
Beyond symptom descriptions and the visual inspection of
computed tomography (CT) scans, the nasal resistance is the
main functional parameter that is considered for diagnoses and
planning of surgeries. This quantity is defined as R = ∆P/Q,
where ∆P is the pressure drop during respiration between the
outer ambient and the pharinxy, and Q is the corresponding
flow rate. The resistance is clinically measured with an exam
known as rhinomanometry (RMM) (Vogt et al., 2010). While
RMMs can be carried out with different approaches, the one

considered the better compromise between accuracy and least
invasiveness is the so-called Anterior Active Rhinomanome-
try (AAR), which will be described in details in the next sec-
tion. Numerical simulations using geometries reconstructed
from CT scans could also be used to estimate R and to pro-
vide a more complete description of the flow within the nasal
cavity, as already done in a number of studies during the past
two decades (Quadrio et al., 2014; Radulesco et al., 2019) and
up to very recently (e.g. Calmet et al., 2021; Schillaci et al.,
2024). Assuming these simulations are reliable enough, they
could also be used to provide a more detailed description of the
flow dynamics, and to enable data-driven methods (Schillaci
et al., 2022).

However, obtaining good agreement between RMM and
CFD has proved to be challenging, with simulations signif-
icantly underestimating the nasal resistance (Kimbell et al.,
2012; Osman et al., 2016). This remains true even in very
recent studies. Berger et al. (2021), who carried out large-
eddy simulations (LES), found error rates up to 100% between
CFD and AAR, and similar discrepancies have been also re-
ported by Schmidt et al. (2022). Such a large disagreement on
a fundamental quantity of interest that is directly related to the
integral of total losses does not appear fully compatible with
the errors usually accepted for numerical simulations. This
fact has been highlighted by Schillaci & Quadrio (2022), who
systematically studied errors caused by lower-order numeri-
cal schemes, turbulence modelling or low spatial resolution in
both LES and RANS simulations. The same conclusion was
also reached by Johnsen (2024). One possible source of errors
between RMM and CFD is the reconstruction of the geometry
from CT scans, as discussed by Karbowski et al. (2023), but
event this is not sufficient to justify the mismatch between with
RMM and CFD.

In the present work, CFD results and the RMM measure-
ment are compared for a silicone cast reconstructed from a CT
scan. This is essential to remove several possible causes for
disagreement, as e.g. the compliancy of the tissues, or the un-
avoidable changes of the anatomy between the moment the CT
scan is taken and the execution of the RMM. Simulations of
various fidelity levels are considered, to provide an indication

1



13th International Symposium on Turbulence and Shear Flow Phenomena (TSFP13)
Montreal, Canada, June 25–28, 2024

of the uncertainty that can be expected from CFD in terms of
R. One source of systematic error, that is ultimately caused by
the design of medical instruments, is also considered.

TEST CASE AND EXPERIMENTAL SETUP
The experimental setup is created to reproduce as closely

as possible that of clinical exams, with the only distinction be-
ing that the cast is in scale 2:1 w.r.t. to the human anatomy.
The cast is a preliminary version of that employed by Tauwald
et al. (2024) for a tomo-PIV analysis of this flow; the 2:1
scale factor is meant to provide better optical access. In the
AAR, the patient has one nostril sealed and breathes through a
mask connected with the rhinomanometer. The rhinomanome-
ter measures the flow rate directly with an inline flowmeter,
together with two simultaneous pressure measurements. The
first pressure is measured by a probe inserted in the sealing
of the closed nostril: since the flow is at rest in the half of
the nasal cavity corresponding to the closed nostril, this mea-
sure provides the pressure at the pharynx. The second pressure
measurement is taken in the mask, to serve as a reference. This
procedure is repeated for both sides of the nasal cavity, and the
nasal resistance is then evaluated as the parallel of the left and
right sides:

Rtot,|| =
RleftRright

Rleft +Rright
. (1)

One aspect that has received little attention in the literature
is the location where the reference pressure measurement is
taken. Rhinomanometers are connected to the mask via a
socket that also hosts a filter. In many designs the reference
pressure is not taken in the mask, but in this socket, just before
the filter. In our experiment, two different locations for the
reference pressure are considered (as explained in Fig. 1). The
first location, in the socket before the filter, is denoted with F ,
and is most common in rhinomanometers. An alternative lo-
cation is also considered, directly in the mask, and denoted by
M. The pressure difference for the sealed nostril is then de-
noted with SN. With this notation, the nasal resistance can be
measured in two ways:

RF =
PSN −PF

Q
and RM =

PSN −PM

Q
. (2)

In the experiments, a volumetric pump is used to imposed the
flow rate, which is measured by the rhinomanometer, while
standard transducer are used for the pressure measurements.

The experimental data set created in this set includes both
inhalation and exhalation, for the two configurations of left
nostril or right nostril open; only inhalation is considered in
this paper.

NUMERICAL METHODS
The employed DNS code is based on the one introduced

by Luchini (2016), and is written in the CPL programming lan-
guage (Luchini, 2020); it uses a finite-difference second-order
discretization for the spatial derivatives of the incompressible
Navier–Stokes equations together with an efficient immersed
boundary method (IBM). The IBM corrects the solution to ob-
tain vanishing values of the velocity interpolated at the bound-
ary location. The correction is computed from the governing

Figure 1. Sketch of measurement points in the experimental
apparatus. The three locations of pressure probes are denoted
with: sealed nostril (SN), corresponding to the pressure in the
nasopharynx; before the filter (F), the typical choice in medi-
cal instruments; and at the mask (M).

Figure 2. Geometry and computational domain in the simu-
lations, including the sphere where inlet boundary conditions
are imposed. Dimensions are in meters, the model has 2:1 ge-
ometrical scale.

equations specialized for the low Reynolds number regime,
and only affects the grid points closest to the boundary. A
prediction-correction method is employed, and the time inte-
gration is performed using a third-order Runge-Kutta scheme.
The computational domain consists of a cuboid that encloses
the model and a large sphere (approximately centred at the tip
of the nose), which is used to enforce boundary conditions far
from the nostrils (Fig. 2).

A constant pressure drop is set between the spherical in-
let surface and the outlet, which is a horizontal cut of the tra-
chea. To reproduce the AAR procedure, the patient-specific
nasal geometry of the experiment is altered by sealing one
nostril. The (temporally averaged) pressure difference neces-
sary to estimate R is measured between the space included by
the spherical inlet and the nostrils (corresponding to location
M in the experiment), and the pressure behind the sealing of
the sealed nostril (corresponding to location SN in the experi-
ment). Lastly, it should be recalled that our setup is larger by a
scale factor of 2 than the real patient; we work under the con-
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straint of dynamical similarity. In the present work, we shall
consider only results obtained for constant flow rates. A more
realistic representation of the inhalation-exhalation cycle is not
required for our aim, and it follows the set up of similar studies
employing CFD to estimate the nasal resistance.

RANS simulations are carried out with the open-source
software OpenFOAM, a set of C++ libraries for the numer-
ical solution of partial differential equation on unstructured
grids with the finite-volume method Weller et al. (1998). The
OpenFOAM solver for incompressible steady-state cases is
simpleFoam, which is based on the semi-implicit method for
pressure-linked equations (SIMPLE). The turbulence model
used for all simulations is the k−ω SST Menter et al. (2003),
used in its standard formulation as implemented in the code.
The grids for RANS simulations were created with the native
utilities provided with the solver, i.e. with blockMesh (that is
used to created an initial hexahedral structured grid), and snap-
pyHexMesh (that adapts and refines the initial grid to the ge-
ometry).

The numerical data set created for the present study con-
sists of: a) IBM simulations with increasingly higher spatial
resolution (at identical driving pressure difference between in-
let and outlet), to confirm that the code has the expected accu-
racy; b) a set of IBM simulations for the right nostril open, the
left nostril open, and both nostrils open, each with a range of
flow rates comparable with that in the experiments; here, two
spatial resolutions are employed; c) RANS simulations for the
left and right nostril open, for selected pressure differences,
and three different resolution, including sets with both second-
order and first-order numerical schemes for the coarsest grid.

RESULTS AND DISCUSSION
To provide an overview of the flow obtained with the

time-resolved DNS simulations, the instantaneous velocity
magnitude for a sagittal section of the nasal cavity is shown
first in Fig. 3, together with the mean turbulent kinetic energy.
Note that the considered geometry is not exactly symmetric,
and the section shown here includes the turbinate regions of
the right half but also roughly bisects the trachea – in case of
perfect bi-lateral symmetry, the plane bisecting would corre-
spond to the nasal septum that separates the two halves of the
nasal cavity.

In the simulation considered here, both nostrils are open
and the pressure difference between inlet and outlet is ≈
6.13Pa, corresponding to a mean flow rate of approximately
630cm3/s, which are relatively high values w.r.t. the exper-
iments. From the visualization, it is possible to appreciate
that the passageways within the nasal cavity are thin enough
to cause the flow to remain mostly laminar, at least for a rel-
atively large range of flow rates. On the other hand, the flow
becomes unsteady and possibly turbulent in the upper portion
of the pharynx, where the respiratory tract is unified, and so it
remains up to the outlet.

Accuracy of the IBM code
To verify that the IBM correction preserves the second-

order accuracy of the spatial discretization, 10 simulations
were carried out with a progressively higher resolution, for the
same pressure difference between inlet and outlet of the case
shown in Figure 3. The resolution spans from ∆x ≈ 1mm, to
∆≈ 0.2mm, for which the number of grid points within the im-
mersed boundary is ≈ 3.7 ·106 and ≈ 0.47 ·109, respectively.
All simulations are carried out with a constant CFL number of
1.5.

Figure 3. (top) Instantaneous velocity magnitude and (bot-
tom) mean turbulent kinetic energy on a sagittal section of the
computational domain in the IBM simulation with highest flow
rate (Q ≈ 630cm3/s).

Figure 4. Order of accuracy of the IBM code. The time
evolution of flow rates for the two simulations with finer and
coarser resolutions is shown in the insert (grey denotes the ini-
tial transient before the average).

The flow observable chosen to verify the order of accu-
racy of the IBM is the time-averaged flow rate, denoted with
Q. The IBM simulations are carried out with the fluid at rest
as initial condition, Q is sampled at the outlet for a period of
∆T = 1s starting from t = 0.5s, and an estimate of its vari-
ance, denoted by σQ, is obtained using the method proposed
by Russo & Luchini (2017). The function Q = f (∆x) is fitted
as: f (∆x) = Q0 +α(∆x)β , where Q0 and β are the asymptotic
value of Q for ∆x → 0, and the order of accuracy, respectively.
The values of these two parameter estimated with from fit are
Q0 = 633cm3/s and β = 1.98. The fitted curve is shown in
Fig. 4 together with the quantity Q±3σ∗

Q, demonstrating that
the IBM implementation maintains the second-order accuracy
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of the finite difference discretization. The same values are re-
ported in Table 1, together with the relative error of Q w.r.t.
the asymptotic value, Q0. The relative error on the average
flow rate is ≈ 1% for ∆x ≈ 0.5mm, which is also a standard
resolution for well executed CT scans.

Table 1. Data set used to verify the order of accuracy, includ-
ing the relative error w.r.t to the asymptotic value Q0. Bold
font denotes the two resolutions considered hereafter in the
comparison with RANS and experiments.

∆x [mm] Npoints Q±3σ∗
Q [cm3/s] (Q−Q0)/(Q0)

1.00 3.7 ·106 599.4±1.3 5.7%

0.83 6.3 ·106 608.8±1.2 4.0%

0.69 10.6 ·106 616.3±1.3 2.8%

0.58 18.0 ·106 619.9±1.6 2.2%

000...444888 333000...555 ···111000666 666222555...000±±±111...555 111...333%

0.40 51.9 ·106 627.7±1.6 0.9%

000...333333 999222...000 ···111000666 666222999...888±±±111...666 000...666%

0.28 157.8 ·106 631.3±1.6 0.3%

0.23 273.1 ·106 631.3±1.5 0.3%

0.19 471.8 ·106 632.2±1.7 0.2%

The geometrical complexity of the anatomy and the
chaotic – yet not entirely turbulent – nature of the flow make it
difficult to use standard resolution indicators to assess whether
the simulations carried out are fully-resolved DNS. For the
purpose of the present paper, a resolution error of approxi-
mately 1% on Q is considered adequate and the two grids with
∆x = 0.48mm and 0.33mm are used later on for comparison
with RANS results and experiments (for the finer one, only one
flow rate is examined). For these two grids, the computational
cost for a full run is approximately 100 and 500 CPU hours, re-
spectively, which allows simulations without using dedicated
HPC infrastructures.

RANS and IBM
The comparison between RANS and IBM simulations is

carried out for similar flow rates to those in the experiment,
in a range between 100 and 600cm3/s. The three grids for
RANS have 0.67 ·106, 3.7 ·106, and 9.6 ·106 cells, thus ecom-
passing standard mesh sizes found in literature. All grids are
made to satisfy the conventional mesh-quality requirements
(e.g. on non-orthogonality and aspect ratio), but the first grid is
quite coarser than that usually recommended for these simula-
tions, the second is more similar to those employed for stud-
ies on the nasal cavity, and the third one is finer than aver-
age. Simulations for all the three grids are carried out using
OpenFOAM built-in second order numerical schemes, which
is of paramount importance Schillaci & Quadrio (2022). Fur-
thermore, an additional set of simulations with the coarser
grid used only first-order numerical schemes for the govern-
ing equations.

The quantities of interest considered now are the average
flow rate, Q, as defined before, and the average pressure dif-

Figure 5. Pressure difference between the inlet and a probe
behind the sealing of the sealed nostril as a function of the
average flow rate for RANS and IBM simulations.

ference between the inlet and a probe behind the sealing of the
sealed nostril, denoted by ∆P = PSN −PM . These quantities,
that are obtained from the time-averaged velocity and pressure
fields, are analogous to the flow rate and pressure difference in
the clinical/experimental measurements of RM , and are shown
in Fig. 5 for the right nostril (note that left and right are defined
from the perspective of the doctor that is in front of patient tak-
ing the measurement).

Overall, the agreement between RANS and IBM simula-
tions is good, confirming the previous observation that using
time-resolved simulations is not quite necessary to obtain a
reasonable estimate of nasal resistance (at least, in the case of
steady inflow). In particular, RANS simulations with mid and
higher resolutions are in excellent agreement between each
other for the entire range of flow rates and with the IBM sim-
ulations at lower resolution for flow rates below ≈ 400cm3/s.
RANS are in better agreement with the higher-resolution IBM
simulation at Q≈ 490cm3/s, suggesting that the progressively
worse mismatch between RANS and IBM simulations with
low resolution is in fact caused by the stronger effect of low
resolution in the latter ones. Grid-dependency effects on the
RANS are apparent only for the coarse grid. In that case, sim-
ulations with second-order accuracy tend to underestimate dis-
sipation, giving consistently lower ∆P. On the other hand, us-
ing first-order numerical scheme causes the opposite. These
two competing effects keep the simulations that are supposed
to be with the lowest fidelity level still similar enough to both
the more accurate RANS and the time-resolved DNS simula-
tions. Similar results, not shown here, were also obtained for
the left nostril.

Simulations and experiments
Simulations data are now compared against experimen-

tal results, for both ∆P = PSN −PM and PSN −PF and left and
right nostrils (Fig. 6). Only IBM and RANS with coarse grid
and second-order discretization are shown here, to provide a
qualitative indication of the discrepancy between simulations
with different fidelity level. The agreement between simula-
tions and measurements of PSN −PM , which are supposed to
be equivalent, is not excellent, in particular for the left nostril.
The statistical errors on both simulations and experiment are
negligible, and this lack of agreement indicates that there is
a source of systematic error that has not been identified yet.
Nevertheless, an even larger mismatch is found between the
two experimental measurement series with reference pressure
PF and PM . At all flow rates except the lowest one, the mis-
match between ∆P = PSN − PM and ∆P = PSN − PF is also
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Figure 6. Comparison between experiments, including both
∆P = PSN −PM and ∆P = PSN −PF measurements, and ∆P =

PSN − PM for the two simulations data sets with larger mis-
match between each other.

larger than that between RANS and IBM. Furthermore, both
simulations and PSN − PM measurements show that the two
nostrils are not symmetric, the left nostril having a higher re-
sistance than the right one (which is shown by lower ∆P at the
same Q), while PSN −PF measurements would indicate that
the two nostrils are virtually identical.

To provide a more quantitative indication on how the
sources of uncertainty considered so far affect the nasal re-
sistance, R is evaluated for the two nostrils at the flow rates
obtained for the IBM simulation with higher resolution, inter-
polating ∆P for the other data set (Tab. 2).

Table 2. Relative error on the resistance for both nostrils, us-
ing as reference simulation IBM (9e7), with Q ≈ 414 for the
left nostril and ≈ 490 for the right nostril.

Left Right

PSN −PM (Exp) −39.9% −24.5%

PSN −PF (Exp) 168.0% 334.4%

IBM (3e7) 1.7% 2.6%

RANS0 −11.9% −6.2%

RANS01st 5.5% 14.7%

RANS1 −2.4% −0.01%

RANS2 −2.2% 0.01%

These results illustrate that the uncertainty related to the
choice of reference pressure in the experiment is the largest
one for both nostrils, by more than one order of magnitude
for the right side. This mismatch is compatible with those
reported in the literature between clinical measurements and
CFD, whereas errors associated with all other sources of un-
certainty are not large enough.

Total nasal resistance
Comparing the resistance for a single nostril has the same

meaning both at fixed Q or fixed ∆P, as it would be for e.g.
classical channel flows. The total nasal resistance in a rhino-
manometry, however, is computed as the parallel of both nos-

Figure 7. Comparison between nasal resistance from IBM
simulations with both nostrils open and the total resistance
computed for IBM simulations and experiments reproducing
the rhinomanometry set up.

trils and the expression Rtot,|| =RleftRright/(Rleft+Rright) holds
at fixed ∆P – so that Rtot,|| can only be computed for a value
of ∆P for which both Rleft and Rleft are known. It follows that
a discrepancy in ∆P modifies the value of Rtot,|| as well as the
interval where it is defined. CFD of course allows a more di-
rect evaluation of the nasal resistance, which can be measured
from simulations of the nasal cavity with both nostrils open.
The nasal resistance evaluated directly in this way is denoted
with Rtot hereafter. Fig. 7 shows the nasal resistance evalu-
ated directly from the IBM simulations with coarser grid and
both nostril open, and that computed as parallel of right and
left nostrils for the simulations and experiments that have been
discussed in the previous section. Note that interpolated val-
ues of ∆P = f (Q) are used to compute R when necessary. The
relative error between Rtot,|| and Rtot is reported in Tab. 3) for
the highest ∆P for which it is possible to have a comparison
among all data sets. The Rtot,|| and Rtot computed from simu-

Table 3. Relative error on the total nasal resistance computed
as Rtot,||, using as reference Rtot from the simulation IBM (3e7)
with both nostrils open and ∆P = 3.22Pa.

(Rtot,||−Rtot)/Rtot

IBM (3e7) 1.2%

Exp (PSN −PM) −20.9%

Exp (PSN −PF ) 87.4%

lations are in good agreement, as assumed in a rhinomanome-
try. This is not necessary a trivial result, given the anatomical
complexity of upper portion of the pharynx and the inevitable
alteration of the flow caused by sealing one nostril at the time.
Similarly to the results for a single nostril, experimental mea-
surements using the standard reference pressure, PF , overes-
timate R, while those with the alternative reference pressure
measurement, PM , underestimate it. The discrepancy is appar-
ently smaller in this case than that reported in the single-nostril
comparison, because the definition of Rtot,|| causes a shift to-
wards the right when ∆P is systematically increased. In partic-
ular, the comparison is now carried out between a regime with
high flow rates for the two data sets with consistently lower ∆P
and a regime with low flow rates the for data set with consis-
tently higher ∆P. Nonetheless, it is confirmed that the defini-
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tion of reference pressure as PF in the rhinomanometry, i.e. not
directly in the mask but further downstream along the flow, can
cause a systematic bias compatible with the mismatch reported
in the literature between CFD and clinical measurements of
nasal resistance.

CONCLUSIONS
A finite-difference code with a new immersed boundary

method has been presented, showing a 2nd-order accuracy in
time-resolved simulations of complex geometries. This code
allows to carry out well-resolved simulations of the flow in
the nasal cavity with a computational cost low enough for a
workstation or even a high-end personal computer.

A new data set to describe the flow in the nasal cavity
was created, including simulations with the IBM code, RANS,
and experimental results, reproducing of a standard medical
exam. While carrying out fully-resolved DNS at all consid-
ered flow rates was out of the scope of the present work, the
data set allowed to examine multiple sources of error in the
evaluation of the nasal resistance. It was found that the only
source of uncertainty large enough to account for the mismatch
between CFD and clinical exams consistently reported in the
literature is the measurement location of reference pressure in
the experiment. The fact that intrinsic uncertainty of CFD are
not low enough to account for the discrepancy is in agreement
with what reported in previous work and with the prevalence
of laminar flow is most in the region of interest, in particular
for the steady boundary conditions often used in these simula-
tions.

Rhinomanometers tend to share common elements in
their design, in particular the fact that the reference pressure
is located relatively far from the nostrils, but the fact that
only one instrument was considered remains a limitation of
the present study. A broader set of conditions, including full
respiration cycles, should be considered as well to provide a
more precise description of numerical errors.
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