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Abstract: Power systems are experiencing some profound changes, which are posing new challenges
in many different ways. One of the most significant of such challenges is the increasing presence of
inverter-based resources (IBRs), both as loads and generators. This calls for new approaches and a
wide reconsideration of the most commonly established practices in almost all the levels of power
systems’ analysis, operation, and planning. This paper focuses specifically on the impacts on stability
analyses of the numerical models of power system passive components (e.g., lines, transformers,
along with their on-load tap changers). Traditionally, loads have been modelled as constant power
loads, being this both a conservative option for what concerns stability results and a computationally
convenient simplification. However, compared to their counterparts above, in some operating
conditions IBRs can effectively be considered real constant power loads, whose behaviour is much
more complex in terms of the equivalent impedance seen by the network. This has an impact on the
way passive network components should be modelled to attain results and conclusions consistent
with the real power system behaviour. In this paper, we investigate these issues on the IEEE14 bus test
network. To begin with, we assess the effects of constant-power and constant-impedance load models.
Then, we replace a transmission line with a DC line connected to the network through two modular
multilevel converters (MMCs), which account for the presence of IBRs in modern grids. Lastly, we
analyse how and to which extent inaccurate modelling of MMCs and other passive components can
lead to wrong stability analyses and transient simulations.

Keywords: load modelling; line modelling; power system analysis; transient stability; small-signal
stability; inverter-based resources; modular multilevel converters

1. Introduction

During this last decade, power electronics converters have been integrated at an ever-
rising pace in generation, transmission, and distribution power systems. This technology
lends itself to a plethora of applications: among others, it could be used as a grid interface
for specific kinds of loads (i.e., converter-connected loads (CCLs)) or as a means for energy
conversion in generation systems fed by fuel cells or renewable energy sources, such as
wind or solar photovoltaic (i.e., converter-interfaced generation (CIG)). Both usages can be
grouped into the broad class of inverter-based resources (IBRs).

The increasing presence of IBRs has numerous ramifications in different facets of
modern electric power systems, such as planning and operation. According to [1], IBRs are
significantly changing power system dynamic behaviour (and, most notably, oscillatory
behaviour during disturbances [2]) to the extent that the basic stability terms developed
in the literature have been recently revised to consider the fast response of converters.
Moreover, due to the progressive phase-out of conventional synchronous generators, CIG is
expected to have a prominent role in supporting the stability of future grids through the
provision of specific services, namely frequency and voltage regulation. In the light of the
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above, the interactions of IBRs with the power grid must be accurately studied to ensure a
correct operation at all times.

Before the arrival of IBRs, conventional generation and transmission systems were
typically simulated through single-phase equivalent representations and static load and
transformer models. This modelling approach was originally imposed during the develop-
ment of the first power system simulators to overcome the deficiency in the capability of
computational systems to perform calculations using detailed, dynamic three-phase models.
Based on this simulation setting, generator, transformer, line, and load models have been
developed over the years to accurately simulate and predict the complex behaviour of
electricity grids. In particular, some models have become customarily based on particular
assumptions that were true in the past. For instance, a widely adopted approach is to
describe lines with algebraic (i.e., static) representations and loads with constant power
models to perform simulations of worst-case scenarios. As shown by the results of a survey
collected in [3], about 70% of utilities and system operators in the world adopt only static
load models for steady-state power system studies. The only exception is represented by
utilities and system operators in the USA, which use a combination of static and dynamic
models. In addition to this, static load models are typically set as constant power loads,
and distributed generation is modelled as negative loads. This modelling approach is also
dominant when it comes to dynamic power system analyses. Although the survey dates
back to 2010, this practice does not seem to have changed up to at least 2018 and 2022,
when [4,5], which also deal with the topic of load modelling, were respectively published.
In [4] the typical values for the static models under different operating conditions are
described. In [5] the impact of two static load models (i.e, exponential and polynomial
model) on small-signal, transient, and frequency stability studies has been assessed. The
conclusion of this work is that, in case no accurate data on loads are available, a constant
power model should be adopted, as it provides the worst-case scenario and therefore
constitutes a conservative approach. This same point is raised in [6,7]. Another practice
established in power system analysis to typically accelerate simulations is to adopt static
line models instead of dynamic ones [8,9].

In this article, we want to highlight how these approaches should be used with care in
the case of IBR-dominated grids, as they might lead to a misguided power system stability
assessment. Indeed, the growing presence of IBRs is significantly changing the behaviour
of electric power systems. This begs the question as to whether previously developed load
and passive elements models (and the assumptions in which they ground) are still adequate
in the presence of IBR-dominated power grids or require revision—a question this paper
attempts to answer. This is the same question the authors of [10] pose in the conclusion of
their work. After describing the challenges IBRs bring to power systems stability studies,
they suggest that the increasing penetration of IBRs may produce new ways through which
instability occurs, calling for both more accurate models and new simulation techniques.
In particular, the work presented here delves into the most commonly adopted models
of loads and passive elements (i.e., lines, transformers, and shunts). After elaborating on
their usage in conventional power systems, we assess how these models could be modified
and adapted to reliably and accurately simulate and analyse the stability properties of
IBR-dominated grids.

IBRs can be implemented through several converters characterised by different detailed
three-phase models. In this paper, we choose the modular multilevel converter (MMC) as
an example to drive the discussion on the impact of the models of passive components
on the stability assessment of inverter-dominated power grids [11]. This converter, which
was first introduced in [12], has become the technology of choice in high-voltage direct
current (HVDC) and multi-terminal direct current (MTDC) transmission systems thanks to
its scalability to high voltages and powers, lower switching activity of the sub-modules
composing their legs, high voltage waveform quality, and efficiency [13,14]. It is worth
noting that the choice above does not limit the validity of the proposed analysis only to
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MMCs. Indeed, the aspects we highlight, the results and observations we draw, can be
almost invariantly applied to other converter topologies.

To guide the reader through this work, we analyze the well-known IEEE 14-bus power
test system in several scenarios. In each of these, the test system has been modified
according to the study’s needs (e.g., by considering constant impedance loads behind
on-load tap changers instead of constant power loads, or by replacing a line with an HVDC

link with two MMCs).
What emerges from our work is that: (i) constant power load models and algebraic

models of passive elements, despite giving a worst-case approximation of the stability
boundary conditions, fail to adequately describe more complex dynamics, especially in IBR-
dominated power systems; and (ii) the relationship between MMC impedance and operating
frequency is not trivial and has a profound impact on the stability of hybrid power systems,
when these are studied by means of a small-signal frequency scan, eigenvalue computation,
and large-signal transient stability. In particular, the frequency bandwidth to be considered
in the presence of MMCs (and IBRs in general) is much larger (up to kHz) than that of
the conventional pure electro-mechanical models (few tens of Hz). If inappropriate or
inaccurate models of passive elements such as transmission lines, transformers, and shunts
are used, this extended bandwidth might lead to poorly damped or even unstable modes.
On the contrary, these features might not appear when more detailed models of passive
elements are adopted.

The remainder of this work is structured as follows. In Section 2 we introduce two
conventional load models: the constant power and constant impedance load. After deriving
their small-signal models and proving that they influence the stability of a simple power
system in different ways, we elaborate on the usage of these models and passive elements
in power system simulations over time. In Section 3, we analyse the impact of different
models of load and passive elements (i.e., lines and transformers) on the stability of the
IEEE14 benchmark system. Section 4 analyzes the effect on stability due to the connection
of an MMC-based HVDC link to the IEEE14 benchmark. In particular, two MMC models
of different levels of accuracy are used to perform several studies, including eigenvalue
analysis and transient simulation. Lastly, Section 5 summarises the main results of this
work and suggests possible future research avenues.

2. Constant Power and Constant Impedance Conventional Loads

Figure 1 depicts a single-phase equivalent model of a simple power system described
in the DQ-frame [15,16] and consisting of an infinite bus (which fixes the DQ-frame compo-
nents of its voltage (ed, eq) to a given value regardless of power exchange), a line, and a
load of two possible kinds: constant power load or constant impedance load. These loads
work at the same power level in nominal operating conditions, which implies that the
power flow (PF) solution does not change for both load implementations if the voltage at
the load bus is at its nominal value.

Figure 1. The single-phase schematic of a simple power system made up of an infinite bus, a line,
and a load.

2.1. Small-Signal Models of the Constant Power and Constant Impedance Loads

The equations describing the constant power load are

vd =
idP − iqQ

i2d + i2q
, vq =

iqP + idQ
i2d + i2q

,
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where P and Q are the loads’ active and reactive power, (vd, vq) are the DQ-frame compo-
nents of the bus voltage at which the load is connected, and (id, iq) are the corresponding
DQ-frame components of the load current.

The constant power load differential impedance at the (îd, îq) PF solution is
∂vd
∂id

∂vd
∂iq

∂vq

∂id

∂vq

∂iq

 =

[
Rp Xp
Xp −Rp

]
, (1)

where

Rp =
P
(

î 2
q − î 2

d

)
+ 2Q îd îq(

î 2
d + î 2

q

)2 (2)

Xp =
Q
(

î 2
q − î 2

d

)
− 2P îd îq(

î 2
d + î 2

q

)2 , (3)

with thê symbol denoting values at the PF solution. By representing the x + Jy generic
complex number as the [x, y]T two-element real vector, we can derive the ṽ p

d + Jṽ p
q small-

signal voltage obtained by applying a small-signal current perturbation ĩ p
d + Jĩ p

q as[
ṽ p

d

ṽ p
q

]
=

[
Rp Xp
Xp −Rp

][
ĩ p
d

ĩ p
q

]
, (4)

where the p superscript refers to the voltages and currents of the constant power load,
whereas the˜ symbol denotes small-signal variables.

Consider now the constant impedance load Rz + JXz with Rz > 0. Its small-signal
voltage is [

ṽ z
d

ṽ z
q

]
=

[
Rz −Xz
Xz Rz

][ ĩ z
d

ĩ z
q

]
(5)

where the z superscript refers to the voltages and currents of the constant impedance load.
The signs of the matrix in (4) can be equated to those in (5) by imposing[

ṽ p
d

ṽ p
q

]
=

[
Rp −Xp
Xp Rp

][
ĩ p
d

−ĩ p
q

]
. (6)

It is easy to see that this sign rearrangement means that the small-signal voltage of

the constant power load can be expressed as ṽ p
d + Jṽ p

q =
(

Rp + JXp
)(

ĩ p
d + Jĩ p

q

)∗
, where

the ∗ symbol represents the complex conjugation operator. By comparing (5) with (6), one
can immediately realize that the small-signal model of the constant power and constant
impedance loads are deeply different even when their PF solutions are the same. As will be
shown extensively in the following, this implies that the choice of load model may lead to
different results in small-signal analyses and transient simulations.

2.2. Power System Small-Signal Stability with Constant Power and Constant Impedance

Let us now study the small-signal stability of the simple power system mentioned
at the beginning of this Section. To do so, assume that the line in Figure 1 is described by
a dynamic model. In a dynamic load model, the relationship between line voltage and
current is described by a differential equation. On the contrary, in a static line model, said
relationship is purely algebraic.
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When the constant power load is used, the system small-signal behaviour can be
modelled by the following differential equation:[

L 0
0 L

]
d
dt

[
ĩ p
d

ĩ p
q

]
= −

[
Rp −Xp
Xp Rp

][ ĩ p
d

−ĩ p
q

]
−
[

R −ωL
ωL R

][ ĩ p
d

ĩ p
q

]
+

[
ẽd
ẽq

]
, (7)

where R > 0 and L > 0 are respectively the resistance and the inductance of the line,
ω is the synchronous angular frequency, and (ẽd, ẽq) are the small-signal components of
the infinite bus voltage. The corresponding pair of eigenvalues is

λ
p
± = −R

L
±

√
R2

p + X2
p

L2 − ω2 . (8)

Through Equations (2) and (3) we obtain the following expression

R2
p + X2

p =
P2 + Q2(
î 2
d + î 2

q

)2 =

(
v̂ 2

d + v̂ 2
q

)(
î 2
d + î 2

q

)
(

î 2
d + î 2

q

)2 =
v̂ 2

d + v̂ 2
q

î 2
d + î 2

q
,

which can be used to recast Equation (8) and derive that, if
v̂ 2

d + v̂2
q

î 2
d + î 2

q
> R2 + L2ω2, we have

instability because one eigenvalue has a positive real part. Otherwise, we have complex
conjugate eigenvalues with negative real parts. In both cases, the eigenvalues do not
depend on the sign of P and Q.

On the contrary, if we adopt a constant impedance load, the small-signal model becomes[
L 0
0 L

]
d
dt

[
ĩ z
d

ĩ z
q

]
= −

[
Rz −Xz
Xz Rz

][ ĩ z
d

ĩ z
q

]
−
[

R −ωL
ωL R

][ ĩ z
d

ĩ z
q

]
+

[
ẽd
ẽq

]
.

In this case, the λz
± eigenvalues are

λz
± = −Rz + R

L
± J

(
ω +

Xz

L

)
. (9)

Therefore, the system is stable because both eigenvalues always have negative real parts.
The above results reinforce the point raised in the previous subsection: the adoption

of constant power and constant impedance load models leads to different behaviour in
small-signal analyses.

2.3. On-Load Tap Changer

This subsection briefly outlines the operating principle of on-load tap changers (OLTCs)
and reviews their most relevant representations developed in the literature. This element is
adopted in some of the scenarios simulated in Section 3.

The target of an OLTC is to keep the bus voltage in the predefined dead-band by
adjusting the transformer ratio in a given range over a discrete number of tap positions,
thereby ensuring that loads connected to them operate at voltage levels close to their
rated one. For example, in the OLTC model reported in [17], the dead-band can cover the
[0.99, 1.01] p.u. voltage interval, while the transformer ratio can vary in the [0.88, 1.20]
interval over 33 discrete positions (i.e., the ratio changes by 0.01 from one position to the
next one). The decision process governing the tap control is the following. When the load
voltage leaves a dead-band at time t0, the first tap change takes place at time t0 + τ1 and
the subsequent ones at times t0 + τ1 + kτ2 with (k = 1, 2, . . .). The delays τ1 and τ2 have
values generally above 20 s and can differ from one OLTC to another. The delay is reset to
τ1 after the controlled voltage (i) has re-entered the dead-band or (ii) has jumped from one



Energies 2022, 15, 6348 6 of 23

dead-band side to the other. The latter criterion prevents the tap from moving if the bus
voltage oscillates too much or too frequently compared to the τ1 and τ2 delays.

The interested reader is referred to [18] and references therein for several OLTCs
representations developed in the literature. The most accurate OLTC model, used in this
paper, is implemented by a state machine, corresponding to a hybrid dynamical system with a
decision block that generates events [19]. The main drawback of adopting this representation
is that the PF and transient stability analyses must deal with a digital design that implements
the state machine of the OLTC, which may lead to a complex simulation approach. In light of
this, the majority of the remaining models in [18] were developed to attain a simplified, but
still effective, version of OLTCs to achieve easy numerical simulations without resorting to
a state machine implementation. For instance, the simplest OLTC representation (referred to
in [18] as a continuous model) adopts a simple first-order differential equation to describe
the tap variation process of the OLTCs to bring the voltage inside the dead band. So
doing, the discrete tap switching process is transformed into a continuous one, thereby
disregarding the previously mentioned delays.

It is important to point out that the connection of OLTC to loads is a common practice
in electric power systems, whose effects are better detailed in the next subsection.

2.4. Conventional Load Modelling in Power System Simulations

The majority of the available power system test benches described in the litera-
ture and available on the web use (i) constant power loads and (ii) static models of
passive components.

The first feature (i) contrasts with the fact that until the last decade the number of full-
fledged constant power loads connected to distribution feeders was practically irrelevant.
Thus, based just on the above, this approach seems rather conservative and one would
be more inclined to adopt constant impedance load models instead. However, it is worth
pointing out that the distribution feeders of electric power systems are often equipped with
OLTCs (see the previous subsection) that restore voltage levels by bringing them inside a
fixed voltage dead-band. Therefore, if only their steady-state behaviour is required (i.e.,
the PF solution), it seems reasonable to replace constant impedance loads behind OLTCs
with constant power ones. Indeed, the long-term voltage restoration process of the OLTCs
implies that at steady-state such loads operate at their nominal voltage and, thus, always
withdraw their rated power. Constant power loads correspond somewhat to a synthesis
of constant impedance loads behind OLTCs. However, it is worth pointing out that the
number of loads whose active and reactive power is actually controlled became significant
only with the introduction of IBRs (i.e., converter-connected loads (CCLs)). Indeed, the
converters interfacing these resources to the grid can implement several controls, including
power regulation. When IBRs employ this latter control, they constitute full-fledged constant
power loads.

Although this modelling approach leads to correct PF results, it may lead to inaccurate
transient simulations and small-signal analyses. Indeed, as better shown in the follow-
ing, constant power loads and constant impedance loads behind OLTCs exhibit different
dynamic behaviours. The adoption of the former model generally allows considering a
worst-case scenario that real conventional power systems tend to. We believe this mod-
elling choice was rooted in the 1970’s when power system simulation tools were first
developed [20]. A common practice to overcome the limited capabilities of computers in
those years consisted in modelling constant impedance loads behind OLTCs as constant
power loads to speed up simulations by incurring a minor loss in accuracy. This choice
proved extremely effective until recent years when the penetration of IBRs in the power
system rose drastically.

Concerning the second feature (ii), the dynamic models of passive components (e.g.,
transformers, lines, and shunts) were neglected during the development of conventional
power system tools since the very fast, purely electrical dynamics of the grid were typically
not of concern. This removed the stability problems due to the electrical dynamics of
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passive elements. Indeed, the electro-mechanical dynamic was the important aspect that
had to be accurately simulated. As shown in the following, IBRs implement full-fledged
constant power loads and act in a wide frequency bandwidth. This last trait imposes the
adoption of dynamic models of passive components to analyse the stability of the system.
Indeed, using algebraic models may lead to inaccurate results.

3. Simulation Results of the Conventional IEEE14 Power System

To show the role of constant power and constant impedance load models behind
OLTCs on stability, we use as a benchmark the well-known IEEE14 power system, whose
schematic is shown in Figure 2. All the parameters of the conventional version of IEEE14
power system can be found in [9].

Figure 2. The schematic of the IEEE14 power system.

In the following, we modify this benchmark several times to simulate different case
studies. In this section, we consider four scenarios. The first one, hereafter referred to as
IEEE14-P, adopts the conventional version of the IEEE14 system with constant power loads.
In the second scenario, defined as IEEE14-Z, we substitute the constant power loads with
constant impedance ones behind OLTCs, whose nominal transformer ratio equals 1 (i.e., all
bus voltages computed at PF are inside the respective dead-bands). The parameters of the
constant impedance loads are tuned to absorb the same active and reactive power at the PF

solution as the IEEE14-P scenario.
It is worth pointing out that the classic version of the IEEE14 test system adopts static

models of passive elements. Compared to their IEEE14-P and IEEE14-Z counterparts, the
third and fourth scenarios, hereafter respectively referred to as IEEE14-PD and IEEE14-ZD,
employ dynamic models of inductances and capacitances of power lines, transformers,
and shunts. These last two scenarios aim at showcasing the impact of alternative passive
element modelling on power system stability.

3.1. The IEEE14-P and IEEE14-Z Scenarios

We performed a transient stability analysis of both IEEE14-P and IEEE14-Z scenarios.
In both cases, we tripped the line between BUS2 and BUS5 after 200 s from the beginning of
the simulations.

The results of these simulations are shown in Figure 3. By observing the waveforms
related to the IEEE14-P scenario in the upper panel of the figure, one can notice that when
the line is tripped, the rotor angular speed of the G2 synchronous generator suddenly
decreases and stabilises after some time just below 0.999 [pu]. This behaviour stems from
the fact that line tripping induces a load voltage drop and that all the loads in this scenario
are of constant power type. Indeed, to guarantee constant power absorption despite the
voltage drop, the currents flowing through the loads must increase. This leads to higher
currents and power losses across the lines and transformers (and, thus, overall power
demand) and, in turn, a decrease in system synchronous frequency. In the specific case of
the IEEE14 benchmark, which does not implement turbine governors, the system frequency
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stabilises due to the contributions by damping in the swing equations of the synchronous
generators and condensers.

Figure 3. Simulation results of IEEE14-P and IEEE14-Z scenarios. Panels are described below from top
to bottom. First panel: rotor angular speeds in [pu] of the G2 synchronous generator in the IEEE14-P

and IEEE14-Z scenarios (black and red trace, respectively). Second panel: the black trace corresponds
to the voltage magnitude of the constant impedance load L4 when connected to BUS4 through an
OLTC in the IEEE14-Z scenario, whereas the green and blue traces respectively depict the upper and
lower edge of the voltage dead-band inside which the corresponding OLTC restores the load voltage.
Third panel: voltage magnitude at BUS4 in the IEEE14-P (black trace) and IEEE14-Z case studies (red
trace). Fourth panel: the tap ratios of the OLTCs connected to each load in the IEEE14-Z scenario.
X-axis: time [s].

It is important to note that this phenomenon leads to an iterative process in which
the increase in line currents determines a decrease in load voltage, which, in turn, yields
a further increase in line currents. Eventually, this process converges into a new stable
working mode of the IEEE14-P scenario, as shown by the magnitude of the BUS4 voltage in
Figure 3 (third panel from the top, black trace).

Consider now the IEEE14-Z scenario: contrary to the IEEE14-P case, the rotor speed of
the G2 synchronous generator increases instead of decreasing right after the line tripping.
Analogously to the previous scenario, this behaviour is coherent with the load model
adopted and line tripping resulting in a load voltage drop. For instance, if we observe
the magnitude of the voltage at BUS4 (third panel from the top), also in this scenario it
decreases just after line tripping (although slightly less than in the IEEE14-P case). Since
the power absorbed by constant impedance loads varies quadratically with voltage, the
decrease in load voltage magnitudes leads to lower load powers. This implies that the
currents flowing through the loads, lines, and transformers decrease. The same holds for
the overall power demand, thereby leading to an increase in frequency, which stabilises
once again due to the damping of the synchronous generators and condensers.

The traces in the second panel from the top in Figure 3 show that after some time
delay the OLTC at BUS4 starts restoring the load voltage till bringing it inside the voltage
dead-band (i.e., almost full voltage restoration to its value before the line outage is attained).
As shown in the last panel of the figure, the other OLTCs do the same with different time
schedules. The load voltage restoration process causes a progressive step increase in
the power of the constant impedance loads and, thus, a corresponding decrease in grid
frequency. At the end of this (long-term) process lasting more than 400 s (see traces of the
other OLTC in the last panel of Figure 3), the steady-state behaviour of the power system
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is very close to that of the IEEE14-P case, but not identical, since load voltages are set to
different values inside the OLTC dead-bands.

Similar results were already reported in [9], although with different and simpler OLTC

models [18,21]. The previously described scenarios highlight that if the analysis focuses
exclusively on power system steady-state behaviour (i.e., PF results), constant power loads
can be adopted instead of constant impedance ones behind OLTCs, thus boosting simulation
efficiency at the expense of a minor accuracy loss. However, if the dynamic behaviour is of
interest (i.e., transient simulations or small-signal analyses are executed), these two models
are not equivalent and may lead to quite different results. For instance, this difference
is evident when applying a 20% overload to the IEEE14-P and IEEE14-Z scenarios and
tripping the line between BUS2 and BUS5. In the first case, as reported in [9,22], the system
PF solution is characterised by a pair of complex conjugated eigenvalues with positive
real part equal to 0.006268 ± J1.4357 after line tripping, and thus it becomes unstable. On
the contrary, in the second case, the system remains stable despite the overload (i.e., all
eigenvalues have a negative real part before and after line tripping). In particular, the grid
in this case can withstand a 58 % overload before becoming unstable.

To confirm these completely different results, we performed a transient stability analy-
sis of the IEEE14-P and IEEE14-Z case studies by applying a 20% overload. Based on the
above, we predict that the former scenario shall become unstable after applying a distur-
bance (i.e., line tripping), while the latter remains stable. A similar approach is used in the
following section to demonstrate the actual stability or instability of the IEEE14 benchmark
in other simulated scenarios after performing an eigenvalue analysis. Results are reported
in Figure 4.

Figure 4. Simulation results of IEEE14-P and IEEE14-Z scenarios when a 20% overload is applied. The
traces in each panel have the same meaning as those in Figure 3. Insets in the first and third panels
are meant to show the oscillations that arise in the IEEE14-P scenario.

As expected, after line tripping, the rotor speed of G2 in the IEEE14-P scenario (black
trace in the upper panel of Figure 4) starts oscillating, indicating that a periodic steady-
state behaviour is observed since a stable stationary solution is not reached (i.e., the grid
becomes “unstable”). As shown by the black trace in the third panel from the top, the
voltage magnitude of BUS4 also oscillates. The same holds for the voltage at other buses,
too. On the contrary, after line tripping, the grid in the IEEE14-Z scenario remains stable,
without showing any oscillations. Note that OLTCs “fully” restore load powers and thus the
absence of oscillations can not be ascribed to the fact that the power of constant impedance
loads are lower after line tripping.
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In summary, the results in the two case studies confirm that the use of constant
impedance loads behind OLTCs instead of constant power ones leads to completely different
stability results for what concerns both small-signal analyses and transient simulations.
Based on this observation, one might wonder which load model actually correctly and
accurately represents the real behaviour of the IEEE14 system and possibly other grids. To
answer this question, we believe the following points are worth considering.

(i) The use of constant power load models leads to pessimistic estimations of the
stability boundary conditions. From an engineering point of view, this could be a good
feature since it gives safety margins. From this perspective, despite leading to inaccurate
results, constant power load models can still be considered adequate and useful.

(ii) The use of constant power loads eliminates the need to implement the complex
automata modelling the behaviour of OLTCs connected to constant impedance loads, which
simplifies power flow and transient stability analyses and reduces the computational burden.

(iii) The tap switching process of the OLTCs occurs after relatively long time periods
(i.e., tens of seconds). Thus, since the power restoration of the constant impedance loads
connected to the OLTCs is a decidedly slow process, the electrical dynamics of passive
elements can be neglected. Indeed, the only dynamics that should be considered are the
electro-mechanical ones of the generators, which are retained when adopting constant
power loads. Also, in this case, employing algebraic (i.e., static) models of passive elements
facilitate and accelerate simulations while ensuring adequately accurate results.

The above considerations lead to the conclusion that the use of (i) constant power loads
instead of constant impedance ones behind OLTC in distribution feeders and (ii) algebraic
models of passive elements instead of dynamic ones have become customary in modelling
and simulating power systems till today. However, this established practice may no longer
be valid due to the increasing presence of IBRs. Indeed, due to the controls that they
can implement, IBRs may represent fast constant power loads and generation; their AC

impedances, which might be complex functions of frequency spanning in the range of
several kHz, can deeply interact with the dynamics of passive elements. If algebraic models
are used, these interactions may remain hidden; thus, simulations may not accurately
reflect the true behaviour of the system. This aspect, which is dealt with in the following,
suggests that the conventional model of loads and passive elements may require revision
when used in IBR-dominated grids.

3.2. The IEEE14-PD and IEEE14-ZD Dynamic Test Systems

The case studies analyzed so far relied on static models of lines. In the following, we
adopt dynamic line models by considering the IEEE14-PD and IEEE14-ZD scenarios and
simulating the same outage described in the previous subsection (i.e., line tripping between
BUS2 and BUS5 at 200 s).

The IEEE14-PD case gives extremely straightforward results: the adoption of dynamic
models and constant power loads yields an unstable PF solution since several eigenvalues
jump in the right-half portion of the complex plane. Note that this result anticipates that the
introduction in the system of IBRs (e.g., MMCs), whose active and reactive power absorption
is regulated to track a reference value (thereby mimicking constant power loads), will lead
to similar instabilities. Since the attainment of an unstable PF solution prevents any further
analysis of this case study, in the sequel we consider only the IEEE14-ZD scenario.

In this case, a completely different result is obtained because the PF solution is stable.
The different behaviours observed in the IEEE14-PD and IEEE14-ZD scenarios are coherent
with what we obtained by computing the eigenvalues of Equations (7) and (9). Indeed, as
explained in Section 2.1, power systems with constant power loads are less robust than
those with constant impedance ones from a stability point of view. To facilitate comparisons,
the simulation results of the IEEE14-Z scenario are replicated in Figure 5 together with
those of the IEEE14-ZD one.
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Figure 5. Simulation results of IEEE14-Z and IEEE14-ZD scenarios. The traces in each panel have
an analogous meaning to those in Figure 3. In this case, the black and red traces in each panel
respectively refer to the results of the IEEE14-Z and IEEE14-ZD scenarios. In the second and last
panel, the voltage magnitude of BUS4 is upper and lower clipped to better show voltage steps at a tap
position change.

The traces in the two cases almost overlap despite them adopting two different line
models. It is worth pointing out that in Figure 5 the magnitude of the BUS4 voltage is
clipped (upper and lower) to allow a better comparison of the waveform in the two cases.
The inset in Figure 5 depicts the unclipped voltage magnitude just before and right after
the line tripping.

4. Simulation Results of the Modified IEEE14 Power System with an MMC-Based
HVDC Link

In this section, we show some simulation results of a modified version of the IEEE14
system. To take into account the effect of the growing presence of IBRs on power system
stability, the line between BUS4 and BUS5 was replaced with an HVDC link comprising two
MMCs, as shown in Figure 6.

Figure 6. The schematic of the modified IEEE14 power system. Compared to its counterpart in
Figure 2, the line between bus 4 and 5 has been substituted with an HVDC link made up of two MMCs.

This modification was proposed and described in [23–25]. In a nutshell, the MMC1 and
MMC2 converters are respectively of P/Q and DC-SLACK/Q types. In other words, MMC1
is controlled to exchange a specific amount of active and reactive power. On the contrary,
MMC2 regulates the DC-side voltage and reactive power exchange. In particular, the active
and reactive power transmitted by the HVDC link is regulated to equal that of the replaced
line. To do so, the active power reference value of MMC1 (i.e., sending end) is Po = 60.7 MW,
while the reactive power reference value of both MMCs is Qo = ∓13 MVAR. In addition,
the DC-side voltage reference value of MMC2 (i.e., receiving end) is Vdc = 400 kV. The
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interested reader is referred to Figure 1 of [26] and references therein for a possible MMC

control scheme implementation.
When employed in HVDC systems, the sub-modules (SMs) in each arm of an MMC

can be in the order of hundreds. In this case, adopting the most accurate MMC model
(known as full-physics model) requires considering a large number of semiconductor devices,
thereby leading to prohibitively high computational times [27]. To address this issue,
several MMC models in the literature have been developed that implement different trade-
offs between simulation speed and accuracy. Each of these models is better suited for
analysing the efficiency of specific operating conditions and MMC controls (e.g., circulating
current suppression strategies, protections, PLLs, and SM capacitor voltage balancing
algorithms [28,29]). The interested reader can refer to [30–32] and references therein
for a review of some of these models, including a description of their advantages and
shortcomings when adopted in power system simulation.

In general, the analysis of converters can be divided into three stages [27]: component,
system, and network level studies. Component level studies focus on the early design
stage of the converter and the performances of its semiconductors (e.g., conduction and
switching losses), with the time of investigation ranging from nano to milliseconds. On the
contrary, system-level studies aim at evaluating the interactions between the converter and
the power system connected to it, whose extension is usually limited to a few generators
and loads. These analyses, which involve dynamics that last from milliseconds to several
seconds, allow the validation of converter controls, filters, and protections. Finally, network-
level studies analyse how the converter behaves in a large AC network and affects the
electromechanical transients and the steady-state operation of the whole system. Thus,
the time interval of interest ranges from a few seconds to several minutes. Such studies
address, for instance, power flow and stability analyses.

The full-detailed and bi-value resistor MMC models allow reducing CPU times by
resorting to simplified representations of the semiconductor devices in each SM, thus
preserving the overall converter topology [30]. These models can be used as a benchmark
to validate simpler ones, test MMC controls, protections, and behaviour during start-up,
normal and abnormal operating conditions. However, due to the simplifications introduced,
these representations cannot be used for component-level studies, which can only be
performed straightforwardly with the full physics model.

The Thévenin equivalent [33] and switching function [34] models, which still rely
on simplified SM representations, are good candidates for system-level studies because
they further boost simulation speed by suitably grouping the SMs together, thus obtaining
a more compact representation of the SM strings in each arm. Alternatively, in [32] a
technique called isomorphism is proposed to boost MMC simulation efficiency that is
compatible with any SM model used, thereby paving the way for detailed analyses if
accurate SM representations are used. In a nutshell, this technique dynamically clusters
while simulating the SMs in groups characterised by the same behaviour.

The average model decreases simulation time even more by neglecting the voltage
and current ripples due to SMs commutations [35] and significantly simplifying the MMC

topology by exploiting voltage and current controlled sources. This model is suitable for
network-level studies which investigate the dynamic behaviour and stability of large grids
comprising multiple MMCs.

All of the models described so far are represented in the ABC (i.e., three-phase) frame.
On the contrary, MMC models formulated in the DQ0 frame, either based on an average
representation [36] or dynamic phasors [37], grant a significant boost in simulation speed,
making them suitable candidates for MMC simulation in large-scale power systems.
In general, the boost in simulation speed offered by the MMC models mentioned above may
come at the cost of reduced simulation accuracy and/or the loss of internal MMC variables,
which are no longer present due to the simplifications introduced in the SM model and the
MMC topology. As previously stated, based on the study that needs to be performed (and,
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thus, the sought trade-off between simulation speed and accuracy), one MMC model might
be more suitable than others.

In this paper, we modelled the MMCs of the HVDC system at two very different levels
of accuracy: the former, hereafter referred to as accurate, is shown in Figure 1a–c of [26] and
derives from [38]. This three-phase model substitutes the SMs in each arm of the MMC with
a single equivalent circuit. It retains the main features of the converter and allows analyzing
all of its upper-level controls, as well as the circulating current suppression strategy. The
usage of an average model instead of one based on dynamic phasors is justified by the
relatively limited size of the IEEE14 benchmark system. In addition, more complex MMC

models, which allow us to analyse the individual behaviour of SMs, have not been adopted
because their level of detail is excessive for the simulations described in the following
sections. The second MMC model used in this work (hereafter referred to as simplified)
is the one described in [39,40], which resorts to macro-models that retain only the main
features at the points of connection of the converters and allow only the implementation of
higher-level controllers, such as active and reactive power regulations and droop controls.
This representation corresponds to an average model formulated in the DQ-frame. Some
of its components are added to properly take into account the converter losses at the AC

and DC sides. Despite leading to a lower computational burden, one of the drawbacks of
this model is that it does not consider any dynamics. Indeed, the impedances connected
to its AC side (e.g., the MMC transformer impedance) are referred to as the synchronous
frequency and are fixed (i.e., they do not change with grid frequency). As shown in the
following, this static model constitutes a deep simplification that could lead to largely
different simulation results from those obtained with a more accurate MMC model. Indeed,
the complex topology and control scheme of MMCs result in them having a multi-frequency
response generating non-negligible harmonics.

Regardless of the representation employed, the key aspect of the analyses with these
MMC models is that the MMC1 converter at BUS5 is always a full-fledged P/Q type. Even if
a simplified version of the converter is used, its main features at the point of connection
to the AC grid (i.e., absorbing a constant active power of Po = 60.7 MW and contributing a
reactive power of Qo = −13 MVAR) are maintained. This represents the main difference
with respect to the previously considered cases.

We want to stress that our goal here is not to investigate in detail all the possible
controls that can be implemented in MMC1 and MMC2, but rather to show the impact that
the two previously described MMC models and their controls might have on the overall
power system stability in different scenarios.

4.1. Simplified MMC Model

To begin with, we used the simplified model of the MMCs, which, as previously stated,
does not consider any dynamics. We instead considered the electrical dynamics of passive
components, adopted constant impedance loads behind OLTCs, and swept the active power
absorbed by the P/Q type MMC1 converter in the [0, Po] interval.

The reactive power of both MMCs was also swept in proportion accordingly. At each
sample of the sweep, we performed an eigenvalue analysis. The top panel of Figure 7
reports the paths followed in the complex plane by the most relevant eigenvalues of the
system (i.e., those closest to the right-half portion of the complex plane).

During the sweep, as soon as the active power goes above 14.9 MW, the power system
becomes unstable since a complex-conjugate pair of eigenvalues with a natural frequency
of about 1 kHz enters the right-half portion of the complex plane. It is worth pointing out
that this power value is lower than the one the HVDC link is supposed to transmit (i.e.,
Po = 60.7 MW). The onset of unstable behaviour at around 14.9 MW is visible in the top
panel of Figure 7: eigenvalues are colour-coded based on the active power reference value.
Moreover, when the active power sweep reaches 55.6 MW, another complex conjugate pair
of eigenvalues enters the right-half plane.
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Figure 7. Evolution of the main eigenvalues of the IEEE14 power system shown in Figure 6 when the
active power reference P of the P/Q type MMC1 converter at BUS5 is swept in the [0, 60.7 MW] interval.
For each row, the panels on the right are an inset of those on the left. The vertical dotted line in each
panel denotes the null real part of the eigenvalues. Eigenvalues are colour-coded based on P (see the
colour bar in the bottom panel, right side) to better identify the power reference values that make
the system unstable, which are highlighted by arrows in the panels on the right. Top row: base case.
The real part of the eigenvalues inside the dashed ellipse is close to zero, but it is always negative
regardless of P (the same holds for the other panels). Middle row: case in which MMC1 includes the
droop control and low-pass filter described in Equation (11). Bottom row: compared to the previous
case, a shunt capacitor is also added to the AC-side of MMC2. In all cases, dynamic models of lines
and transformers are used, together with constant impedance load models behind OLTCs.

The unstable pairs of complex-conjugate eigenvalues that arise at 14.9 MW and
55.6 MW are due to different reasons, which have been identified through the analysis of
the participation factors. In the former case, results indicate that instability is mainly due
to BUS5 and the line that connects BUS2 and BUS5 [41–43] (i.e., where the P/Q type MMC1
is connected). On the contrary, in the latter case, the participation factors show that the
second unstable mode is mainly due to BUS4 and the line that connects BUS3 and BUS4 (i.e.,
where the DC-SLACK/Q type MMC2 is connected). The relevant aspect that we underline is
that the MMC1 and MMC2 converters are not unstable per se but they are when used in the
IEEE14 benchmark due to their interactions with the grid.

For instance, a qualitative explanation of the onset of instability at BUS5 due to the
P/Q type MMC1 is the following. From (1) and (2) it can be inferred that the MMC1 is
characterised by a negative resistance, which is a common trait of converter-connected
elements whose active and reactive power absorption is regulated. In the specific case
of the IEEE14 benchmark, when the MMC1 active power reference exceeds 14.9 MW, its
negative resistance becomes higher than the series resistance of the lines/transformers,
thereby leading to undamped RLC oscillations [44].
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A possible way to keep the eigenvalues of the MMC1 in the left half-plane is to regulate
its actual active power exchange by adding an AC-voltage/active power droop. More
specifically, with the addition of the droop the power absorbed by this converter becomes

P(t) = Po + γP

e(t)︷ ︸︸ ︷(√
v2

d(t) + v2
q(t)−

√
v̂ 2

d + v̂ 2
q

)
, (10)

where the electrical quantities refer to BUS5 and γP > 0. This latter parameter mirrors
the constant of the proportional regulator used in the MMC to implement the droop. This
control is such that the absorbed power P rises if the modulus of the BUS5 voltage increases

with respect to its value at the PF solution (i.e.,
√

v̂ 2
d + v̂ 2

q ) and vice versa otherwise. The
introduction of the droop emulates a “constant impedance” load, which absorbs Po at
nominal bus voltage.

Since the droop modifies the MMC1 active power set-point (i.e., its transmitted power),
we added a low-pass filter block to slowly restore power to its Po nominal value. The
overall model implementing the regulator is

τL
dx(t)

dt
+ x(t)− e(t) = 0

P(t) = Po + γP(e(t)− x(t)) ,
(11)

whose transfer function is H(s) =
P(s)
e(s)

= γP
τLs

1 + τLs
. The addition of the low-pass filter

emulates the same effects that an OLTC has on the restoration of the voltage, and, thus,
power of a constant impedance load connected to it. In the light of the above, the combi-
nation of the droop and the low-pass filter transforms the P/Q type MMC1 into a constant
impedance load behind an OLTC.

After this modification, we repeated the power sweep analysis that we did before.
The loci described by the most relevant eigenvalues are reported in the middle panel of
Figure 7. The beneficial effect due to the introduction of the droop and low-pass filter block
is evident. Indeed, the unstable complex-conjugate pair of eigenvalues that previously
arose at 14.9 MW is now absent.

However, the eigenvalue pair that enters the right-half plane when Po goes above
55.6 MW is still present. The analysis of the participation factors confirms again that this
pair is due to the DC-SLACK/Q type MMC2 converter connected at BUS4. To eliminate
this pair it is necessary to act on MMC2 by modifying its equivalent impedance “seen”
at its point of connection. In this case, we added a shunt capacitor to MMC2 to obtain
stability. The eigenvalues loci of the power system after this intervention are shown in the
bottom panel of Figure 7. The addition of shunt capacitors is clearly beneficial because all
eigenvalues remain in the left-half plane regardless of the active power reference value.

To further check stability, we performed a transient stability analysis analogous to
those of Section 3, whose results are reported in Figure 8.

As in the previously analysed scenarios, when the line between BUS2 and BUS5 is
tripped at 200 s, a voltage drop occurs at all buses, including BUS4 and BUS5. This leads to
a decrease in the load power absorbed by the constant impedance loads. In addition, the
droop controller of MMC1 lowers its absorbed power in a similar way. From the same figure,
one can notice that the long-term load voltage restoring action of the converter is similar
to those of OLTCs. This was obtained through a proper tuning of the τL time constant
in Equation (11).
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Figure 8. Simulation results of the modified IEEE14 test system shown in Figure 6. In this case,
constant impedance loads behind OLTCs and dynamic line models are used. The MMC1 converter,
which is equipped with an AC-voltage/active power droop, is set to exchange P = 60.7 MW and
Q = −13 MVAR (this latter value is also exchanged by MMC2). The MMC2 converter is equipped
with a shunt capacitor. Third panel from the top: MMC1 power exchange variation due to the
implementation of the droop control. Fourth panel: overall power exchange of the MMC1 converter.
The traces in the other panels have the same meaning as those in Figure 3.

4.2. Accurate MMC Model

In this section, we used the DCS1 test system by CIGRE as a detailed three-phase model
of the MMC-based HVDC link. Its schematic, which is fully described in [27], is not reported
here for space reasons. The original power rating of the DCS1 system is 800 MW, which is
abundant for our scope: indeed, it is worth recalling that the HVDC link in Figure 6 is meant
to transmit 60.7 MW. Therefore we reduced the power rating to 100 MW. The three-phase
transformers of both MMCs were adapted to step-up voltage from 69 kV to 145 kV and
380 kV respectively to meet the original design requirements. The PLL of each MMC tracks
the frequency at the point of connection and aligns to the q-axis of the DQ-frame.

To have some insight into the behaviour of the system and to understand the mutual
interactions between the power system and the MMCs when a more accurate three-phase
MMC model is used together with constant impedance loads, we computed the admittances
of MMC1 and MMC2 at their points of connections and checked for possible stability
issues [45–47]. Note that we deal with a hybrid model of the IEEE14 system, where the
MMCs are simulated with detailed three-phase dynamic models and the IEEE14 with a single-
phase equivalent model. A conventional eigenvalue analysis can not be performed with
this hybrid power system.

At first, we chose the P = 11.2 MW, Q = ∓2.6 MVAR set-points and connected each
step-up transformer to an infinite bus. This is the common configuration used to design an
HVDC link and its converter stations that will be connected to AC systems. The adoption of
such a configuration ensures that the HVDC link and its MMCs are designed to be stable per
se. However, as explained in the following, this does not prevent possible undesired grid
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and converter interactions from occurring when the HVDC link is connected to a real power
system, such as the IEEE14 one. The choice of the set-points is based on the top panel of
Figure 7: since with these setpoints no eigenvalue has a positive real part, system stability
should be ensured.

The numeric tool we used to compute admittances is fully described in [26] and imple-
mented in our own simulator PAN [48,49]. In extreme synthesis, a small-signal tone with
variable frequency is injected in one of the three phases of the step-up transformer (in our case
the “a” phase) of each MMC. This tone superimposes the phase voltage (of large magnitude).
We computed the corresponding phase current, extracted the small-signal current contribution
due to the injected small signal, and computed the admittance (i.e., the current versus voltage
small-signal transfer function).

The plots in Figure 9 depict the real and imaginary components of the admittance of
the P/Q type MMC1.

Figure 9. The admittances of the “a” phase of the P/Q type MMC1 when the accurate MMC model
is used. Upper panel: real part of the admittance [mS]. Lower panel: imaginary part [mS]. X-axis:
frequency [Hz]. In the panels, the dashed lines denote null real and imaginary parts.

The plots include several frequency intervals, both at low and high frequencies, where
the real part of the admittance is negative and its imaginary part is positive (capacitive
behaviour). In Figure 10 we report the admittance of MMC2.

Figure 10. The admittances of the “a” phase of the DC-SLACK/Q type MMC2 when the accurate HVDC

link model is used. Upper panel: real part of the admittance [mS]. Lower panel: imaginary part [mS].
X-axis: frequency [Hz]. In the panels, the dashed lines denote null real and imaginary parts.

The traces are similar to the corresponding ones in Figure 9, but their magnitudes are
about ten times lower. Thus, since MMC1 potentially exhibits the largest negative conduc-
tance in both low and high-frequency intervals, it constitutes the most critical MMC from a
system stability perspective. In particular, as suggested in the previous subsection, (i) MMC1
can form an unstable RLC resonator with the inductances of the lines and transformers (i.e.,
when dynamic models of passive elements are used). This phenomenon might occur at
frequencies higher than those at which AC grids typically operate. In addition, (ii) MMC1
can even interact with the models of synchronous generators/condensers of the IEEE14
power system leading to poorly damped or unstable (electro-mechanical) low-frequency
modes (less than 10 Hz).

To provide more details about the first comment (i), consider the high-frequency por-
tion of the admittance of MMC1 in Figure 9. For example, at 1 kHz its susceptance is about
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2.04 mS (corresponding to 0.324 µF equivalent capacitance), while its conductance is nega-
tive. If the line inductance is larger than 80 mH (a value attainable with an overhead line of
sufficient length, such as 100 km), an unstable RLC equivalent circuit can originate [50]. This
happens even at relatively low power levels since the detailed model of the MMC shows a
much more complex admittance function with respect to its simplified counterpart. This
kind of instability can be avoided at high frequency provided that the L inductance of the
transformers and the lines is sufficiently low. It is also important to note that this instability
does not occur when non-dynamic line and transformer models are adopted. Indeed, in
this case, the inductance would be null, thereby preventing the unstable RLC resonator
from originating.

Now, to further elaborate on the second comment (ii), consider the lower-frequency
portion of the admittance in Figure 9. The admittance has a negative real part and positive
imaginary part at frequencies less than 10 Hz. This means that undesired interactions
among MMC1 and the electro-mechanical dynamics of synchronous generators and con-
densers can arise. These interactions are known as sub-synchronous oscillations (SSO) and
are similar to sub-synchronous resonances [51–53]. Contrary to the previously mentioned
instability issues at high frequencies, SSO cannot be effectively prevented by acting on L.
Indeed, to do so, L should assume values impractical to obtain. In addition, as better shown
in the following, SSOs depend on the MMC active power exchange.

To check the possible onset of an SSO we performed a long-lasting transient analysis
of the IEEE14 benchmark, where at t = 4 s the line between BUS2 and BUS5 was tripped
as before (compared to other case studies, the time of occurrence of the disturbance was
reduced to minimise the simulation effort, since the simulation of detailed MMC models
is more CPU time consuming). We started with the same set-points used to compute
impedances of MMCs. As previously mentioned, instabilities could be due to an unstable
RLC resonator and/or SSOs. To confine the onset of possible unstable modes to only SSO,
we did not consider any dynamics of passive elements (i.e., L = 0).

As it can be seen from the results in Figure 11, OLTCs intervene once again to restore
load voltages and, thus, power. The voltage at BUS5, where the potentially critical MMC1 is
connected, is also restored. Any stability problem was not evidenced at the current power
level, as it was too low to trigger SSOs.

Figure 11. Simulation results of the modified IEEE14 test system shown in Figure 6 when the line
between BUS2 and BUS5 is tripped at 4 s. In this case, an accurate MMC model is used for both MMC1
and MMC2. Constant impedance loads behind OLTCs and non-dynamic line and transformer models
are used. The traces in each panel have the same meaning as those in Figure 3.
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After having restored and stabilised bus voltages inside the dead-bands of OLTC, we
started to slowly increase the power set point of the P/Q type MMC1. The slow increase of
power is done to allow the system to adapt to the new working condition and to adequately
identify the power level at which it becomes unstable. The corresponding results of the
transient stability analysis are reported in Figure 12.

Figure 12. Simulation results of the modified IEEE14 test system shown in Figure 6 when the line
between BUS2 and BUS5 is tripped at 4 s. The results shown in these plots are a sequel to those in
Figure 11: MMC, load, line, and transformer models used are the same. In this case, the active power
set-point of MMC1 changes linearly from 700 s and system instability arises when the power goes
above 17 MW. Second panel from the top: pole-to-ground voltage of MMC1 (black trace) and MMC2
(red trace). Fifth and last panel from the top: active power exchange of MMC1 and MMC2. The dashed
line in the last panels denotes the active power reference value above which the system becomes
unstable (i.e., 17 MW). The traces in the other panels have the same meaning as those in Figure 3.

When the power goes above 17 MW (which is well below the final 60.7 MW target),
instability occurs as shown by the divergence in the pole-to-ground voltage and power
exchange of the MMCs. Since in this transient stability analysis we did not use dynamic
models of lines and transformers, this unstable behaviour can only be ascribed to SSOs [51].

A possible countermeasure to prevent SSOs from originating (and, thus, damping
the unstable electro-mechanical modes) consists of increasing the damping parameter
of the synchronous generators and condensers. To validate this statement, we repeated
the simulation and artificially increased the damping parameter of all the synchronous
generators and condensers to 10.

The results obtained in this case are shown in Figure 13.
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Figure 13. Simulation results of the modified IEEE14 test system shown in Figure 6 when the
line between BUS2 and BUS5 is tripped at 4 s and the damping of all synchronous generators and
condensers were set to 10. MMC, load, line, and transformer models used are the same as those of
previous simulations. Analogously to Figure 12, the active power set-point of MMC1 changes linearly.
The second panel from the top: active power exchange of MMC1 (black trace) and MMC2 (red trace).
The dashed line denotes the active power reference value above which the system becomes unstable
(i.e., 50 MW). Last panel: pole-to-pole voltage of MMC1. The traces in the other panels have the same
meaning as those in Figure 3.

We see that during power ramp-up of MMC1 (and thus of MMC2) the OLTC at BUS4
increases its transformer ratio to bring voltage inside the dead band. Voltage increases since
power voltage drops of transmission lines lower. The other OLTCs perform in a similar way.
We see that stability is ensured up to P = 50 MW. If the power absorbed by the sending
converter is further increased instability occurs, which means that increasing damping is
effective only to a limited extent in preventing SSOs.

As a last comment, it is worth pointing out that all of these features would not be
visible by adopting constant power loads. Moreover, also the model of the passive elements
play a relevant role: indeed, if dynamic line and transformer representations were used,
other instabilities than SSOs (i.e., attributable to an unstable RLC resonator) might arise.

5. Conclusions

Our analyses highlight that the well-established phasor analysis and single-phase
equivalent models of power elements successfully used so far to study power system
stability are no longer valid due to the ever-increasing penetration of IBRs (i.e., generation,
load and energy conversion systems interfaced with the grid through power electronic
converters). The simulated case studies suggest that a paradigm shift is necessary to
study accurately modern electricity networks. In principle, detailed electro-magnetic
transient (EMT) models of the entire system should be used to ensure accurate results are as
adherent as possible to the real grid under study. However, this numerical approach is still
impractical today, even on the most powerful computers, due to the scale and complexity
of modern power grids, which require solving dynamic models composed of a very large
number of equations and unknowns.

We believe that a more promising approach in this regard consists in suitably mixing
single-phase dynamic models and accurate three-phase EMT models to perform hybrid
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phasor-EMT numerical analyses, thereby achieving a proper compromise between simu-
lation speed and accuracy [54]. The former could represent non-critical parts of the grids
(i.e., conventional power grids), while the latter could account for the critical ones (i.e.,
those comprising large shares of IBRs). However, the issue of how to efficiently partition
the power grid in these two parts is still an open question and requires further analysis
from our standpoint. According to our analyses, the coupling between conventional and
modern grid elements lead to challenges in studying long-term dynamic stability. For
example, despite being stable per se (i.e., their designs are correct and lead to stability if
considered on their own), the connection of the IEEE14 and DCS1 HVDC benchmarks may
lead to an overall unstable power system. In particular, this outcome also depends on the
models of loads and passive components adopted, which need careful reconsideration
due to the increasing presence of IBRs. This is the main challenge of modern and future
IBR-dominated power grids.
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