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Pipeline Design for Data Preparation for Social Media
Analysis
CARLO A. BONO∗, CINZIA CAPPIELLO∗, BARBARA PERNICI∗, EDOARDO RAMALLI∗,
and MONICA VITALI∗, Dept. of Electronics, Information, and Bioengineering, Politecnico di Milano, Italy

In a data-driven culture, in which analytics applications are the main resources for supporting decision-making,
the use of high-quality datasets is mandatory to minimize errors and risks. For this reason, data analysis
tasks need to be preceded by a data preparation pipeline. The design of such a pipeline is not trivial: the data
analyst must carefully choose the appropriate operations considering several aspects. This is often performed
by adopting a trial-and-error approach that does not always lead to the most effective solution. In addition,
extracting information from social media poses specific problems due to the need to consider only posts
relevant for the analysis, for its dependence from the context being considered, for its multimedia contents,
and for the risk of filtering out informative posts with automatic filters. In this paper, we propose a systematic
approach to support the design of pipelines that are able to effectively extract a relevant dataset for the goal of
the analysis of data from social media. We provide a conceptual model for designing and annotating the data
preparation pipeline with quality and performance information, thus providing the data analyst preliminary
information on the expected quality of the resulting dataset in a context-aware manner. The generation
of metadata related to the processing tasks has been recognized as essential for enabling data sharing and
reusability. To this aim, the dataset resulting from the pipeline application is automatically annotated with
provenance metadata to get a detailed description of all the activities performed by the pipeline on them. As a
case study, we consider the design of a pipeline for creating datasets of images extracted from social media in
order to analyze behavioural aspects during COVID-19.

CCS Concepts: • Information systems→ Data management systems; Information integration; De-
cision support systems; • Human-centered computing;

Additional Key Words and Phrases: Data preparation pipeline, Human-in-the-loop processes, Data provenance,
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1 INTRODUCTION
The analysis of data can be improved with the definition of a pipeline in which data lifecycle and
processing steps are systematically defined. Several authors have discussed the different phases
and tasks associated with data analytics pipelines [31]. At a higher level, a pipeline is composed of
two main phases: (i) Data preparation and (ii) Data analysis. The former phase defines the data to
be collected, and the preparation activities needed to transform them before their analysis. The
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latter phase focuses on the specific analysis to be performed and the visualization and evaluation
of the obtained results. In this paper, we focus on the data preparation pipeline that has the goal
of guaranteeing the reliability and relevance of the data that will be analyzed. Appropriate data
preparation is needed since real-world datasets are often “noisy”, i.e., they might contain errors,
inconsistencies, or hardly relevant data that can negatively impact the results and their analysis.
This is especially true for social media data: it has been shown that approximately only 5 out of
1,000 images from Twitter searches might be relevant in a specific case study [23]. This percentage
may vary depending on the subject to be analyzed, but it is clear that data quality is an issue in
analytical processes using social media sources.
To mitigate these problems, a pipeline is usually built with different kinds of components that

manipulate the data in order to improve their quality and relevance before analysis. It is also
essential to keep track of the tasks performed on data during the preparation process, as this
provenance information could be useful for enabling the transparency and reuse of data in a
data-sharing ecosystem. This is usually done without a systematic approach to the design of the
pipeline and the generation of provenance information.
In this paper, we aim to support social media data analysts in the design of data preparation

pipelines (hereinafter simply referred to as “pipelines”) with a systematic approach. We envision a
human-in-the-loop approach in which the data analysts play a central role in every phase of the
design process. First of all, they drive the definition of the dataset and data preparation pipeline
configuration according to the goal of the analysis. The proposed approach supports the data
analysts by executing the designed pipeline on a sample dataset, collecting information about the
characteristics of the resulting refined dataset, and evaluating the contribution of each component
(i.e., steps of the data preparation process) to the output dataset and its fitness for the goal. In this
way, the approach is able to provide an estimation of the quality of the pipeline results and associate
quality and provenance metadata with the resulting dataset. The data analyst can exploit the
generated metadata for the redefinition and refinement of the pipeline’s components, constraints,
and parameters through a feedback dashboard. In this way, the data analyst designs the final data
preparation pipeline that will be executed on the full dataset to analyze. If the final results are not
satisfactory or requirements change over time, a redesign could be required: in this case, the data
analyst can simply reiterate the interactive design process.

The main contributions of this paper are the following:

• Definition of a human-in-the-loop approach for the design of data preparation pipelines
with an iterative process for their configuration, validation, and execution.

• Classification and formalization of the data preparation components, considering functional
and non-functional properties.

• Definition of themetadata to collect during the data preparation design phase for provenance,
trustworthiness, and transparency requirements.

The paper is structured as follows. In Sect. 2, we describe the proposed data preparation pipeline
design process in the context of social media analysis. In Sect. 3, we illustrate the proposed model
for pipeline components and their associated quality and performance annotations. In Sect. 4 and
in Sect. 5 we discuss the data preparation pipeline configuration and validation phases with a
human-in-the-loop approach and how provenance and quality metadata are generated during this
process. In Sect. 6, we discuss the pipeline execution and the generation of the metadata associated
with the refined datasets obtained by executing the data preparation pipeline with a designed
configuration. In Sect. 7, we describe some implementation details of the approach. In Sect. 8, we
illustrate the use of the approach in a case study based on COVID-19-related images from tweets.
In Sect. 9, we discuss related work and in Sect. 10 we draw conclusions and discuss future work.
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Data Preparation Data Analysis
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Data 
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description)

Crowd-based
classifier

Aggregated statistics,
Visualization on Map

Fig. 1. Example of social media analysis pipeline

2 SUPPORTING DATA PREPARATION FOR SOCIAL MEDIA ANALYSIS
2.1 Challenges of social media analysis
The goal of this paper is to support the design of production-ready data preparation pipelines that
combine heterogeneous functionalities in order to refine datasets relevant to a given analysis. A
typical pipeline is shown in Fig. 1, where the data retrieved are at first subject to a Data Preparation
process and then used in a Data Analysis process. The Data Preparation phase is usually multi-step
and mostly automated, while the Data Analysis phase usually requires a human-based analysis.
Nevertheless, the design and configuration of a data preparation pipeline might require a relevant
effort and several iterations.
Data preparation answers the need to improve the quality of the original datasets in many

scenarios. When information is obtained from social media, extracting relevant information from
these datasets can be challenging [17]. Valuable information is usually found among many other
posts, such as comments, opinions, support messages, and unrelated messages. Tackling the dis-
tinctive volume, velocity, and variability of social media calls for automated techniques that focus
on different aspects of understanding data, in order to control their quality. Moreover, the prevailing
mediality of social media data requires multiple, tailored, and automated AI-based tools, rather
than generalist or rule-based approaches. Most often, data quality is controlled by combining these
tools and human expertise, in order to validate the information extracted, for example, by assigning
tasks on crowdsourcing platforms [2]. In social media analysis, different application scenarios may
have different constraints, as discussed in [2]. For real-time analysis, requirements are posed mainly
on response time and acceptable accuracy estimations for prepared data, while in curated datasets
with crowdsourced labeling, constraints refer to available human resources and the difficulty of the
labeling tasks to be performed (e.g., validating geolocation). As a motivating example, social media
can provide timely and first-hand information for real-time analysis of emergencies, as described
for instance in [27] for earthquakes reporting, or descriptive analysis related to trending topics
useful for crisis management (e.g., analysis of tweets during COVID-19 [23]). In these scenarios,
the issues of data quality and timeliness are particularly relevant.

2.2 Proposed approach for data preparation pipelines design
Given a problem to be analysed, an input dataset to be prepared for the analysis (e.g., streaming data
or batches of data obtained from one or more data sources), and a set of available tools to process
it, the Data Preparation Pipeline Design (Fig. 2) consists in the identification of the most suitable
sequence of steps to be performed, the configuration of the selected tools, and an assessment of the
expected quality of the outcome of the preparation.
The Data Preparation Pipeline Design is driven by the Goal that the data analyst wants to

achieve. The goal is defined before starting the pipeline design and it will drive the successive data
preparation steps. Note that the problem of formulating such a goal is out of the scope of this paper.

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.
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Fig. 2. Data preparation pipeline design process

The Data Preparation Pipeline Design is composed of two main phases: (i) Pipeline Configuration
and (ii) Pipeline Validation.

In the Pipeline Configuration phase, the data analyst performs the following actions:
• Data Collection and Annotation: a representative sample is extracted from the initial dataset.
In the annotation step, the annotators specify the relevance of the data items with respect
to the predefined goal.

• Components Selection and Workflow definition: the data analyst selects, from the Component
Library that is defined and modeled according to the component model described in Sect. 3,
the components that have to be included in the pipeline and their execution order.

• Constraints Definition: data analysts can express some non-functional constraints related
to performance and quality measures of the entire pipeline, e.g., an acceptable volume
of output items, processing time and cost constraints, desired precision, and recall of the
output.

The pipeline configuration phase provides three artifacts: (i) a Sample Annotated Dataset, (ii) a
Pipeline Configuration, and (ii) the list of non-functional Constraints. These objects feed the Pipeline
Validation phase, which aims to evaluate the efficiency and effectiveness of the initial pipeline
configuration and improve it, if necessary.

The Pipeline Validation phase is performed in two steps:
• Pipeline Execution and Assessment: the pipeline is executed on the sample dataset, and
the quality of the result is assessed with respect to the sample annotations. Execution
information, including involved components and related configurations, and components
and pipeline performances, are stored as Provenance Metadata.

• Pipeline Revision: the results of the pipeline execution in terms of performance and quality
are presented to the data analyst through a feedback dashboard. In case of unsatisfact-
ory outcomes, the data analyst might decide to modify the pipeline going back to the
Pipeline Configuration phase. The system can also support the data analyst by suggesting
enhancement actions such as component substitution and/or reconfiguration.

When the data analyst is satisfied with the pipeline configuration, the Data Preparation phase
can be executed on the Source Dataset, i.e., the entire data source from which the sample set has
been extracted. The data preparation pipeline takes as input such data together with their metadata
in order to obtain the Refined Dataset that will be used in the data analysis. At the end of this
phase, or even at a later moment, it might happen that the data analyst is not satisfied with the
obtained results. This could happen for different reasons, e.g, the Source Dataset was not accurately

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.
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represented by the sample data, and/or the characteristics of data changed over time. In this case,
the redesign of the pipeline is needed and the whole process is reiterated.
The refined dataset generated through the pipeline can be used in a specific analysis but could

be also published in a data ecosystem. In order to enhance the reusability of the dataset and the
transparency of the data preparation phase, the refined dataset is enriched with metadata. Three
types of metadata are associated with it (Sect. 6): (i) source metadata, directly obtained by the data
source and associated with the source dataset, (ii) execution metadata, collecting information
about the pipeline execution on the items of the source dataset (see Sect. 3); (iii) provenance
metadata, generated in the configuration phase and capturing the pipeline characteristics. The
availability of such metadata makes our approach also beneficial for the creation of data spaces in
which the trustworthiness among partners is a key factor based on ensuring transparency in data
preparation and high-quality of the shared data. For example, in data lakes, there is usually a raw
data area that contains ingested data and a revised data area in which clean data sets are stored
[16]. The proposed approach can be used to generate clean datasets from the raw data. Moreover,
the availability of provenance metadata associated with the refined dataset allows data analysts to
understand better if the data preparation tasks performed are suitable for their analysis.

3 COMPONENTS: DEFINITIONS AND PROPERTIES
In this section, we introduce the Components Library used in the Components Selection and
Workflow Definition phase. Each step of the data preparation pipeline consists of the execution
of a component able to operate some specific transformation on the dataset. In the proposed
approach, we assume to provide the data analyst with a predefined library of components that
can be selected and enacted. Each component is described through its behaviour, both in terms of
functional and non-functional properties. This information can be exploited by the data analysts to
select the combination of components that fit their purposes. In Sect. 3.1 we provide the necessary
formal definitions, while in Sect. 3.2, we provide a model for the classification and formalization
of the characteristics of the components of the library, and in Sect. 3.3 we define a model for the
annotations with which the components are enriched in the proposed approach.

3.1 Component semantics
A generic component can be defined as in Def. 3.1.

Definition 3.1. A Data Preparation Component 𝑐𝑖 ∈𝐶 is a self-contained module that performs
a specific task, transforming an input dataset 𝐼 into an output dataset 𝐼 ′ by applying a set of
operations that affect its data items and/or their metadata. 𝐶 is the Components Library, the set of
all available components. A component is defined as a tuple:

𝑐𝑖 =<𝑛𝑖 , 𝑑𝑖 , 𝐼𝑁𝑖 ,𝑂𝑈𝑇𝑖 , 𝐴𝑖 > (1)

where: 𝑛𝑖 is the name of the component, 𝑑𝑖 is the description of the component, 𝐼𝑁𝑖 (resp.,𝑂𝑈𝑇𝑖 ) is
the type of input data (resp., output data), 𝐴𝑖 is the set of annotations describing the non-functional
characteristics of the component (e.g., estimated cost, time, and quality, as detailed in Sect. 3.3).

The component name 𝑛𝑖 maps to an implementation that is responsible for processing the data
items according to the description of its expected behaviour 𝑑𝑖 . There is no formal guarantee that 𝑑𝑖
matches the user needs; in our vision, the component description serves as a “good faith” contract
for the functional properties of a component.

Component reification. When a component is selected for execution, a set of configuration
parameters 𝐶𝑜𝑛𝑓 is provided. The configuration parameters are specific to each component and

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.
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are expressed as key/value pairs. Typical configuration parameters are the input field name and
confidence thresholds. An instantiated component is then defined as:

𝑐𝑖,𝐶𝑜𝑛𝑓 =<𝑐𝑖 ,𝐶𝑜𝑛𝑓 > (2)

We formally describe component instances as defined in Eq. 2 using an extended Backus–Naur
form1 as a metasyntax notation. Since this syntax covers a subset of the JavaScript Object Nota-
tion (JSON) expressiveness, it seems natural to use JSON to manage component instances at an
operational level, e.g., for pipeline configuration and logging.

Data and execution metadata. A dataset on which a component operates is defined as 𝐼 = {𝐷𝐼 , 𝑀𝐼 },
where 𝐷𝐼 are the data items and𝑀𝐼 are the associated metadata.

Definition 3.2. 𝐷𝐼 is an instance of a relational schema 𝑅𝐷𝐼
:

𝑅𝐷𝐼
(𝑋1 : 𝑇1, 𝑋2 : 𝑇2, . . . , 𝑋𝑛 : 𝑇𝑛) (3)

where 𝑋𝑖 denotes the attribute name and 𝑇𝑖 denotes the data type. For example, in the context of
social media, a data item corresponds to a post, composed of typed data fields such as the post and
the author identifiers, the textual contents, the URLs of the included images and so on.

When a component is executed on a data item, it usually appends metadata to the item. For
example, quantitative measures regarding the execution of a component on each data item are
tracked, such as processing time or output confidence (see Sect. 5.2 for a comprehensive overview
of the methodology). Execution metadata can be seen as an instance of a relational schema 𝑅𝑀𝐼 ,𝐸𝑥𝑒𝑐

as well, where also the generating component instances are associated:

𝑅𝑀𝐼 ,𝐸𝑥𝑒𝑐
(𝑌1 : (𝑇1, 𝑐1,𝐶𝑜𝑛𝑓 ), 𝑌2 : (𝑇2, 𝑐2,𝐶𝑜𝑛𝑓 ), . . . , 𝑌𝑛 : (𝑇𝑛, 𝑐𝑛,𝐶𝑜𝑛𝑓 )) (4)

Elements𝑚 ∈ 𝑀𝐼 ,𝐸𝑥𝑒𝑐 have a one-to-one mapping with elements 𝑑 ∈ 𝐷𝐼 . More generally, when a
component is executed on a data item, it usually produces a set of metadata so that 𝑅𝑀𝐼 ′ ⊃ 𝑅𝑀𝐼

.

3.2 Classification of data preparation pipeline components
Selecting a proper combination of components for a specific dataset and a specific goal of the
analysis is not trivial even for expert users. Most of the time several attempts are needed before
finding an effective pipeline. The Components Library makes this activity easier by providing a
rich, organised set of components, enriched with a description of their capabilities and a set of
metadata about their performance. We can classify the library components according to three
main categories [10]: (i) Data reduction, (ii) Data transformation, and (iii) Data augmentation
components.

Data reduction components (filters). Produce an output dataset 𝐼 ′, where 𝐷𝐼 ′ ⊆ 𝐷𝐼 and 𝑅𝐷𝐼 ′ = 𝑅𝐷𝐼
.

We focus on two main types of such components: semantic and sampling filters. Semantic filters
in our context reduce the number of data items, i.e., photos on the basis of a specific selection
configuration 𝐾 ≡ 𝐶𝑜𝑛𝑓 : 𝐼 ′ = 𝑓𝑓 𝑖𝑙𝑡𝑒𝑟 (𝐼 , 𝐾) where 𝐾 can be related to the content of the photo or
to metadata that describes the photo. In the former case, the data analyst can specify 𝐾 as the
presence of an element (e.g., food, a given number of persons), the specification of the environment
(i.e., indoor vs. outdoor), or the identification of a scene (e.g., cafeteria, theater, playground). 𝐾
can also refer to non-media attributes, such as conditions over the posting time, the availability
of geolocation data, the popularity of the post (e.g., the number of likes), or the reliability of the
author of a post. Sampling filters reduce the number of data items within a certain reduction rate
that expresses the proportion of filtered-out data. For example, a sampling filter could use a random
1The specification can be found at https://bit.ly/30CNVcU
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sampling technique: elements of 𝐼 ′ are selected randomly from 𝐼 . Sampling could also be performed
using different approaches, such as systematic sampling or clustering sampling [19].

Data transformation components. Transform data items in 𝐼 yielding 𝐷 ′ = 𝑓𝑡𝑟𝑎𝑛𝑠 𝑓 (𝐷), with
𝑅𝐷 ′

𝐼
⊃ 𝑅𝐷𝐼

if the transformed data are appended to the original data, or 𝑅𝐷 ′
𝐼
= 𝑅𝐷𝐼

if the transformed
data replace the original data. They include Normalization and Cleaning tasks. The former refers to
the process of transforming data into a standard form in a way to guarantee a certain representation
consistency. The latter aim to identify and correct errors and anomalies (e.g., anomaly detection,
missing values imputation), resolve conflicts, and alter inappropriate or useless data.

Data augmentation components. Produce an output dataset 𝐼 ′, where 𝑅𝐷 ′
𝐼
⊃ 𝑅𝐷𝐼

. These compon-
ents generate additional data (e.g., location, topic, image description) that can be extracted from
the available information (e.g., infer the location of a tweet from the text) or derived from a more
complex analysis.

3.3 Enriching components with quality and performance annotations
The components presented in Sect. 3.2 are enriched with annotations 𝐴𝑖 that can be exploited by
the data analysts to select the set of components that better fit their goals. Annotations can capture
several aspects related to the component behaviour. Without losing in generality, here we focus on
three main aspects: (i) the time required by the component to perform its function, (ii) the cost
of the resources required to perform the task, and (iii) the quality of the output provided by the
component. We define how these aspects are measured for each component.

Time. Social media analysis pipelines are often used to support the data analyst in taking timely
decisions in the context of emergency management. The time required for processing the items to
be analysed might affect the responsiveness of the decisions of the data analyst. Each component is
characterised by a different execution time, and the overall execution of a data preparation pipeline
might be also affected by the order in which the components are executed.

Definition 3.3. The Time required by a component 𝑐𝑖 ∈𝐶 to process a single item in the data set
is indicated as 𝑡𝑖𝑚𝑒𝑐𝑖 . The time required to process a dataset 𝐼 composed of 𝐿 data items can be
expressed as a function: 𝑡𝑖𝑚𝑒𝑐𝑖 (𝐿), where 𝑡𝑖𝑚𝑒𝑐𝑖 (1) = 𝑡𝑖𝑚𝑒𝑐𝑖 . In case the component is characterised
by a linear behaviour, 𝑡𝑖𝑚𝑒𝑐𝑖 (𝐿) = 𝑡𝑖𝑚𝑒𝑐𝑖 (1) × 𝐿.

Cost. The processing activity is likely subject to budget constraints. The cost for each component
depends on the amount of resources required for its execution. The following definition holds for
both automatic (e.g., ML models) and manual (e.g., crowd) components:

Definition 3.4. The Cost required to process a single data item in the dataset with a component
𝑐 is indicated as 𝑐𝑜𝑠𝑡𝑐𝑖 . It is estimated by monitoring the amount of resources employed to process
a single item. The cost required to process a dataset 𝐼 composed of 𝐿 data items can be expressed as
a function: 𝑐𝑜𝑠𝑡𝑐𝑖 (𝐿), where 𝑐𝑜𝑠𝑡𝑐𝑖 (1) = 𝑐𝑜𝑠𝑡𝑐𝑖 . In case the component is characterised by a linear
behaviour, 𝑐𝑜𝑠𝑡𝑐𝑖 (𝐿) = 𝑐𝑜𝑠𝑡𝑐𝑖 (1) × 𝐿.

Quality. Quality annotations capture the effectiveness of the component in achieving its purpose.
To express quality, we selected the following set of metrics, mainly useful for Data Reduction
components. However, additional quality metrics can be supported.

Definition 3.5. Precision 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑖 ∈ [0, 1] assesses the ability of the component to discriminate
items that are not relevant to the task. Considering an input dataset 𝐼 with 𝑢 relevant items and an
output dataset 𝐼 ′ with 𝑣 relevant items, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑖 =

𝑣
|𝐼 ′ |
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Definition 3.6. Recall 𝑟𝑒𝑐𝑎𝑙𝑙𝑐𝑖 ∈ [0, 1] assesses the ability of the component to retain items that
are relevant to the task. Considering an input dataset 𝐼 with 𝑢 relevant items and an output dataset
𝐼 ′ with 𝑣 relevant items, 𝑟𝑒𝑐𝑎𝑙𝑙𝑐𝑖 =

𝑣
𝑢

Definition 3.7. Representativeness 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑐𝑖 ensures that the sets 𝐼 and 𝐼 ′ maintain
the same distribution of values. Considering an input set 𝐼 representing 𝐻 distinct values (or type
of images in our example) and an output set 𝐼 ′ representing 𝐽 ⊂ 𝐾 distinct values with |𝐼ℎ | the
number of occurrences for the value ℎ ∈ 𝐻 and |𝐼ℎ | > 𝑞, where 𝑞 is the minimum allowed number
of occurrences per value can be measured as 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑐𝑖 =

| 𝐽 |
|𝐻 | .

Definition 3.8. Reduction Rate 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑐𝑖 ∈ [0, 1] assesses the ratio of discarded elements.
Considering an input set 𝐼 and an output set 𝐼 ′, 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑐𝑖 = 1 − |𝐼 ′ |

|𝐼 | .

To obtain the annotations 𝐴𝑖 for each component, two different approaches are combined:
(i) Nominal annotations and (ii) Context-dependent annotations. Nominal annotations express
the nominal performance of the component and are provided in the Component Library. These
annotations are obtained by testing the component behaviour on a set of reference datasets in
the state of the art, aggregating the results. For instance, a component in charge of detecting the
presence of objects in an image will be tested on several image datasets to validate its behaviour.
The annotation process is executed on relevant datasets when the component is added to the
Component Library and can be updated over time with new executions on new datasets.
Nominal annotations are not specific for the data analyst’s purposes but can be used to have

preliminary knowledge about the component behaviour. Instead, context-dependent annotations are
generated when the component is selected as part of a pipeline, and reflect performance measures
over an application-specific dataset. Context-dependent annotations will be discussed in Sect. 5.

4 PIPELINE CONFIGURATION PHASE: METHODS AND TECHNIQUES
In this section, we describe the steps for the configuration of a data preparation pipeline. In this
phase, the proposed methodology aims to support the data analyst by providing a structured
pipeline configuration process, supported with relevant metadata. In particular, as depicted in Fig. 2,
the pipeline configuration consists of three tasks, whose order of execution is not relevant: (i) Data
Collection and Annotation, (ii) Components selection and Workflow definition, and (iii) Constraints
definition.

4.1 Data Collection and Annotation
The data analyst needs to define the source of the data. Social media data sources are characterised
by a high and variable in time volume of items. Also, these data sources are not static, and after the
definition of the pipeline items continues to be generated. The aim of the data analyst is to extract
from these data sources items relevant to the analysis phase.

Definition 4.1. We model a source description SD as the set of parameters needed to retrieve the
data items from a social media data provider. A source description can be defined asSD :< 𝐺,𝑄,𝑇 >,
where 𝐺 is the social media from which the data items are going to be extracted (e.g., Twitter,
Flickr), 𝑄 is the query expressed as a set of keywords used for selecting items related to the topic
of interest, and 𝑇 =< 𝑇𝑠𝑡𝑎𝑟𝑡 ,𝑇

∗
𝑒𝑛𝑑

> is the time interval in which the items to be selected have to be
published. The value of 𝑇 ∗

𝑒𝑛𝑑
is optional.

The defined source description is used as input for a crawler that collects the data items from
the selected social media. The output of the crawler is the set of data items used as input for the

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.



393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

Pipeline Design for Data Preparation for Social Media Analysis 9

pipeline. If 𝑇 ∗
𝑒𝑛𝑑

is not specified, the crawler keeps collecting the new data items that are added on
social media to enrich the original data items.

Given the provided definitions, we can now define the Source dataset 𝐼𝑂 = {𝐷𝑂 , 𝑀𝑂 } as:

𝐼𝑂 = 𝑐𝑟𝑎𝑤𝑙 (SD)

where the subscript𝑂 denotes the original dataset, 𝑐𝑟𝑎𝑤𝑙 is the function in charge of crawling data
items from a social media data source, 𝐷𝑂 is the set of items collected by the crawler,𝑀𝑂 are the
metadata associated with this dataset, and SD is a source description as specified in Def. 4.1.
In order to enable the successive steps of the methodology, part of the original data items

needs to be annotated (Sample Annotated Dataset), providing information about their relevance
for the analysis. We thus define ˆ𝐼𝑂 = {𝐷𝑂 , 𝑀𝑂 } ⊆ 𝐼𝑂 as a sample of the dataset 𝐼𝑂 selected for the
annotation process. In this paper, we are not going into details on how the size and content of 𝐼𝑂
are determined, but the reader can refer to several studies focusing on this specific challenge [19].

The annotation process for the Sample Annotated Dataset 𝐼𝑂 can be performed by crowd workers,
providing them with relevant and detailed information on the purpose of the analysis. The collected
annotations are used to evaluate the ability of the pipeline to keep relevant items while discarding
useless ones. This process will be explained in more detail in Sect. 5.

4.2 Components Selection and Workflow Definition
During the Pipeline Configuration, a set of components are selected from the Components Library.
As discussed in Sect. 3, the Components Library lists the set of available components together
with the information about their functional and non-functional characteristics. The data analyst
exploits the provided description to select a proper set of components. As an example, if the goal
of the analysis is to understand if people are wearing or not masks in public places, the pipeline
will require a component able to detect the presence of an object (e.g., a person) in a picture and a
component to detect if the location is a public or a private place.

The selected components need to be instantiated in order to be used. This requires the definition
of the values of the configuration parameters 𝐶𝑜𝑛𝑓𝑖 available for each component (see Def. 3.1).
In this step, the data analyst also defines the order in which the components will be applied,

composing a workflow. A pipeline consists of a combination of components executed following a
specific workflow.

Definition 4.2. A data preparation Pipeline P is defined as an ordered set C = (𝑐𝑖 )𝐾𝑖=1 of com-
ponents, where 𝑐𝑖 is a single component and 𝐾 is the total number of components selected. A
component is an elementary work unit used to process a dataset 𝐼 in input to generate a new dataset
𝐼 ′ in output. The Pipeline is enriched with a set of annotations 𝐴𝑃 , describing its non-functional
characteristics. Thus, a Pipeline is defined as P =< C, 𝐴𝑃 >.

For simplicity, in this paper, we consider only sequential pipelines in which the components
are executed in series (each component 𝑐𝑖 is preceded by the component 𝑐𝑖−1 and followed by the
component 𝑐𝑖+1). However, the approach could be generalized to more complex pipelines, defining
data analysis workflows in which some components are executed in parallel or replicated.

To support data analysts during this phase and to give them tools to understand if the designed
pipeline has satisfactory non-functional properties, the pipeline annotations 𝐴𝑃 are estimated
starting from the annotations of the selected components. The time and cost required to execute a
pipeline can be estimated as:

𝑡𝑖𝑚𝑒𝑃 =
∑︁

𝑐𝑖 ∈𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒
𝑡𝑖𝑚𝑒𝑐𝑖 (𝐿𝑐𝑖 ) 𝑐𝑜𝑠𝑡𝑃 =

∑︁
𝑐𝑖 ∈𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒

𝑐𝑜𝑠𝑡𝑐𝑖 (𝐿𝑐𝑖 ) (5)
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where 𝐿𝑐𝑖 is the number of items expected in input for each component 𝑐 of the pipeline. This
number will depend on the order of the components and on their reduction rate. As a consequence,
the order of components influences the total time and cost of the pipeline. The number of items
in output of the whole pipeline will influence the cost for the following analysis tasks. When
humans are involved in the analysis through crowdsourcing activities, the task owner is in charge
of defining the price per task, owed to each crowd-worker. It is worth noticing that the price set
might affect the quality of the result, as discussed in [21], and consequently selecting a proper
reward is essential for a successful outcome of the analysis tasks. In this paper, we assume the price
per task is given and known at design time.

Reduction rate, measured at the pipeline level, can be estimated as:

𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑃 = 1 −
∏

𝑐𝑖 ∈𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒
(1 − 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑐𝑖 ) (6)

The number of items submitted to a component 𝐿𝑐𝑖 can be obtained as:

𝐿𝑐𝑖 = (1 − 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑘 ) × |𝐷𝐼 | (7)

where 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛𝑘 is the overall reduction rate at the 𝑘-th step of the pipeline and |𝐷𝐼 | is the number
of items of the original dataset.

The estimation of the overall precision of a pipeline 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑃 is not trivial given that the preci-
sion of a component can affect the dataset in input of the following ones. The overall pipeline can be
enriched with precision related metrics at the pipeline level like 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛_𝑚𝑎𝑥𝑃 , 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛_𝑚𝑖𝑛𝑃 ,
and 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛_𝑎𝑣𝑔𝑃 , defined as the maximum, minimum, and average precision of the components
composing the pipeline. Similarly, recall related metrics at the pipeline level are 𝑟𝑒𝑐𝑎𝑙𝑙_𝑚𝑎𝑥𝑃 ,
𝑟𝑒𝑐𝑎𝑙𝑙_𝑚𝑖𝑛𝑃 , and 𝑟𝑒𝑐𝑎𝑙𝑙_𝑎𝑣𝑔𝑃 .

At the end of the pipeline, we expect the precision and recall measures to be defined by the
following intervals:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑃 ∈
[ ∏
𝑐𝑖 ∈𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐𝑖 , 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛_𝑚𝑖𝑛𝑃
]

(8)

𝑟𝑒𝑐𝑎𝑙𝑙𝑃 ∈
[ ∏
𝑐𝑖 ∈𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒

𝑟𝑒𝑐𝑎𝑙𝑙𝑐𝑖 , 𝑟𝑒𝑐𝑎𝑙𝑙_𝑚𝑖𝑛𝑃
]

(9)

In the lower bound, we assume independence between the output of the components. These
equivalences hold when the behaviour of the pipeline is equivalent to the logical conjunction of its
𝐾 components. In the upper bound, we instead consider the case in which the components have
relevant overlap in the set of items in output, which is likely when they are defined to reach a
common goal as in the pipeline. These boundaries apply to common scenarios, while precision and
recall might have values beyond them in extreme cases (i.e., the components are not suitable for
the goal or are redundant).

4.3 Constraints definition
In the Pipeline Configuration phase, the data analyst also defines the desired non-functional
properties (i.e., performance dimensions). Non-functional properties are based on the time, cost,
and quality aspects introduced in Sect. 3.3 and are expressed as constraints.

Definition 4.3. A pipeline P is associated with a set R of constraints. A constraint 𝑟 ∈ R
expresses a desired behaviour measurable through a non-functional property. It can be defined as a
tuple 𝑟 =< 𝑒, 𝑣, 𝑝 >, where 𝑒 is the property (i.e., cost, time, or quality), 𝑣 is a reference value for
the criteria, and 𝑝 is a comparison operator.
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Constraints can thus be expressed on the time needed to process a dataset through the whole
pipeline, on the cost of the execution, or on quality metrics such as precision, recall, volume, and
representativeness. An example of constraint could be “𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 > 0.9”. All the constraints in
R need to be satisfied at the same time (AND relation of all 𝑟 ∈ R). Such constraints should be
satisfied within the execution of the pipeline on the entire dataset. Note that during the pipeline
validation phase in which the pipeline is executed on the sample annotated dataset, the constraints
related to time and cost will be derived on the basis of the size of the sample dataset.

In Sect. 5, we will discuss how the pipeline designed in the configuration phase is enriched with
quality, time, and cost annotations, which can be used to verify the satisfaction of the constraints
defined by the data analyst.

5 PIPELINE VALIDATION PHASE: METHODS AND TECHNIQUES
Once the pipeline configuration is completed, it must be validated to check its ability to fulfill the
purposes of the data analyst according to the goal. The validation is based on the execution of
the preparation pipeline on the Sample Annotated Dataset �̂�𝑂 and based on a human-in-the-loop
revision of the results performed by the data analyst to improve data preparation.

In the pipeline validation phase of our methodology, the following main steps are performed:
(1) Pipeline Execution and Assessment on the Sample Annotated Dataset (Sect. 5.1).
(2) Pipeline Revision (Sect. 5.3).
In this section, we illustrate these steps toward reaching the preferred configuration for the

data analyst. Both tasks see the use of a Provenance Model (Sect. 5.2), exploited to keep track of
the evolution of the pipeline configuration: firstly, it is used to keep track of the performance of
a pipeline configuration; in addition, this information is used by the data analyst as a basis for
monitoring and refining the configuration itself if needed.

5.1 Pipeline Execution and Assessment
The Pipeline Execution and Assessment step is an automated activity that is executed to validate
the pipeline configured in the Pipeline Configuration phase using the Sample Annotated Dataset.

In this phase, the designed data preparation pipeline is executed on the sample dataset, using the
designed pipeline configuration. Evaluation of data sampled from a specific real-world scenario is
critical since performance measures can be highly variable depending on the distribution of input
data. Both quality and performance are evaluated for each of the selected components and for the
whole pipeline execution.

Considering the single components, it is possible to complete the nominal annotations present
in the Component Library with context-dependent annotations, as anticipated in Sect. 3.3. Context-
dependent annotations measure the fitness of the component for a specific purpose. These annota-
tions are obtained by executing the set of selected components using the Sample Annotated Dataset
as input. The output of the execution of each component is a dataset 𝐼𝐶 which is compared with the
labels provided in 𝐼𝑂 . From this comparison it is possible to compute, for instance, the precision
and recall metrics for the component, as well as the reduction rate computed as 1 − |𝐷𝐶 |

|�̂�𝑂 | , where

𝐷𝐶 is the set of items in 𝐼𝐶 and �̂�𝑂 is the set of items in 𝐼𝑂 . During the execution, it is also possible
to keep track of the time and cost of execution in the metadata𝑀𝐶 . All this information is used to
verify the fitness of the selected components for the data analyst goal.

Similarly, also the whole pipeline 𝑃 is executed using the sample dataset 𝐼𝑂 as input, generating
the result dataset 𝐼𝑃 as output. Also in this case, precision, recall, and reduction rate (1 − |𝐷𝑃 |

|�̂�𝑂 | ) can
be computed based on the sample data annotations, and time and cost can be measured.
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Both single component annotations and pipeline annotations will generate Provenance Metadata
for the pipeline execution, recorded according to the provenance data model described in Sect. 5.2.
This information will be used by the data analyst to revise the pipeline configuration as described
below in Sect. 5.3.

5.2 A provenance model for data preparation pipelines
Data provenance, or data lineage, consists of facts related to a piece of data that support the
quality and reliability of the data itself. To this aim, provenance is a collection of metadata that
contains information about entities, activities, and people involved in producing data, answering
questions such as when, how, why, where, and by whom a dataset was created. Provenance is
helpful to replicate results, track down errors or meticulously report the whole data creation
process guaranteeing data transparency. Finally, the provenance data model defines the structure
(the schema) of the provenance metadata for a particular case study by relating the various entities,
activities, and people involved in the data creation.
In this work, as in all user-driven data preparation approaches, provenance has a central role

when data are manipulated by a series of pipeline steps for preparation. For example, in a pipeline
that manages scientific data to develop a data-driven model, it is hard to disambiguate which phase
or procedure of a long and complex process is responsible for the improvement or deterioration
of the model. Provenance, keeping track of each action on the data and on the model, can help in
this task and make it possible to replicate scientific results [11]. In general, the data analyst can
be motivated to use provenance for multiple purposes such as accountability, reproducibility, or
process debugging [20], but in our methodology, it also increases transparency and trustworthiness.
We adopt the W3C PROV data model to design the provenance data model paying attention

to the data sheets directives [14] representing what is strictly necessary for the data preparation
pipeline design. In fact, a provenance data model can have different levels of granularity [20],
and thus different verbosity: we use a combination of the data and workflow level of details such
that a future user can adequately reconstruct the dataset generation and to keep track of each
modification of the pipeline configuration during the enhancement iterations of our methodology.

TheW3C PROV data model is a conceptual provenance model built around three concepts: Entity,
Activity, and Agent [4]. Briefly, an Entity is something for which we want to trace the provenance.
An Activity is an operation performed on an entity to produce another entity or another version
of it. Finally, the Agent is something or someone that bears the responsibility for an action or an
entity.

The PROV data model is adopted to specifically track the provenance in data preparation pipelines
for social media data as shown in Fig. 3. Since it must fully track the evolution of the pipeline
configuration and it also must enable the reproducibility of the refined dataset generation, this
provenance model is transversal to the pipeline configuration and validation phases presented in
Sect. 2.
The PROV data model records metadata about the Sample Dataset extraction, the Pipeline

configuration, and the execution of the pipeline with a given configuration, as well as the sequence
of revisions of the configuration performed by the data analyst.
Following our case study, but without losing generality, a Sample Dataset is generated by a

Crawling action using a specific Crawler on a given Source. For social media analysis, it is important
to keep track of the search parameters such as the query and the time interval, which are associated
with the Crawling action, and when the Crawler was interrogated to collect data. Even the type
of used Crawler could have an impact on the final results. For example, Twitter, which could be a
Source of social media data, has different types of API (developer, academy, business, etc.), each
with a different level of granularity in collecting tweets and thus different final results. For this

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.



589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

Pipeline Design for Data Preparation for Social Media Analysis 13

ENTITY

ACTIVITY

AGENT

LEGEND

wasGeneratedBy

ANNOTATED 
DATASET 

w
as
A
ss
oc
ia
te
dW

ith

CONFIGURATION 
w
as
A
ttr
ib
ut
ed
To

CONSTRAINTS 

used

used

EVALUATE

wasInformedBy

GENERATE 
CONFIGURATION

used

ANNOTATE

wasAssociatedWith

wasAssociatedWith

used

CRAWLING

 
SOURCE

wasGeneratedBy

wasDerivedFrom

SAMPLE 
DATASET 

usedEXECUTE 
CONFIGURATION

used

wasGeneratedBy

OUTPUT 
DATASET 

wasDerivedFrom

COMPONENT

DATA 
ANALYST

CRAWLERPOST

- query 
- start/end time

- version 

wasAssociatedWith

wasDerivedFrom

w
as
A
ttr
ib
ut
ed
To

wasGeneratedBy

us
ed

us
ed

- parameters

w
as
A
ss
oc
ia
te
dW

ithused

used

ANNOTATOR

- confidence threshold 
- time

Fig. 3. The conceptual provenance data model for social media data preparation pipelines

reason, inside the Crawler agent, it is important to specify the crawler version. The resulting Sample
Dataset is a set of Posts. Once the Sample Dataset is available, the Annotator is responsible for the
execution of the Annotate action on the collected data, generating the corresponding Annotated
Dataset. The Data Analyst generates also the first initial Configuration of the pipeline with the
Generate Configuration action. A Configuration includes Components, their parameters, and the
Components’ workflow. The Constraints defined by the Data Analyst for the overall pipeline are
recorded. Execute Configuration records the Component actions using a given Configuration to
produce the resulting Output Dataset; for each Component its characteristics are recorded (e.g.,
component version). The time and cost of the pipeline execution with a given configuration
are recorded in Execute Configuration. The Evaluate action by the Data Analyst is based on the
assessment of the Output Dataset against the Annotated Dataset and Constraints. Leveraging the
quality performance information of the overall pipeline and of each Component, the Data Analyst
may decide to generate (Generate Configuration) a new Configuration as an improvement of the
previous one (DerivedFrom on Configuration) or modify the Constraints to reach the desired outcome.
The actions Execute, Evaluate, and Generate may be iterated until the Constraints specified for the
pipeline are fulfilled and the Data Analyst confirms the final Configuration. The whole process is
recorded as metadata associated with the prepared dataset, as it describes how the Configuration
for data preparation was achieved. Hence, they store quality, cost, and time information about the
pipeline execution.

5.3 Pipeline Revision
The information generated during the Pipeline Execution and Assessment, including the observed
behaviour of the pipeline and of each component on the Sample Annotated Dataset �̂�𝑂 , is used to
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generate a feedback dashboard that is presented to the data analyst. The feedback dashboard aims
to provide insights on the fitness of the pipeline to the goals of the data analyst, as well as suggest
improvements in the pipeline design and configuration.

More specifically, the feedback dashboard consists of the following parts:

• Insights on the behaviour of single components. As we discussed in Sect. 5.1, each com-
ponent of the pipeline is executed on the Sample Annotated Dataset and the obtained result
is compared with the labels provided during the Data Collection and Annotation activity.
This information enables the computation of contextual annotations on the component, in
terms of quality, time, and cost. However, the plain execution gives only results dependent
on the selected parameters set for the component execution, which can be sub-optimal.
In order to support the data analyst in identifying the best value for the parameters, a
grid search parameter exploration is applied in this phase, simulating the execution of
the component with different values of the parameters (e.g., the component’s confidence
threshold) and collecting data on how this affects the considered constraints (e.g., precision,
recall, and reduction rate). The resulting information is included in the dashboard and
presented to the data analyst in the form of a graph. Interacting with the dashboard, the
data analysts can explore the trade-off in terms of quality and efficiency for the different
values of the parameters and select the best configuration according to their needs.

• Insights on the order of the components in the pipeline. In Def. 4.2, we have defined the
pipeline as an ordered set of components. The order in which the components are executed
can affect the constraints’ satisfaction. In fact, different components are characterised by
different quality, different execution times, and different reduction rates. Thus, the order of
the components has to be taken into account to obtain an effective and efficient pipeline.
Once again, it is difficult for the data analyst to know in advance which is the best order
given a set of components. In this phase, the characteristics of each component in terms of
execution time and reduction rate are considered and a heuristic ordering is suggested based
on the observation that: (i) components with higher reduction rates should be executed
at the beginning of the pipeline to limit the number of items to be analysed by the other
components; (ii) more time-consuming components should be located at the end of the
pipeline, where most of the unwanted items have already been filtered;

• Insights on the behaviour of the pipeline. Comparing the dataset generated by the
pipeline execution with the annotated dataset, it is possible to compute time, cost, and
quality values for the whole pipeline and compare them with the constraints verifying their
satisfaction. Even for the whole pipeline, starting from the configuration selected by the data
analyst, we execute a grid exploration of the combination of the parameters’ values and build
a graph showing the effect of the different parameter values on the pipeline configuration
constraints selected by the data analyst. This exploration highlights an approximation
of the Pareto frontier for the configuration choices, as well as admissible regions for the
configuration, i.e., configurations that fulfill the constraints.

Exploiting the feedback dashboard, if needed, the data analyst can activate a feedback loop by
changing the pipeline configuration (e.g., adding/removing components, changing configuration
parameters, redefining constraints, changing the order of the components). The refined pipeline
will be subject to a new validation phase and this process will be iterated until the data analyst is
satisfied with the results and a final pipeline configuration is obtained.
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6 PIPELINE RUNTIME EXECUTION AND ADAPTATION
Once the data analyst is satisfied with the obtained configuration, the resulting pipeline configura-
tion is ready to be used to prepare the dataset (or a series of datasets with similar characteristics),
including provenance metadata.
With reference to Fig. 2, we assume to have a Source dataset to be prepared, including its own

Source metadata, providing information on their provenance. The Source metadata can follow the
structure of the PROV model (Fig. 3) for the Crawling action if the dataset is the result of a crawl
on a social media, or it can follow another format (e.g., datasheets for annotating datasets [14]); it
could also be the result of a previous application of the PROV model illustrated in Sect. 3.
The Source dataset is prepared to execute the data preparation pipeline with the Final pipeline

configuration and its Result is an output consisting of a Refined dataset and its associated Metadata.
As described in Sect. 3.3, the Metadata of the Refined dataset has three different components:

• Source metadata, as described above, to describe the Source data.
• Execution metadata: following the PROV model described in Sect. 5.2, the pipeline execution
generates metadata related to the Execute and Evaluate actions, which associate metadata
about the Configuration of the pipeline for the preparation and about the metrics related to
the actual time and cost of the execution.

• Provenance Metadata: the metadata generated in the data preparation pipeline design phase
are also associated as metadata. They provide two kinds of information: first, information
about the preparation pipeline generation, including design choices; second, an estimation
of the quality of the resulting dataset, derived from the assessment performed on the sample
dataset used during the pipeline design.

Finally, we note that the pipeline configuration might need to be periodically reassessed by the
data analyst. This is particularly necessary if the characteristics of the source data vary in time or if
constraints are violated. This reassessment can result in the need to further revise the configuration,
starting from the Pipeline revision step in the Data Preparation Pipeline Design. The data analyst
has different possible countermeasures:

• revise the initial goals;
• revise the constraints;
• change the data source or the number of items of the Sample Annotated Dataset;
• provide a different pipeline configuration.

Once the countermeasures are applied, the methodology is reiterated.

7 IMPLEMENTATION OF THE METHODOLOGY
In the current implementation of the methodology, the goal of the pipeline is to extract images
from social media, in particular Twitter posts, in case of emergency events. In previous work, some
case studies were developed and the pipeline configuration was demonstrated to be a critical task
[8, 23]. The risk connected to using automatic classification tools configured with high confidence
levels is to discard potentially useful images, so an adequate level of confidence must be evaluated.
In addition, in different cases, different image classifiers must be used, depending on the type of
emergency being analyzed. So a second issue in this domain is the selection of the appropriate
components depending on the case being investigated.
In Section 7.1 we illustrate the infrastructure to support the pipeline configuration with the

proposed methodology and in Section 7.2 the tools developed for the validation phase.
In the current preliminary implementation of the pipeline design methodology, we leverage on

the previous work for manual pipeline configuration and we implemented specific design tools for
the validation.
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7.1 Pipeline configuration environment
The approach developed in the Crowd4SDG project2 for pipeline configuration offers a configuration
tool, named VisuaCit after Visual Citizen, to data analysts to select the search keywords, the filtering
components, and their configuration parameters. The VisualCit tool, described in [7], together
with other components from the Citizen Science Solution Kit (CSSK) of Crowd4SDG, provides an
interactive interface for the following actions: selecting search keywords, selecting components
from a library of components and associating a confidence level to them, geolocating image from
the textual post contents. After a satisfactory configuration has been identified, a configuration file
is created and the services used in the interactive interface can be invoked as REST web services
through the VisualCit APIs, using the selected configuration. Other tools from the CSSK allow the
creation of interfaces for annotating posts and classifying them with the help of citizen scientists.

We illustrate here briefly themain functionalities used during pipeline configuration. For selecting
the search keywords, VisualCit3 allows entering search keyword (OR/ANDed) and suggests new
possible keywords based on selected interesting posts by the pipeline configurator. In this way, a
sample can be extracted from the selected social media source.
Components to be applied in the pipeline in the data preparation phase can be selected from

a catalog of data reduction components, which include selecting posts according to image clas-
sification, eliminating similar images, and eliminating not-safe-for-work images that have to be
analyzed by citizen scientists. Data augmentation components include geolocating posts or user
locations and geocoding them for posts that are not already natively geolocated.
During the pipeline configuration phase, the sample dataset is enriched with annotations that

are used in the pipeline validation phase. The annotations are performed by manual annotators
using the Citizen Science Project Builder4 component of the Crowd4SDG CSSK [7]. The project
builder allows the easy creation of an interactive dataset annotation environment. The estimated
time for setting up such an environment using the Project Builder, including the definition of tasks
for the crowd and loading the sample dataset from VisualCit is around 30 minutes. For precision
and recall evaluations, annotations are needed from at least three different annotators. For a single
evaluation task, the average time is 54 minutes for each annotator for a sample of 1000 images.

7.2 Pipeline validation environment
In the pipeline validation phase, the configured pipeline is executed on the selected sample. At the
end of this process, the provenance metadata for the configuration is created, including the pipeline
configuration, the chosen confidence levels, and overall values for precision, recall, reduction
rate, and execution times. These metadata must satisfy the defined constraints for the pipeline
configuration to be considered acceptable.
During the assessment phase, some analysis tools are provided to evaluate i) whether each

component contributes effectively to the data preparation; ii) the order of execution of the compon-
ents; iii) the component configuration parameters (in particular confidence levels for classifiers);
iv) if sampling filters have to be introduced to comply with the project constraints in terms of
execution times. For assessing the execution times, the mean and standard deviation times per
item are estimated for each component. For data quality, the data analyst is provided with graphs
indicating precision, recall, and a reduced rate for each component with different confidence
levels. Additionally, an overall assessment of the precision and recall, and of execution time, for
the execution of the pipeline in a given configuration is provided. These graphs help the data

2http://crowd4sdg.eu
3http://visualcit.polimi.it:20003/
4https://lab.citizenscience.ch/
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Fig. 4. Data analysis pipeline design applied to a COVID-19 image dataset

analyst to assess if the configuration is sub-optimal and provide clues for its revision. An interface
for providing these functionalities has been developed in Python using Colab and it is openly
accessible5. This prototype loads annotated data, executes a custom pipeline configuration, and
computes the aforementioned metrics, displaying them together with constraints.

The pipeline configuration assessment is illustrated in detail in a case study in Section 8, discussing
how configuration choices can be assessed.

8 CASE STUDY
The case study presented in this section is based on the analysis of social distancing indicators
during the COVID-19 pandemic, borrowing from the experience gained in [23]. The purpose is to
generate a dataset with relevant images that the data analyst can use directly or submit to crowd
workers, in order to analyze if social distancing guidelines are respected in a specific context. The
goal given by the data analyst for the data preparation phase is to “select photos with at least two
persons in a public space”. The Data Preparation Pipeline is used to obtain a Refined Dataset to avoid
the submission of useless tasks to crowd workers who have to evaluate social distance behaviors.
The overall design approach is shown in Fig. 4.

8.1 Pipeline configuration
The specified goal drives the three steps composing the pipeline configuration.

8.1.1 Data collection and annotation. In this step, the data analyst needs to provide the source
description. As described in Definition 4.1, this consists of three parts whose details are stored in
5http://tiny.cc/d213vz

ACM J. Data Inform. Quality, Vol. 1, No. 1, Article . Publication date: April 2022.

http://tiny.cc/d213vz


834

835

836

837

838

839

840

841

842

843

844

845

846

847

848

849

850

851

852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

869

870

871

872

873

874

875

876

877

878

879

880

881

882

18 Bono, Cappiello, Pernici, et al.

ID Component Description

𝐶1 Photo Photo filter aims to isolate real-world photos from other images, using a
fine-tuned VGG19 model pre-trained on ImageNet [12].

𝐶2 TwoPersons Detection of persons is achieved using YOLOv56. The component is con-
figured to look for images with at least two persons.

𝐶3 PublicPlace Public place filtering uses a ResNet architecture trained on Places365 [33],
with a threshold on probability for a set of public places.

Table 1. Description of the components selected in the pipeline configuration phase

provenance metadata: (i) the social media from which the dataset has to be crawled, in this case,
Twitter; (ii) the query consisting of the set of keywords used to select the items, in this case, related
to COVID’19 (e.g., {coronavirus, corona, virus, covid, covid19, covid-19, flu, Wuhan, Coronaviridae,
N95}); (iii) the time interval, including start and end times, here from August 17, 2020 to August 23,
2020 included.
. . .
agen t ( p i p e l i n e : Source , [ prov : type =" p i p e l i n e : Source " , prov : o r g a n i z a t i o n =" Tw i t t e r " ] )
e n t i t y ( p i p e l i n e : c rawle r , [ prov : type =" p i p e l i n e : Crawler " , p i p e l i n e : eng ine =" Twi t t e r −API " ,
p i p e l i n e : v e r s i o n =" v2 " ] )
a c t i v i t y ( p i p e l i n e : c rawl ing1 , 2020 −08 −17T00 : 0 0 : 0 0 , 2020 −08 −24T00 : 0 0 : 0 0 ,
[ prov : type =" p i p e l i n e : Crawl ing " ,
p i p e l i n e : query =" c o r on av i r u s " ] )
wasAssoc ia tedWith ( p i p e l i n e : c rawl ing1 , p i p e l i n e : d a t a _ an a l y s t , −)
used ( p i p e l i n e : c rawl ing1 , p i p e l i n e : c rawle r , −)
. . .

The source outputs approximately 500,000 images per week. According to the proposed method-
ology, a sample dataset consisting of 918 images is extracted. In order to obtain a well-grounded
truth for annotations, the images composing the sample dataset were each reviewed by three crowd
workers, annotating the item as relevant if it is a photo with at least two persons in a public space,
as described in the goal. To account for disagreements between crowd workers, an item was marked
as relevant when the agreement among annotators was above or equal to 66%. The provenance
metadata stored the information related to the post belonging to the sample dataset (media url,
post id, etc..), to the annotators, and the result of the annotations.
. . .
e n t i t y ( p i p e l i n e : pos t1 , [ prov : type =" p i p e l i n e : Pos t " , p i p e l i n e : p o s t _ i d = " 1 2 9 6 4 7 4 4 8 5 6 8 8 8 5 2 4 8 0 " ,
prov : atTime ="2020 −08 −20 1 7 : 4 9 : 3 9 " ,
p i p e l i n e : med i a_ur l =" h t t p s : / / pbs . twimg . com / media / Ef4ArKdXkAIbZCV . jpg " ] )
wasDerivedFrom ( p i p e l i n e : s amp l e_da t a s e t , p i p e l i n e : pos t1 , − , − , −)
wasGeneratedBy ( p i p e l i n e : s amp l e_da t a s e t , p i p e l i n e : c rawl ing1 , −)
agen t ( p i p e l i n e : anno ta to r1 , [ prov : type =" p i p e l i n e : Annota tor " ] )
wasAssoc ia tedWith ( p i p e l i n e : annota te , p i p e l i n e : anno ta to r1 , −)
e n t i t y ( p i p e l i n e : a nno t a t e d _d a t a s e t , [ prov : type =" p i p e l i n e : Anno ta t edDa ta se t " ,
p i p e l i n e : a nno t a t i o n s = ( ' Val id ' ) ] )
wasGeneratedBy ( p i p e l i n e : a nno t a t e d _d a t a s e t , p i p e l i n e : annota te , −)
. . .

8.1.2 Components selection and workflow definition. The data analyst selects the components
of the pipeline from the Components Library. In the considered context, the target function can
be decomposed as the logical conjunction of three separate sub-goals: “is a photo”, “contains
two persons”, “displays a public space”. These components leverage established deep learning
architectures and are briefly described in Tab. 1. For each component, the data analyst specifies the
parameters. Initially, a confidence threshold of 0.7 is specified for all components. Additionally, the
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order of execution is set as [𝐶1: Photo, 𝐶2: PublicPlace, 𝐶3: TwoPersons]. Provenance metadata store
the components of the pipeline, their order, and settings.
. . .
e n t i t y ( p i p e l i n e : component_Photo , [ prov : type =" p i p e l i n e : Component " ,
p i p e l i n e : v e r s i o n ="VGG19− ImageNet " ] )
e n t i t y ( p i p e l i n e : c o n f i g u r a t i o n I n i t i a l , [ prov : type =" p i p e l i n e : Con f i g u r a t i o n " ,
p i p e l i n e : component_order = ( ' component_Photo ' , ' component_Pub l i cP l ace ' , ' component_TwoPerson ' ) ,
p i p e l i n e : pa r ame te r s = ( ' t h r e sho l d ' , 0 . 7 , 0 . 7 , 0 . 7 ) ] )
wasAt t r i bu t edTo ( p i p e l i n e : c o n f i g u r a t i o n I n i t i a l , p i p e l i n e : d a t a _ a n a l y s t )
a c t i v i t y ( p i p e l i n e : g e n e r a t e _ c on f i g u r a t i o n 1 , − , − , [ prov : type =" p i p e l i n e : Gene r a t eCon f i gu r a t i on " ] )
used ( p i p e l i n e : e x e c u t e _ c on f i g u r a t i o n 1 , p i p e l i n e : component_Photo , −)
used ( p i p e l i n e : g e n e r a t e _ c on f i g u r a t i o n 1 , p i p e l i n e : component_Photo , −)
. . .

8.1.3 Constraints definition. Here we assume that our aim is to have as a constraint for the refined
dataset 50,000 twitter images to be analyzed by the crowd each week, i.e., a reduction rate of 90%
w.r.t. the source data. An additional requirement is to have a precision of at least 75% in the refined
dataset. Both settings are stored in provenance metadata.
. . .
e n t i t y ( p i p e l i n e : c o n s t r a i n t _ S i z e , [ prov : type =" p i p e l i n e : C on s t r a i n t " , p i p e l i n e : d e s i d e r e d _ s i z e =5 0 0 0 0 ] )
wasAt t r i bu t edTo ( p i p e l i n e : c o n s t r a i n t _ S i z e , p i p e l i n e : d a t a _ a n a l y s t )
used ( p i p e l i n e : g e n e r a t e _ c on f i g u r a t i o n 1 , p i p e l i n e : c o n s t r a i n t _ S i z e , −)
. . .

8.2 Pipeline validation
8.2.1 Pipeline execution and assessment. Once a preliminary pipeline has been defined, it is executed
on the Sample Annotated Dataset. To enable the execution of the pipeline, the components are
exposed through a web service. The web service receives as input the name of the component to
be invoked and the set of the URLs of the images to be analyzed and it returns, for each item, the
annotation provided by the component (relevant/not relevant) and its confidence.
The output dataset originated by the pipeline execution is then used to assess quality, cost,

and time metrics, by comparing the annotations obtained with the ones in the Sample Annotated
Dataset. The satisfaction of the constraints can then be verified. During this phase, the information
on the execution of the components, together with their parameters, metrics and the results of the
pipeline are tracked.

8.2.2 Pipeline revision. As an output for the data analyst, the Feedback dashboard (see Sect. 5.3)
provides several statistics that are computed when the components are applied to the Sample
Annotated Dataset. In Tab. 2 we report summary statistics for the processing time of the components
on the Sample Annotated Dataset7.

Insights on the behavior of the three components with different confidence thresholds are derived
using annotated data and provenance metadata. A visual intuition about how the parameters (e.g.,
confidence thresholds) could be tuned in order to match the pipeline constraints is provided to the
data analyst and is shown in Fig. 5. This information is essential for the data analyst, since the
precision/recall trade-offs will usually take different shapes in real-world scenarios, depending on
the dataset. The data analyst can exploit this information to revise the confidence threshold of the
single components.

The Feedback dashboard is aimed at understanding the behaviour of the pipeline when varying
its parameters. As mentioned before, a grid exploration of the variable space is performed in order
to estimate the Pareto frontier for the objectives. This functionality can be appreciated in Fig. 6,
7These measures also include processing overheads, such as network communication and request parsing.
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Measure Photo TwoPersons PublicPlace

Mean 45 ms 24 ms 37 ms

StdDev 2 ms 3 ms 2 ms
Table 2. Component execution time statistics, estimated on 10 runs, for one item
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Fig. 5. Precision, recall and reduction rate responses to confidence threshold

Fig. 6. Confidence grid search for precision, recall and
reduction rate. The cross marker represents the initial
configuration (0.7 confidence threshold). Solutions
that satisfy the constraints in a lighter shade.

Fig. 7. Execution times for the same pipeline while
varying components ordering. Horizontal lines repres-
ent different confidence thresholds.

representing the pipeline performance in terms of precision and recall when changing the pipeline
parameters. If applicable, admissible regions for the required reduction rate are highlighted. With
this tool, moving from sub-optimal solutions to better ones is just a matter of moving a marker in
the space of pipeline configurations towards the desired region of the Pareto frontier, subject to the
constraints.

In our example, the resulting reduction rate is approximately 81%, therefore the number of output
items violates the constraints according to the pipeline assessment. The data analyst could evaluate
improvements that increment both reduction rate and precision: for example, there is room for
enhancement rising the confidence threshold for the TwoPersons and PublicPlaces components,
while the same operation for the Photo component appears less convenient.

Finally, in light of reduction rates and component execution times, we can possibly suggest
a different ordering, following the intuition that faster and more selective components should
be placed upstream in the pipeline. With such heuristics, alternative orderings can be selected
by the data analyst, revising the initial pipeline configuration. Executing this new pipeline on
the sample dataset, we demonstrated a significant execution time decrease (down to 33% of the
original execution time in our experiments) without affecting the precision and recall values. Fig. 7
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empirically shows the effect of changing the ordering of the components. Each row corresponds
to a single confidence threshold, that is fixed for all the components in the pipeline. The different
points along each row represent the execution times with different orderings of the components.
Consistently across different orderings, in our experimental setup, the best configuration was
[𝐶2: TwoPersons, 𝐶1: Photo, 𝐶3: PublicPlace], and the worst was [𝐶3: PublicPlace, 𝐶1: Photo, 𝐶2:
TwoPersons].
An extract of the provenance model obtained by executing the pipeline on a small dataset can

be retrieved and visualized from the shared repository8. The repository also contains the sample
dataset, aggregated annotations, and the dataset in output of each of the components of the pipeline,
thus enabling the replication of the results.

9 RELATEDWORK
Data ecosystems are emerging to indicate infrastructures in which several actors can share data
and collaborate with the goal of creating value for all participants. New requirements are emerging
towards enhancing trust in data, including transparency of the data generation process [15], and it is
important to associate quality properties to data and data processing for enhancing the (re)usability
of datasets. When considering datasets derived from social media, the number of relevant posts for
a specific investigation could be limited, e.g., when natural disasters strike and social media are
used for getting a rapid awareness on the event [28] in which first-hand evidence is limited, and
most of the posts just refer to the event in a generic way. Another factor is the presence of fake
news or bot-generated posts, which may have heavy implications on the results of analyses of news
on social media [18, 24]. As a result, datasets in general, and specifically those derived from social
media as data sources, need to be preprocessed before using them, to derive a dataset that is fit for
use for the analyses at hand. The data preparation activities can be performed both automatically
and manually. An overview of data science processes is provided in [5], where the main steps of the
data lifecycle are presented, and the importance of data curation, tracking, caring, and metadata
are discussed. On the other hand, the attention to the data preparation process in such contexts
and their implication on the quality of the results are gaining more importance [22]. In [2] different
combinations of machine learning classifiers and crowdsourcing for data annotations are discussed,
with an empirical analysis on the suggested combinations depending on the analysis requirements.
Several tools (e.g., RapidMiner9, Knime10) offer a platform for supporting also non-expert users
in the design of preprocessing pipelines. They allow users to select data preparation components
and build a workflow through a visual, drag and drop style environment without the need to have
programming skills since coding is not required. In this way, it is possible to achieve fast prototyping
and short feedback cycles. However, such tools cannot be used in our context since they are able to
deal with structured and semistructured datasets and not with images. Furthermore, they do not
offer a proactive support for the selection of a better configuration: they just offer an environment
in which the user can try different configurations and visualize the related results. In emergency
situations, when awareness data are derived from social media, the data preparation phase assumes
a particularly important aspect. In fact, the total workload of emergency operators is constrained
and some studies analyze the correlation between workload and recall of highest-ranked alerts [26].
The social media data are usually very noisy, with a limited number of relevant information, so
automatic filtering must be used for reducing the number of irrelevant posts [3]. In [1], the authors
focus on characterizing machine learning processes, proposing a maturity model and emphasizing

8https://bit.ly/30CNVcU
9https://rapidminer.com/
10https://www.knime.com/
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the need of assessing the accuracy of the results of a pipeline. An initial classification of issues
related to combining automatic and manual data collection and analysis activities in the framework
of Citizen Science initiatives is proposed in [13]. Further analysis and research work is needed to
develop a systematic approach to evaluate the different alternatives in deriving datasets for analysis
tasks. The fact that different data preparation pipelines may lead to different analysis results has
been also highlighted in [6], where the author proposes the Learn2Clean method to identify the
optimal sequence of tasks for the maximization of the quality of the results. In this approach, the
feasibility of the pipeline in terms of cost and execution time has not been considered.
Pipelines for social good projects are analyzed in [30]. In particular, the paper discusses the

problems of data collection and integration and of managing a large number of annotators in
crisis events. In [17], in the E2mC project, the use social media posts for emergencies has been
studied, focusing on extracting images for awareness purposes. In such an application, the need to
allocate crowdsourcing efforts and to reduce the number of non-relevant posts arises. As shown in
some examples of this paper, in [23] we presented a pipeline in which the preparation phases are
augmented with some automatic ML-based filters to remove non-relevant images in a generic way.
In the paper, we did not focus on the process of systematically designing the pipeline configuration,
focusing only on functionality.
Being able to replicate results and comprehensively understand their meaning is also an in-

creasingly central issue [20]. In every complex data processing chain, it is important to follow the
FAIR (Findability, Accessibility, Interoperability, and Reusability) principles [32] to keep track of
both data and experiment procedures [10, 20]. Data provenance can address these requirements
while ensuring high-quality analysis, as in the case of explainable Artificial Intelligence (AI) [29]. It
can also be used actively to infer valuable truths for optimizing the applications, as in the case of
Machine Learning (ML) tasks or scientific pipelines [10, 25]. The W3C PROV data model [4] and
the data sheets [14] are the primary directives to define the structure of the provenance metadata.
The W3C PROV data model defines a collection of concepts and relationships between them that
are responsible for the generation of a piece of data from a business process perspective. Instead, in
the case of datasheets, indications are provided to formulate questions about the data generation
and answers are collected in a structured text file. In this work, we decided to adopt the W3C
PROV data model instead of the datasheets to keep track of provenance since the latter is a poorly
machine-readable format and would still require an effort to determine their structure.

We recently proposed an initial discussion on requirements to model data analysis pipelines [9],
which has been fully developed into a methodology and support tools in the current paper. In this
paper, we further develop the approach focusing on supporting design choices for designing a
data preparation system able to associate a formal annotation of their properties and derivation to
resulting datasets. We also propose an approach to automatically create data provenance metadata
based on the characteristics of the designed pipelines and the intrinsic characteristics of the datasets
being preprocessed. These metadata are the basis for providing suggestions to data analysis pipeline
designers.

10 CONCLUDING REMARKS AND FUTUREWORK
In this paper, we have proposed a systematic approach for designing data preparation pipelines. The
approach involves a human-in-the-loop solution, based on the definition of a process for configuring
and validating the data preparation pipeline on a sample dataset extracted from the target dataset.
The data analyst is actively involved in all the phases of the process, from defining the objective of
the analysis to selecting and configuring the components of the pipeline and validating the results.
Automatic support is provided to the user in all these stages through a series of metadata and
annotations that can be used to evaluate and/or estimate the effectiveness of the pipeline for the
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specific objective, as well as suggest alternative and more effective configurations. To this end, a
series of metrics are defined to evaluate the effectiveness of the pipeline and its components in
both a general and context-dependent manner, based on time, cost, and quality assessment.
Furthermore, the proposed approach promotes the trustworthiness and transparency of the

dataset generation by integrating the dataset with metadata, proposing a provenance data model
to trace the source of the input dataset and all the transformations performed on it to obtain the
target dataset. We believe that provenance metadata are essential to enable the reusability of both
the refined datasets generated and the pipeline in similar contexts.

In the future, we will refine the component library with additional component types (in this paper
we have mainly focused on data reduction components) and define specific quality metrics for each
of them. We will also introduce a self-adaptive approach, capable of providing more refined and
complex pipeline configuration suggestions, using a goal-oriented approach, and supporting some
of the design choices, while maintaining a human-in-the-loop approach. Starting with abstract
goals, we aim to automatically suggest an appropriate set of components to the data analyst
and automatically optimize the workflow and parameters, taking into account the quality and
performance constraints expressed. To this end, we will use the provenance metadata to obtain
useful information from previous configurations. Finally, we aim to improve the data crawling phase,
enriching the keywords suggested by the data analyst and removing biases from the generated
datasets in order to increase the fairness of the decision-making process.
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