LANDSLIDE RUN-OUT SIMULATIONS WITH DEPTH-AVERAGED MODELS AND INTEGRATION WITH 3D IMPACT ANALYSIS USING THE MATERIAL POINT METHOD
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Abstract. Landslides pose a significant threat to human safety and the well-being of communities, making them one of the most challenging natural phenomena. Their potential for catastrophic consequences, both in terms of human lives and economic impact, is a major concern. Additionally, their inherent unpredictability adds to the complexity of managing the risks associated with landslides. It is crucial to continuously monitor areas susceptible to landslides. In situ detection systems like piezometers and strain gauges play a vital role in accurately monitoring internal pressures and surface movements in the targeted areas. Simultaneously, satellite surveys contribute by offering detailed topographic and elevation data for the study area. However, relying solely on empirical monitoring is insufficient for ensuring effective management of hazardous situations, especially in terms of preventive measures. This study provides advanced simulations of mudflows and fast landslides using particle depth-averaged methods, specifically employing the Material Point Method adapted for shallow water (Depth Averaged Material Point Method). The numerical method has been parallelized and validated through benchmark tests and real-world cases. Furthermore, the investigation extends to coupling the depth-averaged formulation with a three-dimensional one in order to have a detailed description of the impact phase of the sliding material on barriers and membranes. The multidimensional approach and its validation on real cases provide a robust foundation for a more profound and accurate understanding of the behavior of mudflows and fast landslides.
1 INTRODUCTION

The complex phenomenology of landslides manifests across multiple stages. From the initiation phase characterized by intermittent slides influenced by gravity, hydrodynamic soil conditions, and pore pressure, to the run-out phase dominated by viscoplastic behavior and advection [1, 2, 3]. In scenarios such as debris flows or mudslides, the run-out phase exhibits fluid-like characteristics with sustained horizontal speeds. The fundamental mathematical model employed for describing gravity-driven free surface flows encompasses a set of two-dimensional equations derived from the Navier-Stokes equation, integrated in the vertical direction. In this work we focus on the application of a semi-conservative variant of the depth-averaged material point method (DAMPM), an extension of the Material Point Method (MPM) originally stemming from the Particle In Cell (PIC) method [4, 5] in the context of depth-averaged physical models. The appeal of the DAMPM lies in its adaptability to novel parallel computing architectures [6, 7, 8], particularly advantageous for simulating large-area phenomena cost-effectively [3]. Another advantage of using depth-averaged methods for simulating landslide run-out is the utilization of computationally less demanding domains compared to traditional 3D frameworks. This enables the simulation of scenarios that are topologically and rheologically much more complex. Another key point of this work is to show a simple technique of coupling depth-averaged and full 3D models, in MPM context, for impact scenario analysis. The paper is organized as follows. Section 2 is devoted to the governing equations with rheological and constitutive model. We briefly present the (DA)MPM framework in Section 3 and the coupling technique we adopted in Section 4. Finally we present some numerical results and draw some conclusions in Section 5 and Section 6 respectively.

2 PHYSICAL MODEL

According to the works presented in [3, 9, 10], flow-like landslides and mudflows can be represented using a series of equations derived from the depth-integrated Navier-Stokes equations, assuming a hydrostatic pressure distribution along the vertical axis. This approach is based on the assumption that the vertical scale of the moving material is significantly smaller than the horizontal counterpart. In this context, we consider a domain $\Omega \subset \mathbb{R}^2$ and the time interval $(0, T]$ with $T > 0$. We take the conservative form of the depth-averaged equations for the unknown elevation $h$ and linear momenta $hv$, given by

$$\begin{cases} 
\partial_t h + \nabla \cdot (hv) = 0, \\
\partial_t (hv) + \nabla \cdot \left( v \otimes hv + \frac{1}{2}gh^2 \otimes \mathbb{I} \right) = \frac{1}{\rho} \nabla \cdot (h\sigma) + \frac{1}{\rho} B^f - gh \nabla Z,
\end{cases}$$

(1)

where $v = [u, v]^T$ is the horizontal velocity vector, $g$ the gravitational acceleration, $\rho$ the density of the material, assumed constant, $B^f = [B_x, B_y]^T$ the bed friction, $Z = Z(x, y)$ the orography, $\sigma = [\sigma_{xx}, \sigma_{yy}, \sigma_{xy}]$ the deviatoric part of the Cauchy stress tensor and $\mathbb{I}$ is the identity tensor.
2.1 Rheological and constitutive model

The integration of both turbulent and frictional models is warranted by the characteristics of the phenomena being studied, and it has been shown that this approach produces favorable results for velocity and deposition in simulations [11, 12, 13]. Accordingly, in the right-hand side of equation (1), we have included a bed friction term $B^f$ as described by the Voellmy model, defined as follows:

$$B^f = - \left( p^A \tan \varphi + \rho g h \tan \varphi + \frac{\rho g |v|^2}{\xi} \right) \frac{v}{|v|},$$

(2)

where $\varphi$ represents the friction angle, $p^A$ the atmospheric pressure and $\xi$ the turbulence coefficient. Regarding the constitutive law, we adopted a depth-integrated variant of the Bingham rheological model for visco-plastic materials, by defining the Cauchy stress tensor $\sigma$ as

$$\sigma = \left( 2\mu + \frac{\tau_Y}{I_2} \right) D,$$

(3)

where $\mu$ is the material viscosity, $\tau_Y$ the yield shear stress, $D$ represents the strain rate tensor defined by

$$D = \begin{bmatrix} \frac{\partial u}{\partial x} & \frac{1}{2}(\partial_y u + \partial_x v) \\ \frac{1}{2}(\partial_x u + \partial_y v) & \frac{\partial v}{\partial y} \end{bmatrix},$$

(4)

and $I_2$ is the second invariant of the depth-averaged strain rate tensor. The reader interested in a deeper discussion can refer to [3].

3 NUMERICAL FRAMEWORK

The system shown in (1) is discretized and solved using a semi-conservative variant of the Depth-Averaged Material Point Method (MPM) [14, 15, 16]. The MPM algorithm operates by representing a continuum material, i.e. the landslide in our study, using a set $\Omega_p$ of $N_p$ discrete material points, also known as particles, which are intended as columns in the depth-averaged context, while defining a computational background grid that covers the entire domain $\Omega$. Each particle $p$ is defined by essential physical properties, such as mass $m_p$, volume $V_p$, position $x_p$, velocity $v_p$, acceleration $a_p$, stress $\sigma_p$ and height $h_p$, for every $p \in \{1, \ldots, N_p\}$ according to the adopted rheological and constitutive model. The main idea of MPM is to transfer information between the particles $p$ and the nodes $i \in \{1, \ldots, N_v\}$ of the background grid, on which are defined piecewise bilinear shape functions $N_i(x)$, $x \in \Omega$, to facilitate the computation of forces and update the material state over time. The computational cycle consists of three main stages, summarized in Figure 1: (i) initialization and P2G projection, (ii) advection and (iii) G2P phase. During the initialization and P2G phase, shown in Figure 1(a-b), data is transferred from the material points $p$ to the grid nodes $i$, by using the shape functions $N_i$ evaluated on the particle position $x_p$, to collect the nodal internal and external forces $f_i$. In the advective phase, shown in Figure 1(c) the balance equations are solved on the grid in order to obtain nodal accelerations
An Eulerian grid is defined in the domain $\Omega$, while the continuous material is discretized into a set $\Omega_p$ consisting of $N_p$ Lagrangian points, each possessing distinct physical properties.

The P2G process involves projecting the physical quantities defined on the particles onto the grid nodes. This is done using the basis functions $N_i(x_p)$ to assemble the nodal forces $f_i$.

Advective phase on the grid nodes. The nodal accelerations $a_i$ and velocities $v_i$, shown here with red arrows, are calculated using the nodal momenta $(mv)_i$ and the total nodal force $f_i$.

The G2P procedure. The advective phase is projected back to the particles.

Finally, the material points are updated with new properties during the G2P phase, in which the quantities just computed on the nodes $i$ are projected back to the particles $p$, by using the same shape functions $N_i$ as shown in Figure 1(d-e) and the cycle can be started again. Due to space limitations, the specific details of the discretization of the governing equations and the numerical implementation are not included here. Interested readers can refer to [4, 5, 14, 17] for a detailed discussion.
4 MULTISCALE APPROACH

The coupling between depth-averaged and 3D models is advantageous for two primary reasons. First, it significantly reduces the computational cost, which would be prohibitive if a full 3D simulation were employed for the entire run-out process. Second, it allows for a detailed analysis of the impact phase when the sliding material interacts with barriers and membranes, which would be overly coarse and imprecise if modeled using only a depth-averaged approach. The adopted approach, shown in Figure 2, is straightforward and naive. Initially, the run-out simulation is conducted using a depth-averaged formulation [18]. The duration of this simulation is strictly dependent on the velocities, extents, physical conditions, and other relevant characteristics of the phenomenon under consideration. When the interface of the sliding material reaches a point sufficiently close to the barrier—typically within 10 to 20 meters—a conversion algorithm is applied. At the moment of conversion, an input file is generated containing topological information about the intersection of the domain between the 2D and 3D models, as well as all the physical characteristics of the considered material. This algorithm discretizes each column from the depth-averaged model into an arbitrary, but prefixed, sequence of 3D points. It transfers each property of the column to the newly created particles, ensuring the conservation of mass, volume, and velocity during the conversion.

This method allows for the efficient use of computational resources during the bulk of the simulation while providing the necessary detail for analyzing interactions with barriers and membranes near the point of impact [19].

Figure 2: Conversion from DAMPM to 3D MPM.
5 NUMERICAL SIMULATIONS

This Section is devoted to some numerical results, in which we analyse both idealized and realistic settings.

5.1 Collapse of a semisphere

The first test we carried out deals with the collapse of a semisphere of water under its own weight on a flat, frictionless domain $\Omega$ defined by the square $[0, 50]^2$. The initial conditions on the material are set as

$$
\begin{align*}
    h(x, 0) &= \sqrt{25 - \|x\|^2}, \\
    u(x, 0) &= v(x, 0) = 0, \\
    \|x\| &\leq 5.
\end{align*}
$$

The final time is fixed to $T = 1.2 \text{ s}$ and non-reflective boundary conditions are enforced at $\partial \Omega$. The simulation with DAMPM model started until the time step $T = 0.65 \text{ s}$ is reached, with a number of particles equals to $4.9 \cdot 10^4$. The conversion to the 3D model is applied after $T = 0.65 \text{ s}$ by generating $5.1 \cdot 10^5$ particles as shown in Figure 3. The coupled simulation is then carried out for other $0.55 \text{ s}$, in order to reach the total time $T = 1.2 \text{ s}$.

![Figure 3: Snapshot of the conversion between DAMPM and 3D MPM after $T = 0.65 \text{ s}$ of simulation along the section given by the line $y = 25$.](image)

On the left panel of Figure 4 is depicted a snapshot at the final time step of the Coupled MPM simulation with highlighted velocities, which are consistently symmetrical with respect to the center of the sphere. On the right one, a transversal section of the material, along the line $y = 25$, is shown and juxtaposed to the DAMPM profile of the mass. The error generated on masses and volumes conservation during the conversion from DAMPM to the 3D model has been computed in $L^\infty$ norm and it was not superior to $0.3\%$ and $0.4\%$ respectively. A comparison between the final states of both DAMPM and Coupled simulation, shows an a difference of roughly $12\%$ with
respect to the height \( h \) of the mass, and about 0.02\% with respect to the horizontal extension in \( x \) and \( y \) directions.

Figure 4: On the left, a snapshot of the Coupled MPM simulation at \( T = 1.2 \) s. On the right, the profile of the DAMPM and Coupled MPM simulation at time \( T = 1.2 \) s along the line \( y = 25 \) m.

5.2 Sliding to the wall

The second test we carried out deals with a dam break of a water column along a domain \( \Omega = [0, 25] \times [0, 5] \) described by the topography

\[
Z(x) = \begin{cases} 
10 - \frac{1}{3}x & \text{if } x \in [0, 10] \times [0, 5] \\
6.67 & \text{otherwise}
\end{cases}
\]  

(6)

The initial conditions on height \( h \) and velocities \( u, v \) of the sliding material are prescribed as

\[
h(x, 0) = \begin{cases} 
9.5 - Z(x) & \text{if } x \in [1.5, 5] \times [0, 5] \\
0 & \text{otherwise}
\end{cases},
\]

\[
u(x, 0) = v(x, 0) = 0, \quad \forall x \in \Omega.
\]  

(7)

In Figure 5 are depicted the final moments preceding the impact of the water column against a wall located at \( x = 20 \), after the conversion from the depth-averaged model to the Coupled model made at time \( T = 3 \) s. The simulation using the DAMPM was carried out by using \( 7 \cdot 10^4 \) particles, and upon conversion to the 3D model, \( 5.03 \cdot 10^5 \) particles were generated. As shown in Figure 5, the water mass at time \( T = 3 \) s exhibits a constant velocity of approximately 6.8 m/s, which aligns with theoretical expectations derived from motion along an inclined plane.
Figure 5: Snapshots of three different time steps of the Coupled MPM, at $T = 3 \text{s}$ (on the top panel), $T = 3.3 \text{s}$ (central panel) and $T = 3.5 \text{s}$ (bottom panel).

of about $18^\circ$ with respect to the horizontal line, followed by motion on a frictionless flat domain. After the impact, occurring at time $T = 3.3 \text{s}$, the water front surges, generating velocity peaks exceeding $20 \text{ m/s}$ and surpassing the barrier, reaching a height of nearly $10 \text{ m}$.

5.3 A realistic scenario

In the last test we considered a realistic scenario, utilizing a topography derived from a satellite-based digital terrain model (DTM). The qualitative behavior of a mudflow impacting a rigid barrier placed along the path of the moving mass was investigated. The zone of interest is located on a hill in the north part of Italy, near Lecco (LC). In this context, the sliding material occupied an initial volume of about $5.8 \cdot 10^3 \text{ m}^3$ with a density $\rho$ equals to $1300 \text{ kg/m}^3$. The rheology adopted in this test followed the Voellmy model. The parameters related to the turbulence coefficient, $\xi$, and the friction angle, $\phi$, have been set to $200 \text{ m/s}^2$ and $20^\circ$ respectively. The stress tensor has been defined following the Bingham model, as described in section 2.1, considering a viscosity $\mu = 50 \text{ Pa}$ and a yield shear stress $\tau_Y = 2000 \text{ Pa} \cdot \text{s}$. The final simulation time is set to $T = 38 \text{s}$. From a numerical point of view, the simulation was carried out using the DAMPM method for the first $30 \text{s}$, while the remaining $8 \text{s}$ were simulated using the Coupled
MPM model. For the depth-averaged simulation, $7.0 \cdot 10^4$ particles were employed, while the conversion to 3D generated $5.6 \cdot 10^5$ particles. Additionally, a rigid L-shaped barrier was placed at the base of the hill, as shown in Figure 6. This barrier, measuring 20 meters in height and 100 meters in length, was designed to contain the sliding mass.

Figure 6: Snapshots of three different time steps of the Coupled MPM, at $T = 30 \, s$ (left panel), $T = 33 \, s$ (central panel) and $T = 38 \, s$ (right panel).

Figure 7: Final state of the landslide in absence of the barrier, here reported just for comparison in black.

Figure 6 shows different time steps of the front advancement following the conversion to the coupled model. Specifically, the instances shown are at $T = 30 \, s$, $T = 34 \, s$ and $T = 38 \, s$. Although the front advancement speed was sustained and was estimated to be around $20 \, m/s$ in the moments just before the impact, the presence of the barrier prevented the landslide mass
from reaching the flat areas at the base of the hill. Figure 7 shows the final stage of the event at the instant $T = 38$ s in the absence of the barrier. It can be seen how the area previously protected by the barrier is now overtaken by the landslide mass, which is free to proceed towards the surrounding areas and residential centers.

6 CONCLUSIONS

The presented work focused on coupling techniques between particle-based numerical models for depth-averaged landslide run-out and 3D models. The extremely simple approach allowed for a qualitative exploration of the behavior of landslide masses in collision with obstacles and barriers. The numerical advantage of the multiscale technique lies in having an extremely efficient solver for the run-out phase, thanks to the depth-averaged (2D) formulation, while simultaneously providing a detailed analysis of the impact phase, which can only be achieved with 3D models. However, it should be clarified that the tests conducted and the results obtained must be considered qualitative and partial, although they are consistently aligned with expected or theoretical data.
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