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Abstract

Unmanned Aerial Vehicles are employed for vision-based modal analysis of civil in-
frastructure, as they overcome range limitations of fixed cameras and measure the
oscillations of a structure up close. Nevertheless, their potential is not fully exploited:
they are often piloted manually and one at a time, though one drone is unable to cap-
ture high resolution displacement of a whole structure. An approach is explored here,
employing multiple drones simultaneously to estimate natural frequencies and modal
shapes of a structure, by synchronizing their measurement. The ability of the method
to detect modal parameter variations is assessed, such that it can identify anomalies
in the structure. Procedures are applied to a test structure, yielding maximum natural
frequency estimation errors of 0.2% with respect to accelerometers. The results suggest
the accuracy of the approach is high enough to warrant further development and support
autonomous, multi-drone applications to the inspection of the built environment.

Keywords: Unmanned Aerial Vehicle, Building inspection, Vision-based inspection,
Modal analysis, Signal cross-correlation, Signal synchronization.

1. Introduction

Unmanned Aerial Vehicles (UAVs) are increasingly being adopted in many sectors,
such as agriculture [1], military [2], natural asset management [3, 4] and construction
[5, 6]. Besides the recent decreasing trend of their cost, the reasons for their success are
multiple. Their ease of use makes previously cumbersome tasks much simpler. In fact,
they can reach remote places, thus extending the reach of human operators significantly.
Furthermore, they are versatile, as they can bear a diverse array of payloads, hosting
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for example on-board sensors like RGB and thermal cameras for visual inspections,
LiDARs and depth cameras for mapping and 3D scanning, or gas sensing systems
[7]. Thanks to these features, the use of UAVs in public infrastructure monitoring
is promising. This is especially important in countries with an aging infrastructure,
which poses serious safety concerns and ever-increasing monitoring and maintenance
cost. In such regions, large investments for renewal are in general not planned in the
foreseeable future, therefore management and maintenance are even more important. In
fact, infrastructure expenditure still accounts for a sizable portion of national budgets;
it is estimated that the countries of the European Union combined spend close to a
hundred billion dollars in road infrastructure maintenance alone each year, and the
USA bear a comparable cost [8]. As a consequence, any tool that could help lower at
least some of the costs is worth investigating.

Within the maintenance and inspection field, we focus on vibration-based Struc-
tural Health Monitoring (SHM), which is commonly performed with accelerometers.
These sensors measure accelerations in three dimensions (3D), which can be used to
estimate modal parameters such as natural frequencies and modal shapes [9]. Never-
theless, a wide network of synchronized sensors is necessary to identify modal shapes
with a high spacial resolution, and accelerometers are expensive to maintain. Addi-
tionally, most existing structures were built without an embedded sensor network, thus
performing the analysis would entail installing accelerometers ad-hoc, a cumbersome
and expensive task. Vision-based modal analysis shines in these scenarios: cameras
can capture videos of relatively large sections of a structure, thus collecting more data
than a single accelerometer [10]. Furthermore, they measure displacement rather than
acceleration, although they do so more accurately along the two directions orthogonal
to the camera axis than along the parallel one [11]. This typically results in a more
accurate displacement measurement than the one obtained by integrating acceleration
twice, due to the possible noise-induced drift the integration process. In this work,
we investigate the potential of vision-based SHM with multiple drones and provide
the following contributions. First, we introduce a mechanism through which multiple
drone-mounted cameras are synchronized and data can be gathered about large sections
of a structure at a time; second, we validate the new approach experimentally on a small
cantilever structure and evaluate the accuracy with respect to both a fixed camera and
accelerometers, as well as the capability to detect and isolate alterations, such as added
mass or a faulty connection to the supporting structure. In the process, we show that
markers are not necessary to produce an accurate measurement, since the approach can
exploit visual features of the structure, such as a junction, a bolt or a welding spot.

The remainder of this paper is organized as follows. After a brief overview of the
literature, we describe the problem in section 2 and present our method in section 3.
Section 4 details the experimental set-up, and the following one presents the results of
our experiments. The final section contains our conclusions and a discussion of the
limitations of the approach in its current state, and it points to future development paths.

1.1. Literature Overview
Vibration modal analysis has been developed as a tool for SHM decades ago [12, 13].

It is defined as the process of determining the dynamic characteristics of a mechanical
system in terms of natural frequencies, modal shapes and damping factors. These can
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be used to formulate a modal model of the structure, and their variation over time
can be tracked as an indicator of its health. Modal analysis is traditionally performed
with accelerometers, but the decreasing costs of cameras and computational power has
pushed the development of computer-vision methods [14]. It has been shown that, by
measuring displacement with a fixed camera, it is possible to estimate the first modal
frequencies and recreate the modal shapes of a beam that is excited by an external
input in a real world scenario. In [15], the displacement of a structure across time is
measured by identifying features in the first frames of the recorded video and tracking
their motion in the following frames with the Lucas-Kanade [16] algorithm, based on
optical flow calculation. One advantage of such a technique is that there is no need
to install markers on the structure. Similarly, some studies [17, 18] attained sub-pixel
accuracy in displacement measurement using markers on the target structure, thanks
to pattern matching techniques adopted in image processing, both in laboratory and in
realistic conditions. This fact suggests that markers could be exploited where accuracy
is critical, such as in scenarios where the camera is far away from the structure or the
oscillations are small enough to be hardly distinguishable from measurement noise.
Furthermore, the authors of [19] have shown that natural frequencies can be estimated
reliably with inexpensive consumer grade cameras, at least in laboratory conditions.
While applications of these techniques in realistic scenarios are possible, further data
processing is often necessary to detect oscillations of low amplitude [20, 21]. Most of
the real buildings where these techniques are tested are bridges or slender structures
[18, 22, 21, 23], which tend to exhibit wider oscillations than other structures. The
same techniques can be applied to measurement of frequencies and mode shapes of
cables [24], with applications to cable-stayed bridges and stadium roofs, among others.
Natural frequencies, in particular, can be used in the estimation of cable tension,
provided that its length, mass and elasticity are known [25, 26, 27]. Photogrammetry
and other optical methods involving multiple viewpoints have been employed as well
for structural dynamics measurement [28], especially with Digital Image Correlation
(DIC). Such techniques can achieve very high precision 3D measurements and support
stitching of multiple views together [29], but they often rely on the presence of a
custom-painted speckled pattern on the surface of the target structure [30].

Drones too have been studied and developed as tools for SHM. Recent projects
deploy them as platforms for digitalization and Building Information Modeling [31],
and even mobile contact sensors for non-destructive testing [32, 33]. Some technologies
have been developed for the contact-based inspection of reinforced concrete [33]. In this
scenario, a UAV is fitted with electrical resistance sensors, in order to detect cracks and
corrosion in steel under the surface. Other applications include inspection of oil and gas
pipes [34]. The main application of UAVs, though, is in visual inspection, where they
excel due to their freedom of movement along the three spacial dimensions [35], the
ability to hover in place and the variety of cameras they can host. When equipped with
thermal cameras, they can be used for thermography, offering for example extremely
quick surveys of the status of solar panel fields [36]. Regular RGB cameras are exploited
for photogrammetry [37] and acquiring photographs that are subsequently processed
through Machine Learning (ML) techniques [38], aiming at automatically detecting
surface cracks, concrete spalling, rust, humidity and other surface-level issues.

Several video-based techniques for SHM using regular cameras have been proposed,
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and the issue of multiple camera synchronization is well known in literature. The fixed
nature of regular cameras makes it possible to use wired connections, thus frame
synchronization is achieved with trigger signals sent to all sensors at the same time.
This is possible through simple configurations where all cameras are connected to a
central clock [39] and also in more complex networks relying on the Ethernet standard
[40]. Regardless of the technology, the error is as low as a few microseconds. Such a
low error enables approaches like DIC for vibration measurement [41]. Unfortunately,
due to their reliance on a physical connection between the cameras, these solutions
cannot be applied to drone-mounted sensors.

Still, some drone-mounted video-based techniques have been proposed to monitor
the condition of buildings. The authors of [42] deployed a commercially available
drone to measure the displacement of a structure, both in laboratory and on a real
railway bridge. They performed natural feature tracking to estimate the displacement
of the targets, and compensated egomotion by estimating it with respect to background
features. Results were compared to measurements taken with a fixed camera + LED
system and found to be of good quality, though some simplifying hypotheses were
introduced in the design phase of the experiment. Furthermore, the authors noted
that their technique of egomotion compensation is not robust. The authors of [43]
aimed at estimating modes of vibration of a scale model of a wind turbine, obtaining
promising results through DIC. The same technique was exploited in [44] to estimate
two-dimensional strain. In [45], a single commercially available drone was used to
measure the oscillating motion of both a six-story building model and a real pedestrian
bridge. Displacement was measured through marker detection and KLT (Kanade-
Lucas-Tomasi) tracking across video frames. Measurement quality was found to be
remarkable even in the more realistic case on the pedestrian bridge, whose motion was
forced by people jumping on the deck. Some limitations of the approach are mentioned,
namely: the low number of acquisitions that can be made with a single battery, the issue
of detecting natural frequencies within the bandwidth of the motion of the drone, the
issue of positional stability with respect to the target in GPS-denied environments,
and the issue of applying and maintaining a significant forcing input to a larger, more
rigid structure. At least for the first modes of vibration, the comparatively low Nyquist
frequency introduced by cameras with respect to accelerometers is usually not an issue.
In fact commonly available cameras easily reach at least 30 frames per second (FPS),
whereas the first natural frequencies appear in the 0 − 10 Hz bandwidth.

1.2. Scope
In the state of the art, we note the absence of drone-enabled vision-based vibration

modal analysis techniques that can capture the response of large spans of structure at
once with high spacial accuracy: [42] achieves high accuracy but focuses on a single
area of the building, whereas [45] calculates the whole modal shape of a pedestrian
bridge, but it does so by sequentially repeating the displacement measurement with a
single drone-mounted camera on several sections while an external force is continuously
applied to the deck. This trade-off between accuracy, acquisition time and completeness
is due to the fact that when a single aircraft is deployed, it must hover rather close to the
structure to measure its displacement with sufficient accuracy through the video analysis,
thus losing the possibility of capturing the whole building at once. By using multiple
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drones, instead, it is possible to perform in parallel accurate measurements of larger
stretches at the same time, thus also overcoming time limitations due to battery charge
and removing the need to maintain a continuous external forcing input for a prolonged
amount of time. Furthermore, to the best of the authors’ knowledge no solutions exist
in literature to the problem of drone-mounted camera synchronization. As previously
noted, the non-stationary nature of drones makes it impractical to physically connect
them (even though some research in this direction is being carried out, see [46, 47]),
therefore a fundamentally different solution must be found.

In this context, we present an experimental feasibility study of a novel system to
perform video-based modal analysis through multiple cameras mounted on collabora-
tive drones, that measure natural frequencies and estimate modal shapes. Our approach
exploits the idea of overlapping the target areas measured by two different cameras to
perform a posteriori signal synchronization. With respect to [45], we show experi-
mentally that markers on the structure are not necessary to measure displacement with
sufficient accuracy to extract modal shapes.

Using multiple UAVs at the same time can provide a more complete view of the
response of a structure to an arbitrary input excitation with limited error propagation,
which is hardly possible when using a single device, addressing the mentioned research
gap. Deploying several drones at a time can also help to reconstruct the 3D motion
of the structure by capturing it from several different points of view, thus overcoming
another limitation of a single camera, i.e. the reduced accuracy at which displacement is
measured along the direction of the camera’s axis. In this regard, using several cameras
with different orientations with respect to the structure can effectively perform the same
type of measurement an accelerometer network offers.

We show promising preliminary results in a test case where two drones are employed.
Using commercially available UAVs similar to those we adopted, this procedure can
already be applied to small-size structures without incurring in complexity scaling
issues. For example, with three aircraft hovering 2.5 m away from the target surface
and recording footage with 1920×1080 resolution, it is already possible to capture the
oscillations of structures less than 10 m long, such as barriers, antennas, parapets, small
metallic pedestrian bridges or portions of larger structures.

2. Problem Description

The problem at hand is to obtain the modal parameters of a structure, namely natural
frequencies 𝜔𝑖 and modal shapes 𝚽𝑖 , where 𝑖 = 1, ..., 𝑛 is an index that identifies the
different modes, up to the 𝑛-th. This is to be done through vision only, without relying
on contact. Our main objectives are three:

• Identifying natural frequencies and modal shapes through displacements mea-
sured using cameras mounted on drones;

• Establishing if our method is sufficiently accurate to detect changes in modal
parameters due to damage of the structure;

• Testing the viability of multiple drones to obtain and fuse information collected
across the whole structure.
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3. Proposed Method

The procedure for estimating the modal parameters of the structure is summarized
in these steps:

1. Recording the behaviour of the structure and identifying features in the collected
frames;

2. Measuring the structure’s displacement by tracking the identified features across
frames;

3. Estimating natural frequencies from the measured displacement;
4. Estimating the modal shape for each identified natural frequency.

We adopt the classic pinhole camera model to describe our visual sensors, hence we
can write the following relationship between the 3D position of objects in the real world
P with respect to a global reference frame and their positions in the image plane p:

𝑠p = 𝐾 [𝑅 |𝑣] P. (1)

Here 𝑠 is the scale factor, 𝑅 and 𝑣 are the rotation matrix and translation vector that
operate the projection onto the 2D plane and 𝐾 represents the intrinsic parameters of
the camera. The lens distortion is corrected after camera calibration.

3.1. Recording and Feature Detection
In this study, the structure is excited with a kinetic hammer and its oscillation is

recorded by the cameras. In order to track the displacement of an object, i.e. the
movement of the targets across pixels in consecutive frames, we first apply the Harris
corner detection algorithm [48] to find features within the gray-scale version of the
first frame. Some of those features are manually selected for tracking: automation of
this step will be the object of further study. This procedure is based on an estimation
of the bi-dimensional gradient of the color in each frame and can reliably distinguish
homogeneous areas, edges, and corners. Such an algorithm is compatible with markers
featuring many corners such as ArUco [49], like the ones in Figure 1, but also works
without them. We initially chose to exploit the markers to ease the feature selection
procedure, maximize robustness of the measurements and streamline the presentation
of the algorithm. Nevertheless, we also repeated the measurement by tracking different
features, belonging to the surface of the structure. We show in section 5 that markers
are not strictly necessary to track structural displacement. In fact, tracking naturally
occurring features on the surface of the target yields equally accurate results, as visible
in Figure 2.

3.2. Displacement measurement
The second step of motion tracking is estimating how the selected features move

across frames. To make the measurement robust, the chosen feature is the mean
position of the four corners. Tracking is performed through the KLT algorithm [16],
which solves an optimization problem to estimate the displacement 𝑑 of single pixels
in consecutive pictures as optical flow. Optical flow is defined as the pattern of motion
that objects perform in a scene caused by the relative movement between the camera
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Fig. 1. The structure used for vibration tests. Spot markers are present alongside ArUco ones, but they were
not exploited in these procedures. The arrows indicate where the accelerometers (not visible in this picture)
were placed.

and the scene itself. This method works reliably under the hypothesis that out-of-plane
motion is negligible with respect to the mean distance between the camera and the
target. Furthermore, if it is necessary to estimate the vibration amplitude in addition
to the frequencies, the optical axis of the camera must also be orthogonal to the plane
of motion of the target. This introduces limitations both on the amplitude and speed
of the measurable motion with respect to the frame rate, which are not an issue in our
specific case, where the amplitude is limited to a few pixels. Finally, a scale factor must
be computed to express the amplitude of motion in physical units. It is necessary to rely
on a known physical distance between two features to establish a relationship between
lengths in pixels and in millimeters. To this end we exploit the corners of the markers,
knowing their dimensions. For a fixed camera, this scale factor can be computed on
the first frame and used on all of them, but the same is not true for flying cameras. Due
to their non-null movement in the out-of-plane direction, the scale factor may change
across time. Nevertheless the distance between the features is fixed, hence the scale
factor can be computed at every frame as:

𝑠(𝑡) = |𝑷1 − 𝑷2 |
| 𝒑1 (𝑡) − 𝒑2 (𝑡) |

, (2)

where 𝑡 is the discrete-time index, |𝑷1 − 𝑷2 | expresses the physical distance between
two features, which is constant across time, and | 𝒑1 (𝑡) − 𝒑2 (𝑡) | describes the same
distance in pixels, in the image plane. The scale factor not only converts the camera
plane displacement, measured in pixels, into an absolute displacement, measured for
example in millimeters; it is also exploited to compensate the out of plane motion of
the camera, since the physical distance between the features is constant across time. In
the absence of markers, there are at least two ways to solve the scale problem:

• exploiting the known dimensions of some component of the structure, such as the
size of a joint or bolt. This requires some previous knowledge of the structure or
additional measurement to be carried out;

• calculating the physical distance between two features appearing in the image
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Fig. 2. Non-filtered time history and frequency spectrum of the averaged vertical displacement of features
on a marker and naturally occurring on the structure itself, such as a junction. The plots overlap to the point
of being almost indistinguishable. The time history is dominated by the relative motion between drone and
structure, but the frequency components are well separated.

plane with trigonometry. This requires measuring the distance between the
camera and the surface in real time during the recording, which is possible
through LiDAR or ultrasonic sensors, for example. Such sensors are often present
on UAVs for collision avoidance.

3.3. Estimating Natural Frequencies
We apply a Fast Fourier Transform (FFT) to obtain the spectrum of frequency

components of the signal. In the case of drone-mounted cameras, noise originated by
the movement of the aircraft and the action of the motors must be accounted for. In
commercially available drones, ours included, cameras are mounted on active gimbals,
capable of compensating some of these disturbances. Furthermore, we verify experi-
mentally that the noise does not contain frequency components that could corrupt the
signal (see Figure 3). The effect of the rotating propellers is not visible because of its
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high frequency: according to the manufacturer’s claims, the motor rotation frequency
of small drones while hovering is higher than 80 Hz. On the other hand, the drone
motion relative to the ground presents frequency components that are below the natural
ones of the structure. As a consequence, we can apply a high-pass filter to separate the
natural frequencies of the structure from the frequency components introduced by the
motion of the camera. A reasonable choice in our case is to select a cutoff frequency of
2 Hz, as it is lower than the first natural frequency of the structure at hand, but higher
than the components related to the camera movement. We exploit here a fundamental
assumption, which will be recalled multiple times throughout the paper, and is verified
for the considered structure (see section 4.2): the natural frequencies of the target do
not overlap with the main spectral components of camera displacement. If this were not
the case, the relative displacement can still be compensated, for example by accurately
measuring the motion of the camera with respect to the still background and subtracting
it from the one of the structure relative to the camera [42]. Figure 4 exemplifies the
effect of filtering on the time history of relative displacement between the structure
and the camera: the spectral components of camera displacement are canceled and the
resulting signal is a time-history of the structure’s vibration alone. Furthermore, from
the obtained FFT, the natural frequencies 𝜔𝑖 of the target structure can be measured.
Figure 3 displays the spectrum of the signal that is obtained if the structure is not excited,
further confirming that the peaks visible in tests with excitation represent the behavior
of the structure only.
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Fig. 3. Spectrum of the measurement of a fixed feature, representing the frequency components of measure-
ment noise only. By comparison with Figure 4, we conclude that the peaks at 5.06 Hz and 11.16 Hz represent
the oscillating behavior of the structure in response to excitation. This is also consistent with an estimated
rotational speed of the propellers during hovering of 5000 revolutions per minute, equivalent to more than 80
Hz.

3.4. Estimating Modal Shapes
In order to obtain the modal shapes, we need to know the pair-wise phase delays

between features across the length of the structure, therefore, we take the signals two at
a time and estimate the transfer function between them. Evaluating the phase of such
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Fig. 4. Vertical displacement (top) of a feature as measured by a flying camera, in the first ten seconds of a
test. The hammer impacts around the 5.5 𝑠 mark. Notice how the unfiltered measurement is dominated by
the relative movement of the camera. In the frequency domain, these effects are distinguishable, as conveyed
by the FFT (bottom). The first two natural frequencies of the structure (5.06 Hz and 11.16 Hz) are clearly
visible.

transfer function at the natural frequencies yields the phase delay between each feature
pair:

Δ𝜙𝑖,𝑎−𝑏 = arg (𝐺𝑎−𝑏 ( 𝑗𝜔𝑖)) , (3)

where 𝑗 is the imaginary unit, 𝐺𝑎−𝑏 ( 𝑗𝜔𝑖) is the value of the continuous-time transfer
function between the signals describing the displacement of features 𝑎 and 𝑏, evaluated
at point 𝑗𝜔𝑖 .

To calculate pair-wise phase delays between features appearing in different video
sources, we first synchronize them. This is achieved through cross-correlation of
the high-pass filtered displacement measurements of a feature or marker appearing in
both videos, in the overlapping region. This step is necessary for data collected with
commercially available drones, for which hardware synchronization of the cameras is
not possible.
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We then estimate the transfer function between signals extracted from the two
different but synchronized recordings. To better describe such a method, let us consider
two cameras, without loss of generality. In a generic scenario, not only the initial time
instant of the two recordings might be different, but also their frame rate. If however at
least one feature is recorded by both cameras, we can artificially over-sample the two
time-histories recorded at the same feature to the least common multiple of their frame
rates, then apply a high-pass filter to isolate the oscillation of the structure from the
relative motion of the cameras. Then, the cross-correlation between the two processed
signals is calculated to estimate their relative delay in time, indicated with 𝜏. We
expect this delay to be always well defined, because the two signals correspond to
the displacement of the same feature. Finally, a correction is applied to one of the
two original signals to compensate the estimated time delay 𝜏, to synchronize the two
video sources. Then, the relative displacements among all features, including those not
appearing in the overlapping regions of the two cameras, can be estimated. Thus, this
method makes it possible to directly estimate phase delays also between features that
are recorded by different cameras. Figure 5 summarizes the proposed procedure.

4. Experimental set-up

To determine the accuracy of the estimates, at least for portions of structures of
limited size, we compare those obtained from flying cameras with those taken with
accelerometers and with a fixed, high frame-rate camera. In order to test the capability of
the proposed approach to provide information about possible alterations of the structure
or faults, we then repeat and compare the measurements in different conditions. First,
we identify the modal parameters in the reference situation, corresponding to an an
undamaged state. Then we identify the same parameters in modified scenarios obtained
by gradually adding more weights to the structure. Finally we simulate a faulty scenario,
by restoring the initial weight and loosening one of the fixings.

4.1. Instrumentation
The accelerometers are PCB 333B30 monoaxial sensors with full scale range of

±50g, acquired with NI 9234 board at 2048 Hz. The bandwidth of these sensors and
the acquisition system is 1 − 700 Hz, while the range of interest for this test is 1 − 100
Hz. Motivated by their high accuracy, we take accelerometers acquisitions as ground
truth to evaluate the results obtained with the cameras. Accelerometers were placed on
top of the structure to measure the vertical displacement, as indicated by the red arrows
in Figure 1.

The fixed camera is a FLIR Blackfly S BFS-U3-16S2M, a monochrome camera,
with a resolution of 1440x1080 px and the framerate used for this experiment is 200
FPS. The camera was placed on a tripod at a distance of about 5 m to capture the entire
structure. The focal length is 12 mm, to have a Field Of View (FOV) large enough for
the entire structure.

The first UAV is a DJI Mavic Pro equipped with a 12 𝑀𝑃 camera, capable of
shooting full HD video (1920×1080) at 96 FPS and HD video (1280×720) at 120 FPS.
The second is a DJI Mavic 2 Enterprise Dual, whose camera captures 4K Ultra HD
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Fig. 5. Layout of the proposed methodology.

footage (3840×2160) at 30 FPS. Both drones are commercial, and they are equipped
with a stabilizing gimbal for the camera. This device is controlled by the on board
computer and actively compensates part of the disturbance induced by the aircraft
motion, by decoupling its attitude with respect to that of the camera.

The resolutions of the cameras are different, which influences the minimum struc-
tural displacement they can record. To ensure that every camera can capture the

12



oscillation of the target in every test, they are at a suitable distance from the structure.
The resulting scale factors, for all cameras and all tests, were within the 0.5−1.8 10−3 𝑚

𝑝𝑥

(millimeters per pixel) range, which is enough to capture oscillations with amplitude of
a few millimeters (see Figure 4). By the Nyquist-Shannon sampling theorem, frame-
rates also introduce an upper limit of 𝐹𝑃𝑆

2 on the measurable frequencies. In our case,
the lowest frame-rate is 30 FPS, corresponding to the Mavic 2 drone, therefore we limit
our analysis to natural frequencies below 15 Hz, which pertain to the first two modes.

4.2. Test structure and procedure
The structure for our experiments has two main components: a railing, welded on

a metal base fixed to the ground, and a cantilever section on top (see Figure 1). The
two parts are made of steel and attached with two clamps. Both are made of hollow
tubes with square cross-section. The cantilever was designed to have suitable natural
frequencies. In particular, lower bounds on the frequency values were introduced by
the frequency content of drone movement, in the 0 − 1 Hz range. The Nyquist rates of
the two flying cameras, on the other hand, posed an upper bound. As a consequence,
the cantilever was designed to have frequencies within the 3 − 12 Hz bandwidth. The
cantilever was welded into a rectangular, 2000 × 550 mm shape with a mass of 20.5
kg. A finite element model of the structure was developed to simulate its behavior and
determine the values of the natural frequencies for several different mass distributions.

Four square, 55×55 mm markers are attached on the cantilever, two near the corners
and two near the center, equally spaced along the structure (see Figure 1). All the tests
are performed with the same procedure: an impulse is generated with a rubber hammer
on the top to excite all frequencies. The impact point is at the center of the protruding
end of the cantilever, and the hammer impacts the structure vertically. The fixed camera
was placed 5 m away from the structure, facing it directly, whereas drones were hovered
at approximately 1 to 2 m from the cantilever, to compensate for their wider field of
view.

A total of 13 tests were carried out in the span of two hours, with consistent lighting
conditions. The duration of each test is on average of 30 s, which is enough to include the
whole response of the structure, up to the moment when it stops vibrating. Consistency
was kept by keeping the static camera and the accelerometers fixed between tests and
by manually piloting the drones during the tests so as to keep them as stationary as
possible.

5. Experimental Results

5.1. Measuring Modal Parameters
The first objective of the procedure is to accurately measure the natural frequencies

of the structure, and to evaluate the accuracy obtained with the drones as compared with
the accelerometers, which we take as ground truth. Hence, a test was designed where
the accelerometers were fixed onto the structure as shown in Figure 1, the fixed camera
was placed in front of the target at a distance of 5 m and the DJI Mavic Pro was flown
at a 1.5 m distance, hovering in place. The drone was positioned slightly above the
structure in order not to obstruct the visual of the fixed camera. The comparison of the
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Mode Accel. Fixed Camera (err.) Flying Camera (err.)
𝑖 = 1 5.06 Hz 5.01 Hz (1.0%) 5.05 Hz (0.2%)
𝑖 = 2 11.16 Hz 11.14 Hz (0.2%) 11.17 Hz (0.1%)

Table 1. Estimated natural frequencies

Mode 𝜔𝑖 Δ𝜙𝑖,1−2 Δ𝜙𝑖,1−3 Δ𝜙𝑖,1−4
𝑖 = 1 5.05 Hz −1.10◦ 0.61◦ −0.24◦
𝑖 = 2 11.17 Hz 0.75◦ −0.22◦ 0.56◦

Table 2. Phase delays estimated with a single camera

FFTs of the accelerometers, fixed camera and flying camera in the relevant bandwidth
is reported in Figures 6 (fixed and flying cameras) and 7 (accelerometers) and in Table
1. Error is calculated as relative difference with respect to the accelerometer value:

𝑒𝑖 = 100
��𝜔𝑖,𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑜𝑚𝑒𝑡𝑒𝑟 − 𝜔𝑖,𝑐𝑎𝑚𝑒𝑟𝑎

��
𝜔𝑖,𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑜𝑚𝑒𝑡𝑒𝑟

. (4)

The two measured modes are within the bounds specified in the design phase; in partic-
ular, their values are sufficiently close to those obtained in finite-element simulations:
4.88 Hz and 10.66 Hz. Furthermore, the error with respect to the accelerometers is at
most 0.2% for the flying camera, and slightly higher for the fixed one, notwithstanding
its higher frame rate and the absence of motion.

It is possible to extract modal shapes from the data, comparing the movement of
the four different markers and their relative pairwise phase delays Δ𝜙𝑖,𝑎−𝑏. The phase
delay provided by the two accelerometers placed on the protruding end of the cantilever
is approximately zero for both investigated frequencies (see Figure 7).

The pair-wise transfer functions and phase delays between the four measurements
recorded by the DJI Mavic Pro were estimated as described in Section 3. Table 2 details
the calculated delays, where each column represents the estimated phase delay between
a marker and the next one. The phase delays are all very close to zero, which indicates,
in accordance with the information provided by the accelerometers, that both modes
correspond to a vertical rigid displacement of the front side of the cantilever. This
behavior is again compatible with the one observed in the finite-element simulations.
The two are likely due to the railing oscillating with respect to the ground and the
cantilever vibrating with respect to the railing itself. The cantilever does not exhibit
bending modes at such low frequencies.

We verified experimentally that measurements taken by tracking naturally occurring
features on the surface of the structure are as accurate as those obtained by exploiting
markers. In order to do so, we selected as features the edges of the soldering points (see
Figure 8 for an example). These results are summarized in Figure 2, which shows that
the measured displacement and its frequency spectrum are nearly identical in the two
cases.
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Fig. 7. The magnitude of the FFT of the accelerometers placed to measure the vertical displacement (top)
and their relative phase delay (bottom), obtained from the transfer function estimated with Welch’s averaged
periodogram method.

5.2. Synchronization of Two Drones
We next investigate the acquisition of the use of data collected by two drones, each

one with a partial view of the whole structure and with an overlapping region with
respect to the other aerial vehicle. For this reason a second test was carried out, where
only the two UAVs described in Section 4.1 were used to record the displacement. The
structure was still excited with a rubber hammer and the drones were hovering in front
of the structure at a 1 m distance (see Figure 9). The first aircraft recorded at 96 FPS, the
second at 30 FPS. After calculating and correcting the delay between the two videos,
through oversampling and cross-correlation of the displacement of the overlapping
marker (as described in Section 3), the pairwise relative phase delays between markers
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Fig. 8. Comparison between using markers and features that are inherent in the structure.. Triangles are the
corners of the marker, while squares belong to a soldering spot on the structure.

Fig. 9. Setup of the second test. Drones are positioned such that each one is unable to capture the whole
structure.

can be computed. Synchronized displacements were treated as if they were recorded
by the same camera, and yielded the results shown in Table 3. The error is calculated
as the absolute value of the difference with respect to the phase delays estimated with a
single camera. Phase delays between non-consecutive markers can be computed as

Δ𝜙𝑖,𝑎−𝑐 = Δ𝜙𝑖,𝑎−𝑏 + Δ𝜙𝑖,𝑏−𝑐, (5)

and they are comparable to the ones obtained with a single flying camera.

5.3. Detection of Overload and Tampering
In order to ascertain the ability of this procedure to detect variations in modal param-

eters, a third series of tests was carried out. The same excitation technique was adopted,
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𝜔𝑖 Δ𝜙𝑖,1−2 (err.) Δ𝜙𝑖,1−3 (err.) Δ𝜙𝑖,1−4 (err.)
5.05 Hz −1.17◦ (0.07◦) −1.87◦ (2.48◦) −2.73◦ (2.49◦)
11.17 Hz −3.02◦ (3.77◦) −2.21◦ (1.99◦) −2.23◦ (2.79◦)

Table 3. Phase delays estimated with two drone-mounted cameras and synchronization

while recording and measuring with a single drone, as in the first scenario. Three tests
were carried out after gradually adding masses to the protruding end of the cantilever. In
particular, we added three 4.0 kg masses, one at a time, and repeated the measurement.
While such a significant modification of the modal parameters may be unrealistic, we
show our procedure still correctly identifies the change and the measurement of the
parameters is commensurate with that obtained with accelerometers.

Another test was conducted after removing the additional masses and loosening one
of the clamps that held together the structure. Results were compared to the base case
to find out if the measured modal parameters differ significantly, and they are collected
in Table 4. Figure 10 shows the effect of gradually adding mass to the structure. As

Mode 𝜔𝑖 Δ𝜙𝑖,1−2 Δ𝜙𝑖,2−3 Δ𝜙𝑖,3−4
𝑖 = 1 4.96 Hz 3.51◦ 0.50◦ −2.75◦
𝑖 = 2 8.19 Hz 4.32◦ 0.81◦ −4.95◦

Table 4. Estimated phase delays after tampering

expected, the natural frequencies decrease, since they are, in general, proportional to the
square root of the ratio between the modal stiffness and mass. It should also be noted
that while the two frequencies decrease, they maintain the same ratio. No significant
differences emerge in the modal shape analysis: the main oscillations are still related to
vertical rigid displacement of the protruding end of the cantilever and no bending takes
place.

The effect of a tampered clamp, on the other hand, is noticeably different (see Figure
10). Here the natural frequencies are still impacted, but the second one drops to 8.19 Hz,
while the first is 4.96 Hz, thus the ratio is not maintained. This decrease in frequency
is likely due to an overall reduction of the stiffness of the structure. The modal shape
is still the same, though some phase delays increase with respect to the base scenario,
indicating that bending of the cantilever beam is probably starting to happen due to the
loosened clamp, with a modal shape that is not symmetric anymore.

6. Conclusion, Limitations and Future Developments

We described and tested a method to conduct vision-based modal analysis of small
structures or portions of structures through the use of measurements acquired simul-
taneously by multiple airborne cameras. We measured the natural frequencies and
calculated the modes of vibration of a metal structure and showed that accurate dis-
placement measurements can be carried out based on features occurring on the surface
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Fig. 10. Effect of increasing mass (top) and of loosening a clamp (bottom) on natural frequencies.

of the target structure, without markers. We also tested the ability of such method to
detect variations in modal parameters. The results are encouraging, despite the limited
bandwidth due to rather low FPS cameras, with respect to accelerometers. We deem this
solution feasible for structures of limited size and convenient when accelerometers are
not already present and their installation is difficult due to the structure being precarious
or hard to reach. Even though the method, in its current state, is not yet suited to large
structures which would need a large number of UAVs making the solution complex, we
think that it can be developed further to extend both its range of applicability and the
accuracy of the estimates. For example, the range of frequencies that it is possible to
study can be extended towards the lower end of the spectrum, where camera movement
noise is significant, by devising a more complex way of filtering ego-motion, such
as measuring camera displacement with respect to a still background or estimating it
based on data collected from the drone’s Inertial Measurement Units (IMUs). Further-
more, higher autonomy can be reached both in feature selection, through specifically
designed algorithms, and in aircraft deployment, by employing autonomous UAVs.
The technology for achieving this is already available while the regulatory framework
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is not sufficiently developed yet. A technical limit to further scaling is the relationship
between camera resolution, field of view and oscillation amplitude, which however is
favorable for slender structures and cables. Motion blur due to the camera hovering can
in principle impact measurement accuracy, but we verified that its contribution in our
tests is negligible, as displacements with amplitude below 1 px are identified. Finally,
in case the surface of the target structure does not offer a sufficient number of features, it
is possible to spray-paint suitable patterns from a distance, also exploiting drones [50].
As long as environmental conditions are favorable (limited wind, suitable lighting and
absence of reflections), the procedure can be applied as it stands to some real world
tasks, including modal analysis of small, flexible structures such as barriers, antennas,
parapets and small metallic bridges. This method can be suitable also for vision-based
estimation of tension force in cables, such as those in stadiums, cable-ways, power
transmission systems and cable-stayed bridges. There is ongoing research within our
group in this field with positive results.

7. Data Availability Statement

All data and code that support the findings of this study are available from the
corresponding author upon reasonable request.
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