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Abstract— Following successful adoption of cloud computing,1

many service providers (SPs) are now using high-performance2

Virtual Machines (VMs) located in large datacenters owned by3

public cloud infrastructure providers to deploy their virtual net-4

work functions (VNFs). Since using these VMs has a cost depend-5

ing on utilization time, a complex problem of VNF placement6

and scheduling (VPS) must be addressed to achieve satisfactory7

network performance (e.g., latency) while minimizing the cost8

paid to lease VMs. In this study, a cost-efficient VPS scheme (CE-9

VPS) is proposed to address the VPS problem in public cloud10

networks considering dynamic requests of ordered sequences of11

VNFs. Our CE-VPS scheme goes beyond existing solutions as it12

models some important practical aspects such as an additional13

latency incurred by booting a VM and installing a VNF instance.14

Also, CE-VPS considers that VNFs can be multi-threaded or15

single-threaded, and that their throughput as a function of16

allocated computing resources must be modeled differently.17

CE-VPS is formulated as a mixed inter linear program (MILP)18

and also as an efficient heuristic algorithm. CE-VPS achieves19

lower cost and latency than conventional Best-Availability and20

Cost-Efficient Proactive VNF Placement schemes, and a better21

trade-off between resource consumption and latency performance22

than a conventional Low-Latency scheme.23

Index Terms— Network function virtualization, cost efficiency,24

VNF placement and scheduling, public cloud.25
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I. INTRODUCTION 26

NETWORK function virtualization (NFV) promises to 27

allow service providers (SPs) to reduce operational 28

expenditures (OpEx) and capital expenditures (CapEx) [1]. 29

Traditional network functions such as network address transla- 30

tor (NAT), firewall (FW), and intrusion detection system (IDS) 31

are implemented in hardware middleboxes, which are expen- 32

sive and complex to maintain and upgrade [2]. However, NFV 33

enables to run virtualized instances of these network functions, 34

i.e., virtual network functions (VNFs) [3], on generic com- 35

mercial off-the-shelf (COTS) servers, making provisioning of 36

service demands more flexible and efficient. 37

Service demands are often required to be steered through 38

an ordered set of network functions, which is referred to as a 39

service function chain (SFC) [4], e.g., traffic flow of a given 40

demand may be required to first traverse a FW and then an 41

IDS. Traditionally, traffic flows are routed through the required 42

network functions implemented in hardware middleboxes with 43

manually-configured routing tables. This process is complex, 44

error-prone, and not optimal in terms of networking resource 45

occupation. In contrast, SPs can deploy VNFs according to 46

service demands flexibly and dynamically, and they can even 47

be re-configured during runtime [5]. 48

With development of cloud computing [6], cloud infrastruc- 49

ture providers (CIPs) such as Google cloud platform (GCP) 50

and Amazon AWS offer on-demand computing in the form 51

of virtual machines (VMs) with a pay-as-you-go pricing 52

model [7], [8]. Hence, outsourcing VNFs and SFCs in pub- 53

lic clouds provides a good alternative for the SPs, espe- 54

cially for those who might not have geographically-distributed 55

datacenters, e.g., Altiostar, A10 Networks, etc. [9]. Since 56

CIPs usually own several datacenters distributed across large 57

geographical regions, the SP can customize the location of 58

VMs that host VNFs to reduce operational cost and latency. 59

Hence, how to minimize cost to lease computing and net- 60

working resources from CIPs is an important operational 61

problem for SPs [10]. This makes the problem of VNF place- 62

ment and scheduling in public cloud networks for dynamic 63

traffic (VPS-CD) different compared to existing methods 64

(e.g., [11]–[13]) whose objectives are primarily to decrease the 65

latency. 66

Solving the VPS-CD problem in realistic settings requires 67

one to account for several aspects which are often neglected 68

in previous studies. First, the cost paid by SPs to CIPs is 69

based on amount and duration of consumed cloud service. It is 70

the primary concern for SPs to reduce cost and improve the 71

quality of service (QoS) of demands. For instance, with more 72
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allocated resources, some VNFs can achieve higher through-73

put [14] and hence lower processing latency, but in turn74

it may lead to a cost increase. Second, service demands75

arrive in networks dynamically with different requirements76

(e.g., latency), which should be provisioned in an efficient77

and flexible manner. For instance, to serve a latency-sensitive78

demand, VNFs with higher throughput are desired, while for79

latency-insensitive demands, inexpensive VNFs with lower80

throughput are enough. Third, a VNF instance is usually81

installed in a VM or container. Booting a VM and installing a82

VNF instance will incur some latency [15], which should be83

taken into account when scheduling the VNF to serve multiple84

demands. Finally, a VNF can be single-threaded (ST), which85

can utilize one CPU core at most, or multi-threaded (MT),86

which can get higher throughput with more CPU cores allo-87

cated [16]. For instance, a ST VNF (e.g., Snort ST IDS)88

should avoid to be installed in a VM with multiple CPU cores,89

otherwise computing resources will be wasted since all but one90

CPU cores are idle.91

In this study, we focus on the VPS-CD problem and propose92

a cost-efficient VPS scheme (CE-VPS) to minimize the cost93

paid by the SP to lease computing and networking resources.94

Our novel contributions can be summarized as follows:95

1) The joint VPS problem is, for the first time to the96

best of our knowledge, studied for dynamic traffic in97

a public cloud scenario. Several factors including opti-98

mal location determination of VM and VNF, trade-off99

between computing resource consumption and latency100

guarantee, and cost-efficient data transmission scheme101

between different VNF instances, are considered. This102

study allows SPs to identify the best solution (in terms103

of VNF placement and scheduling) to deploy VNFs in104

a public cloud with reasonable cost;105

2) We account for service demands with different latency106

requirements, i.e., fixed, variable, and unlimited. We also107

consider that, to reduce the latency caused by booting108

a VM and installing VNF instances, a VNF instance109

can remain in an idle state momentarily after it finishes110

previous data processing;111

3) We consider VNF attributes and the relationship between112

VNF throughput and amount of allocated comput-113

ing resources, which further improves resource utiliza-114

tion efficiency but makes the VPS-CD problem more115

complex;116

4) We formulate the VPS-CD problem as a mixed inte-117

ger linear program (MILP). Given a set of service118

demands with different parameters, the MILP aims to119

minimize the cost with latency constraints. As MILP120

is computationally prohibitive for large networks with121

many demands, we also develop an efficient heuristic122

algorithm.123

The rest of this study is organized as follows. In Section II,124

we review related work. The VPS-CD problem statement is125

provided in Section III. In Sections IV and V, MILP formula-126

tion and heuristic approach to solve the problem are presented,127

respectively. Illustrative numerical results are discussed in128

Section VI. Section VII concludes this study.129

II. RELATED WORK 130

NFV promises to reduce operation cost, and improve the 131

network efficiency and flexibility [17]. But it also increases 132

the complexity of resource allocation. In [18], authors divided 133

the NFV resource allocation problem into three parts: 1) VNF 134

chain composition, i.e., how to obtain a specific SFC given a 135

request since the order of VNFs may not be fixed; 2) VNF 136

forwarding graph embedding, i.e., strategy of placing VNFs 137

into physical network nodes; and 3) VNF scheduling, explor- 138

ing how to schedule the execution of VNFs to reduce the 139

latency of network services. The problem of VNF placement 140

and/or scheduling has been well investigated over the past 141

few years. 142

Authors in [19] first provided a mathematical formulation 143

for the problem of VNF scheduling by resorting to the flexible 144

job-shop problem. In [20], authors formulated the online VPS 145

problem and proposed several algorithms considering service 146

processing time, revenue, etc. Authors in [21] focused on 147

the joint problem of VNF scheduling and traffic steering to 148

minimize the total latency by proposing a MILP and a genetic 149

algorithm-based method. In addition to minimizing the latency 150

of service demands, other aspects should also be accounted 151

for. An energy-aware VNF placement scheme for SFC in 152

datacenters was proposed in [22] together with a power model 153

in servers and switches. Authors in [23] proposed a MILP 154

and a heuristic algorithm to reduce both end-to-end latency 155

and resource consumption. The VPS problem with objective 156

to minimize the operational cost incurred by deploying VNFs 157

without violating service level agreements (SLAs) is studied 158

in [24]. In [25], authors investigated two different types of 159

cost when multiple chained VNFs share the CPU resource: 160

upscaling cost and context-switching cost. 161

Many other challenges must be addressed to support deploy- 162

ing VNFs in VMs/containers in practice [26]. A virtualized 163

software middlebox platform named ClickOS was introduced 164

in [15]. While it is light-weight, VM booting latency cannot 165

be avoided. Also, to evaluate the performance of VNFs with 166

different thread attributes, authors in [16] conducted several 167

experiments, which verify that a MT VNF can get higher 168

throughput with more computing resources allocated. 169

Development of cloud computing has attracted attention 170

for SPs to outsource VNFs to public clouds. Two architec- 171

tures, APLOMB [27] and CloudNaaS [28], were proposed to 172

outsource enterprise middlebox processing to cloud. In [29], 173

authors studied the influence of NFV on CapEx of cloud-based 174

networks. In [6], a support vector regression-based predictive 175

model was used to minimize latency when deploying VNFs 176

in a multi-cloud network. In [30], performance of deploying 177

VNFs in an industry-relevant cloud platform (e.g., OpenStack) 178

in terms of throughput was evaluated. Authors in [10] studied 179

how to reduce cost when outsourcing the SFC to a multi-cloud 180

network. Also, a cost-efficient service-provisioning scheme 181

with QoS guarantee in a content-delivery network (CDN) was 182

proposed in [31]. These two studies have similar objectives to 183

ours; however, there are several differences: 1) We investigate 184

the joint VPS problem in a dynamic traffic scenario, while 185

both [10] and [31] studied the VNF placement problem for 186

static traffic; 2) Different service demands with diverse latency 187
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Fig. 1. SFC provisioning in the public cloud network.

requirements are generated in our study, while [31] focused on188

fixed QoS requirement; 3) We consider VNFs with different189

thread attributes, and computing resources can achieve dif-190

ferent throughputs, making VNF scheduling more complex;191

and 4) Realistic settings, e.g., VM booting time (VBT), VNF192

installation time (VIT), etc., are accounted for in our study.193

Moreover, the mechanism that a VNF instance can remain194

in an idle state for a period of time after it finishes any195

processing task, which is studied in our previous work [32],196

is also introduced to reduce the latency.

AQ:3

197

III. VPS-CD PROBLEM STATEMENT198

In this section, we first introduce the network model and199

the metric to evaluate the incurred cost to lease computing and200

networking resources. Then, the VPS-CD problem is defined.201

To solve the problem, a conventional low-latency scheme202

whose objective is to reduce latency is reported and compared203

with our cost-efficient scheme. Finally, concept of idle state is204

introduced.205

A. Network Model206

1) Network Topology and Service Demand: The principle207

of SPs outsourcing SFCs into the public cloud is illustrated208

in Fig. 1. A CIP usually has several geographically-distributed209

datacenters, divided into different regions and zones. For210

instance, Google has five regions across the United States,211

in each of which there is one or more zones. Computing212

resources will be charged at different prices and a trans-213

mission fee will be incurred if data is transmitted between214

different zones. Table I shows pricing scheme of GCP for215

computing and networking resources in different regions. CIPs216

offer a pay-as-you-go pricing model. Thus, SPs can set up217

a VM where and when it is required. Hence, to provision a218

service demand of a user (e.g., Users A and B in Fig. 1), which219

requires a SFC consisting of a specific-ordered set of VNFs,220

the SP’s objective is to place these VNFs into the VMs offered221

by the CIP, and also schedule these VNFs while minimizing222

cost and satisfying latency requirement of service demands.223

Based on the pricing scheme, network topology is repre-224

sented as G(V, U, E), where V denotes set of VM-capable225

nodes, U denotes set of user nodes, and E denotes set226

of physical links. A service demand r is presented as227

TABLE I

PRICING SCHEME OF GCP [7]

r =< sr, ar, dr, lr, sr, dr >, where sr is required SFC, 228

ar is arrival time, dr is size of data to be processed in GB, 229

lr is latency requirement, sr is source, and dr is destination. 230

We consider three types of latency requirements: 231

1) fixed, lr = lfr , i.e., demand should be provisioned within 232

deadline lfr , which means it is latency-sensitive, e.g., 233

real-time gaming [33]; 234

2) variable, lr = [lreq
r , lmax

r ], i.e., it is desirable to provision 235

demand within lreq
r , but it is acceptable to finish within 236

lmax
r , e.g., video streaming [34]; 237

3) unlimited, lr → +∞, i.e., service demand is insensitive 238

to latency, e.g., FTP service [35]. 239

Assume SFC sr consists of an ordered set of VNFs denoted 240

as Fsr = (fsr,1, fsr,2, . . . , fsr,k), where k is length of SFC, 241

i.e., k = |Fsr |. To process the data of a demand, an instance 242

of the required VNF must be installed into a VM with a 243

certain amount of computing resources allocated, which are 244

represented in number of CPU cores for simplicity. A VM can 245

host multiple VNFs, and it will be shut down after all VNFs 246

finish processing user data. The basic throughput of a VNF is 247

Pf Gbps. If a MT VNF is installed in a VM with multiple 248

allocated CPU cores, it can achieve a higher throughput while 249

a ST VNF always has a basic throughput [16]. To simplify the 250

problem, we assume the throughput of a MT VNF is linearly 251

proportional to the amount of CPU cores allocated, i.e., if c 252

CPU cores are allocated for the VM hosting the instance of 253

MT VNF f , the throughput is c × Pf Gbps. 254

2) Cost Evaluation: Cost incurred by an SP depends on 255

three components: 1) number of VMs set up; 2) duration a 256

VM keeps running and amount of CPU cores allocated to it; 257

and 3) amount of data transferred between different zones. 258

In general, our cost model is based on the usage of two 259

types of resources, i.e., computing and networking resources. 260

Note that, if relevant, other kinds of resources, e.g., storage 261

and memory, could be added to our model without impacting 262

the overall proposed scheme. Furthermore, if we consider 263

that some CIPs might charge for the used link bandwidth 264

(e.g., AWS), the cost model can be freely modified to include 265

an additional item. 266

To quantitatively evaluate the total cost, Eq. (1) is intro- 267

duced, where M is set of used VMs, cm is number of CPU 268
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cores allocated for VM m, the sum in the brackets is runtime269

of VM m, PCPU
m is price in dollars per CPU core per time270

unit, and d (resp. Pnet) is total size (resp. transmission fee)271

of data in GB transmitted between different zones. Runtime272

of VM m is calculated by summing up VBT Bm, runtime of273

all installed VNF instances (whose set is denoted by Fm), and274

time consumed to shut down VM Dm. Furthermore, runtime275

of VNF instance f is Wf = tins
f +

∑
r tprs

f,r + tidle, where276

tins
f denotes VIT of VNF instance f , tprs

f,r denotes duration277

that VNF instance f processes data of demand r, and tidle
278

denotes duration of idle state.279

costtotal =
∑

m∈M

cm ×
⎛
⎝Bm +

∑
f∈Fm

Wf + Dm

⎞
⎠280

×PCPU
m + d × Pnet (1)281

B. Low-Latency Scheme vs. CE-VPS Scheme282

VPS-CD Problem Definition: Given network topology of283

public clouds with pricing scheme, the objective of placing284

and scheduling VNFs is to minimize cost incurred by the SP285

to lease computing and networking resources; also, latency286

requirements of service demands, which arrive dynamically,287

should be satisfied.288

To solve the VPS-CD problem, we propose a CE-VPS289

scheme and compare it with a conventional low-latency290

scheme (C-VPS) whose objective is to minimize latency [22].291

1) Comparison of Schemes: C-VPS scheme is shown292

in Fig. 2(a). There are two service demands R1 and R2,293

which have the same size of data to be processed (1GB) and294

latency requirement (3.5s), but require different SFCs (SFC1295

and SFC2, respectively), and arrive at different moments296

(0s and 3s, respectively). SFC1 (resp. SFC2) consists of two297

VNFs: ST f1 and MT f2 (resp. MT f2 and ST f3). Basic298

throughput of all VNFs are assumed to be 1Gbps.299

In C-VPS, different VNFs requested by a service demand300

are installed in a single VM to avoid data transmission latency.301

As shown in Fig. 2(a), a transmission latency of 0.1s is302

initially incurred (capacity of connection between user node303

and datacenter in public cloud is assumed to be 10Gbps in304

this example). To provision service demand R1, we first set305

up a VM with two allocated CPU cores, which incurs a306

VM booting latency (1s in the example) and a VNF installation307

latency (0.2s). Since f1 is ST and basic throughput is 1 Gbps,308

processing latency of f1 is 1s. After that, instance of f2309

is installed in same VM, whose throughput is doubled with310

2 CPU cores, i.e., 2Gbps, and processing latency is 0.5s.311

Finally, data is transferred from VM1 to the destination with312

a transmission latency of 0.1s. In conclusion, total latency of313

demand R1 is 3.1s. However, as f1 is ST, one CPU core of314

VM1 is idle, leading to a waste of computing resources. The315

example is analogous for demand R2.316

However, the proposed CE-VPS scheme can place and317

schedule VNFs based on their attributes, as shown in Fig. 2(b).318

For R1, another VM with two CPU cores allocated is set319

up for the instance of f2 to achieve higher throughput. Also,320

since we can boot VM2 in advance before the data processed321

Fig. 2. Comparison of different schemes.

by the instance of f1 arrives, latency can be reduced. Basic 322

bandwidth of connection from VM1 to VM2 is assumed to 323

be 5Gbps (actually, bandwidth can be customized), hence 324

transmission latency incurred is 0.2s. For the instance of f2 325

installed in VM2, it remains in idle state for a period of time. 326

During this period, demand R2 arrives, and the instance can 327

start to process its data immediately. Hence, total latency of 328

R2 can be decreased from 3.1s in C-VPS to 1.9s. Assume 329

price of per-CPU core is $P /s, then total costs of C-VPS and 330

CE-VPS can be calculated by 2.9×2×2×P = 11.6P dollars 331

and (2.2× 2 + 2.3× 2)×P = 9P dollars, respectively. Thus, 332

CE-VPS achieves significantly-lower cost (24%) compared to 333

C-VPS. 334

2) Idle State: In this subsection, we recall the concept of 335

the idle state through an example. Fig. 3(a) shows two service 336

demands R1 and R2, requiring the same SFC, that arrive in the 337

network at different instants. To provision R1, VM1 is booted 338

and a new instance of VNF f1 is installed, incurring some 339

latency. In a conventional scheme, after f1 finishes processing 340

the data of R1, data will be transmitted to the instance of 341

VNF f2; meanwhile, the instance of f1 will be removed to save 342

computing resources. When R2 arrives, the same procedure 343
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Fig. 3. Different VPS strategies: (a) without idle state and (b) with idle state.

is executed, unnecessarily increasing latency (i.e., intuitively,344

it would have been preferable to maintain f1 and f2 active,345

avoiding the re-booting).346

In our proposed scheme, VNF instances (e.g., VNF f1347

and f2 as shown in Fig. 3(b)) can remain in idle state after348

they finish the previous task. Thus, when R2 arrives, a VNF349

instance can start working immediately without the need for350

booting a new VM and re-installing a VNF instance. When351

the load of service demands is high, idle state can improve352

the network performance remarkably in terms of additional353

computing resources. Details about how idle state can affect354

network performance in terms of latency, resource utilization,355

etc., can be found in [32]. In this study, a fixed duration of356

idle state is assumed for VNF instances.357

IV. MILP FORMULATION358

In this section, the CE-VPS scheme is formulated as a MILP,359

which tries to minimize the total cost spent by the SP on360

computing and networking resources provided by the CIP.361

Notations Description
G(V, U, E) Cloud network topology, where V is set of

VM-capable nodes, U is set of user nodes,
and E is set of links, (i, j) ∈ E.

Lκ
(i,j) Length of κth shortest path between nodes

i and j, κ ∈ K .
Hz

i 1 if node i belongs to zone z, z ∈ Z , and
Z is set of zones.

PCPU
z Price of a CPU core per hour in zone z.

Pnet Price of data when traffic transferred
between different zones (per GB).

Φ Speed of light in fiber, 200 km/ms.
Ω Transmission rate from a user node to a

VM-capable datacenter node.
Ψ A large integer constant.
C Maximum number of available CPU cores,

c ∈ [1, C].
N Highest level of egress network capacity

that a VM can have, n ∈ [1, N ]. Basic
network capacity is Θ Gbps.

F, M Set of VNFs, f ∈ F , and set of VMs, m ∈
M , respectively.

362

Δf Indicator denoting whether VNF f is MT,
i.e., Δf = 1, or ST, i.e., Δf = 0.

Pf Basic processing capacity of VNF f .
I, B, D VIT, VBT, and time consumed to remove

a VM, respectively.
S Set of SFCs, s ∈ S.
Fs Set of VNFs in SFC s, Fs ⊆ F . Let fs,k

denote the kth VNF in SFC s, fs,k ∈ Fs.
R Set of service demands, r ∈ R.

363

Variables Description
ϕ Float variable denoting total cost.
xm Integer variable denoting time when VM m

is initialized.
ym Integer variable denoting time when VM m

is removed.
lim,c Integer variable denoting runtime of VM m

in node i with c CPU cores.
qc
m ∈ {0, 1} 1 if VM m is allocated with c CPU cores.

gi
m ∈ {0, 1} 1 if VM m is initialized in node i.

hf,m
r ∈ {0, 1} 1 if an instance of VNF f requested by

demand r, is installed in VM m.
hf,z

r ∈ {0, 1} 1 if VNF f is installed in a VM that
belongs to zone z.

pf
r Integer variable denoting the moment when

VNF f requested by demand r starts to
process user data.

pf,f ′
r,r′ ∈ {0, 1} 1 if VNF f requested by r starts to process

data before VNF f ′ requested by r′ does.
wf

r Integer variable denoting processing
latency of VNF f requested by demand r.

wk
r Integer variable denoting transmission

latency between VMs hosting kth and (k+
1)th VNF instances.

uk
r ∈ {0, 1} 1 if kth and (k + 1)th VNF instances are

installed in different VMs.
an

m ∈ {0, 1} 1 if egress network capacity level allocated
for VM m is n.

ok
r Integer variable denoting propagation

latency between VMs hosting kth and
(k + 1)th VNF instances.

zr
k ∈ {0, 1} 1 if locations of VMs hosting kth and

(k+1)th VNF instances belong to different
zones.

er,κ
(i,j) ∈ {0, 1} 1 if the κth shortest path between nodes i

and j is established for demand r.
364

A. Objective Function 365366

Minimize(ϕ) (2) 367

The MILP objective is to minimize the total cost as in 368

Eq. (3). 369

ϕ =
∑
z∈Z

∑
i∈V

∑
c∈[1,C]

∑
m∈M

c × lim,c × Hz
i × PCPU

z 370

+
∑
r∈R

∑
k∈[1,|Fsr |−1]

dr × zr
k × Pnet (3) 371
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B. Latency Constraints372

373

ar + lr ≥ p
fsr,k
r + w

fsr ,k
r +

dr

Ω
+

∑
i∈V

er,κ

(i,dr)
× Lκ

(i,dr)

Φ
,374

∀r ∈ R, fsr,k ∈ Fsr , κ ∈ K (4)375

Eq. (4) ensures the latency requirement of demand r. First376

two items on right side ensure the last required VNF finishes377

processing all data before the deadline. Transmission and378

propagation latency are also considered.379

p
fsr,1
r ≥ ar +

dr

Ω
+

∑
i∈V

er,κ
(sr ,i) × Lκ

(sr,i)

Ψ
,380

∀r ∈ R, fsr,1 ∈ Fsr , κ ∈ K (5)381

Eq. (5) ensures the first VNF instance of the SFC can382

start to process data only after the data has been transferred383

from the user node to the node where the VM is hosting the384

first VNF through the κth shortest path, which induces some385

transmission and propagation latency.386

p
fsr,k
r + w

fsr,k
r + wk

r + ok
r ≤ p

fsr,k+1
r ,387

∀r ∈ R, k ∈ [1, |Fsr | − 1], fsr,k ∈ Fsr (6)388

Eq. (6) ensures that processing at VNF fsr,k+1 should not389

start until the data has been processed by the previous VNF390

and transferred to the VM hosting VNF fsr,k+1.391

wf
r ≥ dr

Pf
× (Δf × qc

m

c
+ 1 − Δf ) + Ψ × (hf,m

r − 1),392

∀r ∈ R, f ∈ Fsr , c ∈ [1, C], m ∈ M (7)393

Eq. (7) calculates the VNF processing latency. Specifically,394

if the VNF is MT, that is Δf = 1, the latency is calculated395

through multiplying basic processing capacity Pf by the396

number of CPU cores allocated. Otherwise, the latency is397

calculated only in terms of basic processing capacity.398

wk
r ≥ dr

Θ × n
× an

m + Ψ × (hfsr,k,m
r + uk

r − 2),399

∀r∈R, k∈ [1, |Fsr |−1], fsr,k∈Fsr , n∈ [1, N ], m∈M400

(8)401

Eq. (8) calculates that transmission latency between VNFs402

fsr,k and fsr,k+1, which applies only when they are deployed403

in different VMs, i.e., both h
fsr,k,m
r and uk

r equal one. The404

latency is calculated in terms of the egress network capacity405

level n allocated to the VM that hosts fsr,k, where a higher406

level means the latency can be reduced.407

ok
r ≥ (hfsr,k,m

r + gi
m + h

fsr,k+1,m′
r + gj

m′ − 3) ×
Lκ

(i,j)

Ψ
408

+ (er,κ
(i,j) − 1) × Ψ, ∀r ∈ R, k ∈ [1, |Fsr | − 1],409

fsr,k, fsr,k+1 ∈ Fsr , m, m′ ∈ M, i, j ∈ V, κ ∈ K (9)410

1 ≥
∑
κ∈K

er,κ
(i,j) ≥ hf,m

r + gi
m + hf ′,m′

r + gj
m′ − 3,411

∀r ∈ R, f, f ′ ∈ Fsr , m, m′ ∈ M, i, j ∈ V (10)412

Eq. (9) calculates propagation latency of the κth shortest413

path between the two VMs hosting two consecutive VNFs in a414

service chain. This applies only when two VNFs are deployed415

in different nodes, i.e., when the sum of all variables within416

the brace equals one. Eq. (10) ensures at most one among 417

K-shortest paths is selected. 418

C. VNF Placement Constraints 419

420∑
m∈M

hf,m
r = 1, ∀r ∈ R, f ∈ Fsr (11) 421

Eq. (11) ensures that each VNF of the requested SFC should 422

be installed in only one VM. 423∑
r∈R

∑
f∈Fsr

hf,m
r ≥

∑
i∈V

gi
m ≥

∑
r∈R

∑
f∈Fsr

hf,m
r /Ψ, ∀m ∈ M 424

(12) 425

Eq. (12) ensures that, if a VM is responsible to process user 426

data, it should be mapped into a VM-capable node. 427∑
κ∈K

eκ
(sr ,i) ≥ h

fsr,1,m
r + gi

m − 1, 428

∀r ∈ R, fsr,1 ∈ Fsr , m ∈ M, i ∈ V (13) 429∑
κ∈K

eκ
(i,dr)

≥ h
fsr,|Fsr |,m
r + gi

m − 1, 430

∀r∈R, fsr,|Fsr |∈Fsr , m∈M, i∈V (14) 431

Eqs. (13)-(14) ensure a connection is established from 432

the source to the node where the first VNF is installed, 433

and from the node where the last VNF is installed to the 434

destination. 435

D. VNF Scheduling Constraints 436

437

xm + B + I ≤ pf
r + Ψ × (1 − hf,m

r ), 438

∀m ∈ M, r ∈ R, f ∈ Fsr (15) 439

Eq. (15) ensures the VM should boot before any VNF 440

installed in it begins to process data. 441

ym ≥ D + pf
r + Ψ × (hf,m

r − 1) + wf
r , 442

∀m ∈ M, r ∈ R, f ∈ Fsr (16) 443

Eq. (16) ensures the VM can be shut down after all hosting 444

VNFs have finished their tasks. 445

2 − h
fsr,k
m − h

fsr,k+1
m ≥ uk

r ≥ h
fsr,k
m + h

fsr,k+1
m′ − 1, 446

∀r ∈ R, fsr,k, fsr,k+1 ∈ Fsr , m, m′ ∈ M, m 	= m′ (17) 447

Eq. (17) determines value of uk
r , which is used to denote 448

whether two consecutive VNFs in a SFC are installed in two 449

different VMs. uk
r equals 1 iff the VNFs are deployed in two 450

different VMs m and m′, where both variables h
fsr,k
m and 451

h
fsr,k+1
m′ equal 1. 452

zr
k ≥ h

fsr,k,z
r + h

fsr,k+1,z′
r − 1, 453

∀r∈R, fsr,k, fsr,k+1∈Fsr , z, z′∈Z, z 	=z′ (18) 454

hf,z
r ≥ (hf,m

r + gi
m − 1) × Hz

i , 455

∀r ∈ R, f ∈ Fsr , i ∈ V, z ∈ Z, m ∈ M (19) 456

Eqs. (18)-(19) determine whether VNFs fsr,k and fsr,k+1 457

are located in two nodes that belong to different zones. 458

ym − xm + (qc
m + gi

m − 2) × Ψ ≤ lim,c 459

≤ (2 − qc
m − gi

m) × Ψ, ∀m ∈ M, c ∈ [1, C], i ∈ V (20) 460

Eq. (20) determines runtime of VM m with c CPU cores. 461

1 ≥ pf,f ′
r,r′ + pf ′,f

r′,r ≥ hf,m
r + hf ′,m

r′ − 1, 462

∀r, r′ ∈ R, f ∈ Fsr , f ′ ∈ Fsr′ , m ∈ M (21) 463
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pf
r + wf

r + I − pf ′
r′ ≤ (1 − pf,f ′

r,r′ ),464

∀r, r′ ∈ R, f ∈ Fsr , f ′ ∈ Fsr′ (22)465

Eqs. (21)-(22) ensure that, if two VNFs f and f ′ requested466

by different demands are installed in the same VM, which467

means both hf,m
r and hf ′,m

r′ equal 1, the VM cannot process468

the two requests at the same time. Hence, the processing order469

is determined by Eq. (22), where if pf,f ′
r,r′ equals one, meaning470

that, if VNF f first processes data, VNF f ′ cannot work until471

VNF f finishes and an instance is installed.472

E. Resource-Allocation Constraints473

474

1 ≥
∑

c∈[1,C]

qc
m ≥

∑
r∈R

∑
f∈Fsr

hf,m
r /Ψ, ∀m ∈ M (23)475

Eq. (23) calculates the number of CPU cores allocated to a476

VM.477

In the MILP, dominant number of variables is among lim,c,478

hf,m
r , hf,z

r , and pf,f ′
r,r′ , which are O(|V | × |M | × C), O(|F | ×479

|M |×|R|), O(|F |×|Z|×|R|), and O(|F |2×|R|2), respectively.480

|V | is size of VM-capable node set, |M | is size of VM set, |F |481

is size of VNF set, |R| is size of service demand set, and |Z|482

is number of zones. About constraints, the dominant number483

is among (9) and (21), which are of complexity O(|F |× |R|×484

|M |2 × |V |2) and O(|F |2 × |R|2 × |M |), respectively.485

V. HEURISTIC APPROACH486

The MILP is computationally prohibitive for large net-487

works. Hence, an efficient heuristic is developed to achieve488

near-optimal performance for dynamic service demands in489

large networks. The heuristic for CE-VPS consists of three490

sub-algorithms, i.e., optimal zone determination (OZD),491

latency requirement verification (LRV), and service demand492

provisioning (SDP).493

A. OZD Algorithm494

OZD is responsible to find the optimal zone to host as many495

instances of required VNFs as possible, where transmission496

cost is minimized. We construct a |Z|× |Fs| matrix M , which497

is represented as follows. Element mfk,zj equals 1 if there is498

at least one instance of VNF fk in zone zj , and 0 otherwise.499

Next, for each row, we do AND operation between any two500

adjacent elements and sum the results up to get vector V ,501

where the largest value vj denotes that zone zj hosts most502

qualified VNFs so data transmission fee can be decreased.503

V = AND(M) =

⎡
⎢⎢⎢⎣

∑
k∈[1,|Fs|−1] mfk,z1 & mfk+1,z1∑
k∈[1,|Fs|−1] mfk,z2 & mfk+1,z2

...∑
k∈[1,|Fs|−1] mfk,z|Z| & mfk+1,z|Z|

⎤
⎥⎥⎥⎦504

=

⎡
⎢⎢⎢⎣

v1

v2

...
v|Z|

⎤
⎥⎥⎥⎦ , M =

⎡
⎢⎣

mf1,z1 · · · mf|Fs|,z1

...
. . .

...
mf1,z|Z| · · · mf|Fs|,z|Z|

⎤
⎥⎦505

The pseudo-code of OZD (Algorithm 1) is stated as506

follows. In Algorithm 1, we first determine the VMs that507

Algorithm 1: OZD Algorithm
Input: Service demand r and its deadline DDL
Output: Optimal zone z, and set of qualified VNFs Q in

z
1 Find set of VMs hosting VNFs required by demand r,

i.e., Fs = (f1, f2, . . . , f|Fs|);
2 Initialize time indicator T = a + d/Cin and candidate

instance sets, i.e., If1 , If2 , . . . Ifk
= ∅;

3 if DDL 	= +∞ then
4 for each f ∈ Fs do
5 Add the instance of VNF f to If , if it is available

at time T ;
6 Update T = T + d/Pf ;

7 else
8 Add all existing instances for each VNF to sets

If1 , If2 , . . . , Ifk
correspondingly;

9 Employ the matrix-based method to find optimal zone z
and VNF set Q, and return;

host the instances of required VNFs. In line 2, relevant 508

parameters are initialized, where time indicator T is used 509

to estimate the time at which each VNF in Fs should 510

start to process the data. Candidate sets If1 , If2 , . . . , Ifk
are 511

used to store the qualified instances for each VNF. Note that, 512

for the first VNF in SFC s, processing should start after the 513

data is transmitted from user node s to the datacenter with a 514

latency of d/Cin, where d is data size and Cin is ingress 515

network capacity from the user to the public cloud. From 516

line 4 to 6, if the demand must finish before deadline DDL, 517

each VNF instance is checked whether it is available at a 518

certain moment, and time indicator T is updated with the 519

estimated processing time according to the basic throughput 520

of the VNF. Otherwise, all instances are selected as candi- 521

dates since the demand is insensitive to latency as stated in 522

line 8. In line 9, to find the optimal zone, the matrix-based 523

method presented above is employed, and then the results are 524

returned. 525

Complexity: In line 1, complexity of obtaining VMs is 526

O(Vmax), where Vmax denotes maximum number of VMs. 527

From line 4 to 6, it requires O(VmaxFmax) to check the avail- 528

ability of each instance of each required VNF, where Fmax is 529

maximum number of the VNFs in a SFC. Matrix operation to 530

find the optimal zone in line 9 requires O(Vmax|Z|). Taking 531

all steps into consideration, time complexity of Algorithm 1 532

is O(Vmax(Fmax + |Z|)). 533

B. LRV Algorithm 534

LRV is responsible to check whether user data can be 535

processed by candidate instance set Λ within deadline DDL. 536

Pseudo-code of LRV (Algorithm 2) can be summarized 537

as follows. Time indicator T is initialized in line 1. Next, 538

in line 3, propagation and transmission latency is calculated for 539

the path from source of the demand to the datacenter hosting 540

the first VNF instance. Specifically, Yen’s algorithm [36] is 541

employed to calculate K-shortest paths, and the one with 542
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Algorithm 2: LRV Algorithm
Input: Arrival time a of service demand r, candidate

instance set Λ, deadline DDL, and size of data to
be processed d

Output: true, if DDL can be met; false, otherwise
1 Initialize time indicator T = 0;
2 Calculate K-shortest path from source s of r to location

of first VNF instance if1 in Λ and select the one with
least latency lat(s, if1);

3 Set T = a + d/Cin + lat(s, if1);
4 for each k ∈ |Λ| do
5 Get its throughput P ∗

fk
, available time TSfk

, and
egress network capacity Cfk

;
6 T = max(TSfk

, T ) + d/P ∗
fk

;
7 if k ≤ |Λ| − 1 then
8 T = T + d/Cfk

+ lat(ifk
, ifk+1);

9 else
10 T = T + d/Ceg + lat(ifk

, d);

11 return T ≤ DDL? true: false;

least latency is selected. From lines 4-10, T is updated after543

each VNF instance processes the data. Specifically, in line 5,544

relevant parameters are obtained, where P ∗
fk

is throughput of545

VNF instance fk, TSfk
is the time that fk can actually start546

to process the data, and Cfk
is egress network capacity of the547

VM hosting fk. Egress network capacity is flexible and can548

be customized. In line 6, T is updated according to the actual549

start processing time. Then, in lines 7-10, transmission latency550

and propagation latency are considered. Finally, the result is551

returned.552

Complexity: In line 2, complexity of Yen’s algo-553

rithm is O(K|V |(|E| + |V | log |V |)). Complexity of the554

for loop from line 4 to 10 is O(FmaxK|V |(|E| +555

|V | log |V |)). In conclusion, complexity of Algorithm 2 is556

O(FmaxK|V |(|E| + |V | log |V |)).557

C. SDP Algorithm558

SDP is responsible to serve a single demand that559

arrives dynamically, and pseudo-code of SDP is reported in560

Algorithm 3. In lines 1-3, deadline DDL is determined based561

on type of latency requirement of r. Algorithm 1 is called562

to find optimal zone z and corresponding VNFs in line 4.563

Lines 5-18 employ existing or newly-installed VNF instances564

to serve r. Specifically, in lines 6-7, an existeing instance of565

the required VNF in zone z is selected. If there is no available566

instances, the VNF prior to it is checked to see whether they567

are both ST or MT, in lines 9-10. If they have the same568

attribute, a new VNF instance is installed in the VM hosting569

the prior VNF instance. In lines 12-14, if previous procedures570

fail, other zones are checked to determine whether there are571

qualified instances. In lines 15-17, a new VM will be booted,572

for which number of required CPU cores is calculated in573

Eq. (24).574

Algorithm 3: SDP Algorithm
Input: Service demand r

1 Initialize set of VNF instances to serve r, i.e., Λ = ∅,
deadline for r, i.e., DDL = lr;

2 if r has a variable latency requirement then
3 Set DDL = lreq

r ;

4 Call Algorithm 1 with < r, DDL > to find optimal
zone z and qualified VNF set Q;

5 for each fk ∈ Fs, k ≤ |Fs| do
6 if fk ∈ Q then
7 Find qualified instance if in zone z, Λ = Λ ∪ if ;

8 else
9 if fk−1 ∈ Q, and meantime, fk−1 and fk have the

same attribute then
10 Install an instance ifk

in fk−1’ VM;

11 else
12 Check all instances of fk in other zones;
13 if there exist qualified instances then
14 Select the one ifk

in the most inexpensive
zone;

15 else
16 Set up a new VM in zone z with N CPU

cores, calculated by Eq. (24);
17 Install an instance ifk

in the VM;

18 Λ = Λ ∪ ifk
, Q = Q ∪ fk;

19 Call Algorithm 2 with args < a, Λ, DDL, d > and get
the returned result flag;

20 if flag == true then
21 Serve the demand with Λ;

22 else if DDL == lreq
r then

23 Set DDL = lmax
r , go to Step 4;

In Eq. (24), if VNF f is ST, number of required 575

CPU core is one. Otherwise, it is calculated according 576

to deadline DDL and processing latency of other VNFs, 577

i.e.,
∑

f ′∈Fs/f
d

Pf′ . Note that processing latencies of other 578

VNFs are estimated in terms of their basic throughput; hence, 579

actual processing latency can be smaller than the estimated 580

value. 581

N =

⎧⎪⎪⎨
⎪⎪⎩

1, f is ST⎡
⎢⎢⎢
d/

⎛
⎝

⎛
⎝DDL−

∑
f ′∈Fs/f

d/Pf ′

⎞
⎠×Pf

⎞
⎠

⎤
⎥⎥⎥

, f is MT
582

(24) 583

In line 19, Algorithm 2 is called to verify whether the 584

latency requirement is met. From line 22 to 23, if LRV 585

fails, we check whether the latency requirement can be 586

relaxed. 587

Complexity: In line 4, Algorithm 1 is called and its 588

complexity has been analyzed. Complexity of the for loop in 589

lines 5-18 is O(FmaxVmax). Complexity of Algorithm 2 has 590
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Fig. 4. Network topologies used in simulation.

also been analyzed. Taking all steps into consideration, com-591

plexity of Algorithm 3 is O(Fmax(K|V |(|E|+ |V | log |V |)+592

Vmax) + Vmax|Z|), which runs in polynomial time.593

VI. PERFORMANCE EVALUATION594

In this section, we first evaluate the performance of CE-VPS595

through the MILP in a small-scale network. Then, the heuristic596

algorithms of CE-VPS and three conventional VPS schemes597

are compared in large-scale networks.598

A. Simulation Setup599

The MILP is implemented using ILOG CPLEX v12.5, and600

heuristic algorithms are coded in Python. All simulations run601

on a personal computer with Intel i7-7600 2.9 GHz CPU,602

16 GB RAM, and Windows 10 operating system.603

For MILP, network topology N6S9 shown in Fig. 4(a)604

is employed, which includes two NFV-capable datacenters605

belonging to different zones. Prices of CPU core in each606

zone are $0.03/hour and $0.04/hour, respectively. Networking607

price for data transmission between zones is $0.01/GB. Data608

sizes and latency requirements (including fixed and variable)609

of demands are uniformly distributed in the range [0.1GB,610

2GB] and [0.1s, 15s], respectively, according to different types611

of applications [37]. Further, value of latency requirement is612

set as infinite for latency-insensitive demands. We assume613

three VNFs, whose throughputs and attributes are (1Gbps,614

MT), (2Gbps, MT), and (4Gbps, ST). Also, VBT and VIT are615

assumed to be 20ms and 10ms, respectively. Basic network616

capacity Θ is 5 Gbps, and if a VM is allocated with c617

CPU cores, its egress network capacity is c × Θ Gbps [7].618

Performance of MILP is compared with CE-VPS heuristic by619

giving as input the same set of static service demands. Besides,620

three baseline schemes whose main procedures are as follows.621

1) CPVNF [31]: For each demand, servers (replaced by622

VMs in this study for fair comparison) with higher623

importance rank metric (SIR) are selected for required 624

VNFs. SIR is originally defined according to the remain- 625

ing computing capacity of a server, bandwidth capacity 626

of links, and whether VNF instances preexist. Since in 627

our study we are considering a public cloud, and com- 628

puting resource and bandwidth in public cloud can be 629

regarded as unlimited (e.g., the link bandwidth between 630

datacenters can reach over 1 Pbps in Google datacenter 631

network [38]), we modify SIR definition by using the 632

available time and number of CPU cores of a VM instead 633

of remaining computing and bandwidth capacity. 634

2) Best-Availability [20]: For each required VNF of 635

a demand, the scheme attempts to place it into a 636

VM whose current demand queue has the earliest finish 637

time (i.e., best availability). 638

3) Low-Latency [22]: This scheme sets up a new VM to 639

host all VNF instances for each demand. Number of 640

CPU cores allocated to the VM is calculated according 641

to Eq. (24). 642

The heuristic approach is conducted on US Backbone topol- 643

ogy [39], as shown in Fig. 4(b), and there are four datacenters 644

belonging to four different zones. Prices of CPU core in 645

datacenters 1, 13, 19, and 26 are $0.034/h, $0.038/h, $0.04/h, 646

and $0.035/h, respectively, based on the pricing scheme of 647

GCP [7] as stated before. Traffic arrives dynamically according 648

to a Poisson distribution with λ demands per second. Four 649

different SFCs and six optional VNFs, i.e., NAT, FW, traffic 650

monitor (TM), WAN optimization controller (WOC), intrusion 651

detection and prevention system (IDPS), and video optimiza- 652

tion controller (VOC), are considered [25], [40]. Four SFCs 653

are: Web Service (NAT-FW-TM-WOC-IDPS), VoIP (NAT-FW- 654

TM-FW-NAT), Video Streaming (NAT-FW-TM-VOC-IDPS), 655

and Online Gaming (NAT-FW-VOC-WOC-IDPS). We assume 656

throughputs and attributes of optional VNFs are (2Gbps, ST), 657

(1Gbps, MT), (1Gbps, ST), (2Gbps, MT), (4Gbps, ST), and 658

(4Gbps, MT) [40], [41], respectively. The duration of idle 659

state is to 2 seconds according to our previous work. Other 660

parameters are the same as that in the MILP. To obtain 661

good statistical confidence of results, the simulation is run 662

20 times for each traffic load and we take the average. In each 663

simulation run, 10,000 demands are generated. 664

B. Performance Comparison: MILP and Heuristics 665

Fig. 5 shows the cost of different schemes, which is nor- 666

malized to the largest value achieved by Best-Availability. 667

We observe that MILP can reduce the cost by over 10%, 668

11%, and 14% on average compared with Low-Latency, 669

CPVNF, and Best-Availability Algorithms, respectively. More- 670

over, CE-VPS achieves close-to-optimal results, where average 671

gap is 4.7%. Best-Availability has the worst performance, as it 672

prefers to select instances with earliest finish time, even it is 673

in a different zone incurring data transmission cost. 674

Table II compares the running time of different schemes. 675

We find that, with increasing number of demands, time con- 676

sumed by MILP increases significantly. It spends over 5 hours 677

on 10 demands, which becomes impractical to be employed. 678

However, all heuristic approaches obtain results with around 679

100ms. 680
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Fig. 5. Normalized cost.

TABLE II

AVG. RUNNING TIME OF DIFFERENT SCHEMES (s)

C. Performance Comparison of Different Heuristics681

The performance of our proposed CE-VPS heuristic and682

three baseline algorithms are evaluated according to CPU683

resource cost, data transmission cost, average latency, and684

average number of used VMs per service demand. These685

results are plotted with a confidence level of 95%.686

In Fig. 6(a), results show that CPU resource cost increases687

almost linearly with traffic load for all schemes. Com-688

pared to Best-Availability, CPVNF, and Low-Latency schemes,689

CE-VPS can reduce CPU resource cost by about 23%, 48%,690

and 78%, respectively, at traffic load of 500 Erlang. The691

benefits come from the fact that, in CE-VPS, an optimal692

zone with low price of CPU resource is found to serve the693

demand. Moreover, in Low-Latency, a VM is established for694

each demand to host all required VNFs, achieving a highest695

cost of CPU resources.696

Data transmission cost is compared for different schemes697

in Fig. 6(b). Note that data transmission costs of CE-VPS,698

CPVNF, and Best-Availability schemes are much higher than699

costs of CPU resources. However, CE-VPS achieves much700

lower transmission cost than CPVNF and Best-Availability701

schemes, and the reduction can reach as high as 76% and 88%,702

respectively, at traffic load of 500 Erlang. For Low-Latency,703

there is no transmission cost incurred, but total cost of CE-VPS704

is still lower than that of Low-Latency.705

Next, we evaluate the performance in terms of average706

number of used VMs per service demand for different schemes707

in Fig. 6(c). In Low-Latency, one VM is set up for each708

demand, hence the value always equals to one. CE-VPS also709

achieves a low VM usage, meaning that the frequency at which710

VMs hosting required VNF instances are reused by multiple711

demands is much higher than in CPVNF and Best-Availability712

Fig. 6. Simulation results of different schemes.

schemes, which contributes to decreasing the cost of booting 713

new VMs and installing new VNF instances. The frequent 714

reuse benefits from the fact that: 1) scheduling of VNFs 715

can be conducted more efficiently when VNF attributes are 716

considered; and 2) idle state promotes the reuse of VNF 717

instances among multiple demands. 718

Average latencies of different schemes are also compared, 719

where Low-Latency achieves the best performance as the 720

transmission latency between different VMs is avoided. How- 721

ever, latency reduction between Low-Latency and CE-VPS 722
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Fig. 7. Total cost (bars) and average latency (curves) for different network
capacities.

is only about 3% on average, since for CE-VPS, latency723

requirement will be checked before the demand is finally724

served. Even compared with CPVNF and Best-Availability,725

Low-Latency scheme only reduces latency by about 4%,726

at traffic load of 500 Erlang. With increasing traffic load,727

average latency of each scheme increases almost linearly. This728

is because, as average data size of service demands increases,729

a proportional increment of both processing and transmission730

latencies is incurred.731

D. Performance Comparison for Different Network732

Capacities733

Higher network capacity may reduce the transmission734

latency and improve reuse of VNFs by multiple demands.735

Hence, we evaluate performance of different schemes for736

different network capacities in terms of cost and latency737

in Fig. 7. In GCP, with more CPU cores, VM can have a738

higher egress network capacity (see Section VI-A), and such739

scheme is denoted as “Changeable” in results. Other fixed740

network capacities, i.e., 20, 15, 10, 5, and 2.5 Gbps, are also741

considered.742

From the results, we find that, with higher network capacity,743

total cost can be reduced for CE-VPS and CPVNF. Specif-744

ically, for CPVNF, CPU resource cost can be reduced by745

about 13% when network capacity increases from 2.5 Gbps to746

5 Gbps, while for CE-VPS, reduction is about 6%. Moreover,747

cost decreases much slowly when network capacity increases748

from 10 Gbps to 20 Gbps, which implies that a network749

capacity of 10 Gbps is enough to guarantee quality of service.750

Note that CPVNF and CE-VPS with changeable network751

capacity achieve comparable (or even better) performance752

compared to that with fixed network capacity of 15 Gbps.753

This indicates the importance of adjusting network capacity754

flexibly on reducing transmission cost.755

With respect to average latency, we find that Low-Latency756

remains on the same level with different network capacities.757

But latency can be reduced by about 11% for CPVNF and758

by about 6% for CE-VPS when network capacity increases759

from 2.5 Gbps to 5 Gbps. Performance improvement becomes760

unremarkable when network capacity is greater than 10 Gbps.761

The phenomenon indicates that it becomes a bottleneck when762

network capacity is very small, where service demand can763

Fig. 8. Total cost (bars) and average latency (curves) of different schemes.

suffer a similar magnitude of transmission latency to VNF 764

processing latency. In this case, performance of both latency 765

and CPU resource cost will deteriorate significantly. 766

E. Performance Evaluation Under Different VM Booting 767

Time and VNF Installation Time 768

To evaluate the effect of VBT and VIT on performance 769

in terms of cost and latency, we run simulation under dif- 770

ferent parameters. Factors α and β lead to different times 771

of initial VBT and VIT, respectively, e.g., α = 2 represents 772

VBT is 40ms (initial time is 20ms). The results are shown 773

in Figs. 8(a) and 8(b). 774

We find that all schemes consume more CPU resources for 775

increasing VBT, and the increment is more significant for 776

Low-Latency. For CE-VPS, data transmission cost increases 777

more remarkably for a longer booting time. This is because, 778

to provision a demand with a strict latency requirement, 779

an active VNF instance (even in a different zone) is preferred 780

to be selected as booting a new VM will induce a significant 781

latency. But, in CPVNF, available time of VMs and computing 782

resource consumption are both considered, leading to a slight 783

increase of data transmission cost, which is similar to CE-VPS. 784

It can also be found from Fig. 8(a) that service demands 785

suffer a longer average latency when VBT increases, and 786

performance of Low-Latency is significantly affected by VBT. 787

Specifically, when α = 4, CE-VPS achieves average latency 788

close to Low-Latency. 789
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Effect of VIT on performance for different schemes is790

shown in Fig. 8(b). We find that VIT has a more notable791

influence on performance than VBT. For CE-VPS, data trans-792

mission cost rises a lot when VIT becomes longer. Specifically,793

when β = 4, total cost of CE-VPS becomes very close to Low-794

Latency. In CPVNF, CPU resource cost almost remains the795

same while data transmission cost increases slightly with VIT796

being longer, since it tries to achieve a trade-off between CPU797

resource consumption and latency performance. Moreover,798

the effect of VIT on CPU resource cost is more vital for799

Low-Latency.800

Average latency for the three schemes increases when β801

factor becomes larger, because for demands that are latency-802

insensitive, required VNFs are more likely to be executed in803

a VM with fewer CPU resource allocated. It should be noted804

that the low-latency advantage of Low-Latency over CE-VPS805

disappears when β equals 4.806

Thus, we conclude that both VBT and VIT have significant807

impact on the performance in terms of CPU resource cost,808

data transmission cost, and average latency. Specifically, Low-809

Latency, for each service demand, sets up a new VM and810

initializes required VNF instances, and this affects negatively811

its performance, both in terms of cost and latency (VIT has812

more impact than VBT). CE-VPS, instead, minimizes the813

costs of CPU resource and data transmission by attempting to814

re-use existing VNF instances and to avoid data transmission815

among different zones. As CE-VPS also ensures that latency816

requirement is satisfied, a superior trade-off between latency817

performance and cost can be achieved.818

As a whole, we show that re-using existing VM/VNF819

instances allows to more effectively satisfy latency require-820

ments, especially for latency-sensitive applications, e.g.,821

the emerging VR gaming. In turn, this indicates that it is822

desirable to have technologies for rapid VNF booting and to823

deploy VNFs in public clouds with short VBT.824

VII. CONCLUSION825

Cloud computing allows SPs to deploy VNFs into high-826

performance VMs in public cloud datacenters operated by827

CIPs. When deploying VNFs in cloud, the SP aims to828

minimize the cost paid to lease computing and networking829

resources, while satisfying diverse latency requirements of dif-830

ferent service demands. The optimization problem addressed831

in this study, namely the “VNF placement and scheduling832

in public cloud networks (VPS-CD)”, is different from other833

conventional versions of the VPS problem. In VPS-CD,834

we incorporate the impact of several realistic factors which835

are typically neglected in existing VPS solutions, e.g., VNF836

threading attributes, VM booting time, and VNF installation837

time. A solution to the VPS-CD problem has not been investi-838

gated before until now. In this study, a cost-efficient VPS-CD839

scheme is proposed, and to formulate the VPS-CD problem,840

a MILP and an efficient heuristic are designed for small-scale841

and large-scale networks, respectively. Our results confirm the842

importance of developing VNFs with short installation time843

and of using algorithms (such as VPS-CD) which promote844

the reutilization of existing VM/VNF instances. Compared845

to two baseline schemes, Best-Availability and Cost-Efficient846

Proactive VNF Placement (CPVNF), both total cost and 847

latency can be reduced by CE-VPS. Also, a better trade-off 848

between resource consumption and latency performance is 849

achieved by CE-VPS when compared to a conventional 850

Low-Latency scheme. 851
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Cost-Efficient VNF Placement and Scheduling in
Public Cloud Networks

Tao Gao , Xin Li , Yu Wu , Weixia Zou , Shanguo Huang , Member, IEEE,

Massimo Tornatore, Senior Member, IEEE, and Biswanath Mukherjee , Fellow, IEEE

Abstract— Following successful adoption of cloud computing,1

many service providers (SPs) are now using high-performance2

Virtual Machines (VMs) located in large datacenters owned by3

public cloud infrastructure providers to deploy their virtual net-4

work functions (VNFs). Since using these VMs has a cost depend-5

ing on utilization time, a complex problem of VNF placement6

and scheduling (VPS) must be addressed to achieve satisfactory7

network performance (e.g., latency) while minimizing the cost8

paid to lease VMs. In this study, a cost-efficient VPS scheme (CE-9

VPS) is proposed to address the VPS problem in public cloud10

networks considering dynamic requests of ordered sequences of11

VNFs. Our CE-VPS scheme goes beyond existing solutions as it12

models some important practical aspects such as an additional13

latency incurred by booting a VM and installing a VNF instance.14

Also, CE-VPS considers that VNFs can be multi-threaded or15

single-threaded, and that their throughput as a function of16

allocated computing resources must be modeled differently.17

CE-VPS is formulated as a mixed inter linear program (MILP)18

and also as an efficient heuristic algorithm. CE-VPS achieves19

lower cost and latency than conventional Best-Availability and20

Cost-Efficient Proactive VNF Placement schemes, and a better21

trade-off between resource consumption and latency performance22

than a conventional Low-Latency scheme.23

Index Terms— Network function virtualization, cost efficiency,24

VNF placement and scheduling, public cloud.25
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I. INTRODUCTION 26

NETWORK function virtualization (NFV) promises to 27

allow service providers (SPs) to reduce operational 28

expenditures (OpEx) and capital expenditures (CapEx) [1]. 29

Traditional network functions such as network address transla- 30

tor (NAT), firewall (FW), and intrusion detection system (IDS) 31

are implemented in hardware middleboxes, which are expen- 32

sive and complex to maintain and upgrade [2]. However, NFV 33

enables to run virtualized instances of these network functions, 34

i.e., virtual network functions (VNFs) [3], on generic com- 35

mercial off-the-shelf (COTS) servers, making provisioning of 36

service demands more flexible and efficient. 37

Service demands are often required to be steered through 38

an ordered set of network functions, which is referred to as a 39

service function chain (SFC) [4], e.g., traffic flow of a given 40

demand may be required to first traverse a FW and then an 41

IDS. Traditionally, traffic flows are routed through the required 42

network functions implemented in hardware middleboxes with 43

manually-configured routing tables. This process is complex, 44

error-prone, and not optimal in terms of networking resource 45

occupation. In contrast, SPs can deploy VNFs according to 46

service demands flexibly and dynamically, and they can even 47

be re-configured during runtime [5]. 48

With development of cloud computing [6], cloud infrastruc- 49

ture providers (CIPs) such as Google cloud platform (GCP) 50

and Amazon AWS offer on-demand computing in the form 51

of virtual machines (VMs) with a pay-as-you-go pricing 52

model [7], [8]. Hence, outsourcing VNFs and SFCs in pub- 53

lic clouds provides a good alternative for the SPs, espe- 54

cially for those who might not have geographically-distributed 55

datacenters, e.g., Altiostar, A10 Networks, etc. [9]. Since 56

CIPs usually own several datacenters distributed across large 57

geographical regions, the SP can customize the location of 58

VMs that host VNFs to reduce operational cost and latency. 59

Hence, how to minimize cost to lease computing and net- 60

working resources from CIPs is an important operational 61

problem for SPs [10]. This makes the problem of VNF place- 62

ment and scheduling in public cloud networks for dynamic 63

traffic (VPS-CD) different compared to existing methods 64

(e.g., [11]–[13]) whose objectives are primarily to decrease the 65

latency. 66

Solving the VPS-CD problem in realistic settings requires 67

one to account for several aspects which are often neglected 68

in previous studies. First, the cost paid by SPs to CIPs is 69

based on amount and duration of consumed cloud service. It is 70

the primary concern for SPs to reduce cost and improve the 71

quality of service (QoS) of demands. For instance, with more 72

0090-6778 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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allocated resources, some VNFs can achieve higher through-73

put [14] and hence lower processing latency, but in turn74

it may lead to a cost increase. Second, service demands75

arrive in networks dynamically with different requirements76

(e.g., latency), which should be provisioned in an efficient77

and flexible manner. For instance, to serve a latency-sensitive78

demand, VNFs with higher throughput are desired, while for79

latency-insensitive demands, inexpensive VNFs with lower80

throughput are enough. Third, a VNF instance is usually81

installed in a VM or container. Booting a VM and installing a82

VNF instance will incur some latency [15], which should be83

taken into account when scheduling the VNF to serve multiple84

demands. Finally, a VNF can be single-threaded (ST), which85

can utilize one CPU core at most, or multi-threaded (MT),86

which can get higher throughput with more CPU cores allo-87

cated [16]. For instance, a ST VNF (e.g., Snort ST IDS)88

should avoid to be installed in a VM with multiple CPU cores,89

otherwise computing resources will be wasted since all but one90

CPU cores are idle.91

In this study, we focus on the VPS-CD problem and propose92

a cost-efficient VPS scheme (CE-VPS) to minimize the cost93

paid by the SP to lease computing and networking resources.94

Our novel contributions can be summarized as follows:95

1) The joint VPS problem is, for the first time to the96

best of our knowledge, studied for dynamic traffic in97

a public cloud scenario. Several factors including opti-98

mal location determination of VM and VNF, trade-off99

between computing resource consumption and latency100

guarantee, and cost-efficient data transmission scheme101

between different VNF instances, are considered. This102

study allows SPs to identify the best solution (in terms103

of VNF placement and scheduling) to deploy VNFs in104

a public cloud with reasonable cost;105

2) We account for service demands with different latency106

requirements, i.e., fixed, variable, and unlimited. We also107

consider that, to reduce the latency caused by booting108

a VM and installing VNF instances, a VNF instance109

can remain in an idle state momentarily after it finishes110

previous data processing;111

3) We consider VNF attributes and the relationship between112

VNF throughput and amount of allocated comput-113

ing resources, which further improves resource utiliza-114

tion efficiency but makes the VPS-CD problem more115

complex;116

4) We formulate the VPS-CD problem as a mixed inte-117

ger linear program (MILP). Given a set of service118

demands with different parameters, the MILP aims to119

minimize the cost with latency constraints. As MILP120

is computationally prohibitive for large networks with121

many demands, we also develop an efficient heuristic122

algorithm.123

The rest of this study is organized as follows. In Section II,124

we review related work. The VPS-CD problem statement is125

provided in Section III. In Sections IV and V, MILP formula-126

tion and heuristic approach to solve the problem are presented,127

respectively. Illustrative numerical results are discussed in128

Section VI. Section VII concludes this study.129

II. RELATED WORK 130

NFV promises to reduce operation cost, and improve the 131

network efficiency and flexibility [17]. But it also increases 132

the complexity of resource allocation. In [18], authors divided 133

the NFV resource allocation problem into three parts: 1) VNF 134

chain composition, i.e., how to obtain a specific SFC given a 135

request since the order of VNFs may not be fixed; 2) VNF 136

forwarding graph embedding, i.e., strategy of placing VNFs 137

into physical network nodes; and 3) VNF scheduling, explor- 138

ing how to schedule the execution of VNFs to reduce the 139

latency of network services. The problem of VNF placement 140

and/or scheduling has been well investigated over the past 141

few years. 142

Authors in [19] first provided a mathematical formulation 143

for the problem of VNF scheduling by resorting to the flexible 144

job-shop problem. In [20], authors formulated the online VPS 145

problem and proposed several algorithms considering service 146

processing time, revenue, etc. Authors in [21] focused on 147

the joint problem of VNF scheduling and traffic steering to 148

minimize the total latency by proposing a MILP and a genetic 149

algorithm-based method. In addition to minimizing the latency 150

of service demands, other aspects should also be accounted 151

for. An energy-aware VNF placement scheme for SFC in 152

datacenters was proposed in [22] together with a power model 153

in servers and switches. Authors in [23] proposed a MILP 154

and a heuristic algorithm to reduce both end-to-end latency 155

and resource consumption. The VPS problem with objective 156

to minimize the operational cost incurred by deploying VNFs 157

without violating service level agreements (SLAs) is studied 158

in [24]. In [25], authors investigated two different types of 159

cost when multiple chained VNFs share the CPU resource: 160

upscaling cost and context-switching cost. 161

Many other challenges must be addressed to support deploy- 162

ing VNFs in VMs/containers in practice [26]. A virtualized 163

software middlebox platform named ClickOS was introduced 164

in [15]. While it is light-weight, VM booting latency cannot 165

be avoided. Also, to evaluate the performance of VNFs with 166

different thread attributes, authors in [16] conducted several 167

experiments, which verify that a MT VNF can get higher 168

throughput with more computing resources allocated. 169

Development of cloud computing has attracted attention 170

for SPs to outsource VNFs to public clouds. Two architec- 171

tures, APLOMB [27] and CloudNaaS [28], were proposed to 172

outsource enterprise middlebox processing to cloud. In [29], 173

authors studied the influence of NFV on CapEx of cloud-based 174

networks. In [6], a support vector regression-based predictive 175

model was used to minimize latency when deploying VNFs 176

in a multi-cloud network. In [30], performance of deploying 177

VNFs in an industry-relevant cloud platform (e.g., OpenStack) 178

in terms of throughput was evaluated. Authors in [10] studied 179

how to reduce cost when outsourcing the SFC to a multi-cloud 180

network. Also, a cost-efficient service-provisioning scheme 181

with QoS guarantee in a content-delivery network (CDN) was 182

proposed in [31]. These two studies have similar objectives to 183

ours; however, there are several differences: 1) We investigate 184

the joint VPS problem in a dynamic traffic scenario, while 185

both [10] and [31] studied the VNF placement problem for 186

static traffic; 2) Different service demands with diverse latency 187
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Fig. 1. SFC provisioning in the public cloud network.

requirements are generated in our study, while [31] focused on188

fixed QoS requirement; 3) We consider VNFs with different189

thread attributes, and computing resources can achieve dif-190

ferent throughputs, making VNF scheduling more complex;191

and 4) Realistic settings, e.g., VM booting time (VBT), VNF192

installation time (VIT), etc., are accounted for in our study.193

Moreover, the mechanism that a VNF instance can remain194

in an idle state for a period of time after it finishes any195

processing task, which is studied in our previous work [32],196

is also introduced to reduce the latency.

AQ:3

197

III. VPS-CD PROBLEM STATEMENT198

In this section, we first introduce the network model and199

the metric to evaluate the incurred cost to lease computing and200

networking resources. Then, the VPS-CD problem is defined.201

To solve the problem, a conventional low-latency scheme202

whose objective is to reduce latency is reported and compared203

with our cost-efficient scheme. Finally, concept of idle state is204

introduced.205

A. Network Model206

1) Network Topology and Service Demand: The principle207

of SPs outsourcing SFCs into the public cloud is illustrated208

in Fig. 1. A CIP usually has several geographically-distributed209

datacenters, divided into different regions and zones. For210

instance, Google has five regions across the United States,211

in each of which there is one or more zones. Computing212

resources will be charged at different prices and a trans-213

mission fee will be incurred if data is transmitted between214

different zones. Table I shows pricing scheme of GCP for215

computing and networking resources in different regions. CIPs216

offer a pay-as-you-go pricing model. Thus, SPs can set up217

a VM where and when it is required. Hence, to provision a218

service demand of a user (e.g., Users A and B in Fig. 1), which219

requires a SFC consisting of a specific-ordered set of VNFs,220

the SP’s objective is to place these VNFs into the VMs offered221

by the CIP, and also schedule these VNFs while minimizing222

cost and satisfying latency requirement of service demands.223

Based on the pricing scheme, network topology is repre-224

sented as G(V, U, E), where V denotes set of VM-capable225

nodes, U denotes set of user nodes, and E denotes set226

of physical links. A service demand r is presented as227

TABLE I

PRICING SCHEME OF GCP [7]

r =< sr, ar, dr, lr, sr, dr >, where sr is required SFC, 228

ar is arrival time, dr is size of data to be processed in GB, 229

lr is latency requirement, sr is source, and dr is destination. 230

We consider three types of latency requirements: 231

1) fixed, lr = lfr , i.e., demand should be provisioned within 232

deadline lfr , which means it is latency-sensitive, e.g., 233

real-time gaming [33]; 234

2) variable, lr = [lreq
r , lmax

r ], i.e., it is desirable to provision 235

demand within lreq
r , but it is acceptable to finish within 236

lmax
r , e.g., video streaming [34]; 237

3) unlimited, lr → +∞, i.e., service demand is insensitive 238

to latency, e.g., FTP service [35]. 239

Assume SFC sr consists of an ordered set of VNFs denoted 240

as Fsr = (fsr,1, fsr,2, . . . , fsr,k), where k is length of SFC, 241

i.e., k = |Fsr |. To process the data of a demand, an instance 242

of the required VNF must be installed into a VM with a 243

certain amount of computing resources allocated, which are 244

represented in number of CPU cores for simplicity. A VM can 245

host multiple VNFs, and it will be shut down after all VNFs 246

finish processing user data. The basic throughput of a VNF is 247

Pf Gbps. If a MT VNF is installed in a VM with multiple 248

allocated CPU cores, it can achieve a higher throughput while 249

a ST VNF always has a basic throughput [16]. To simplify the 250

problem, we assume the throughput of a MT VNF is linearly 251

proportional to the amount of CPU cores allocated, i.e., if c 252

CPU cores are allocated for the VM hosting the instance of 253

MT VNF f , the throughput is c × Pf Gbps. 254

2) Cost Evaluation: Cost incurred by an SP depends on 255

three components: 1) number of VMs set up; 2) duration a 256

VM keeps running and amount of CPU cores allocated to it; 257

and 3) amount of data transferred between different zones. 258

In general, our cost model is based on the usage of two 259

types of resources, i.e., computing and networking resources. 260

Note that, if relevant, other kinds of resources, e.g., storage 261

and memory, could be added to our model without impacting 262

the overall proposed scheme. Furthermore, if we consider 263

that some CIPs might charge for the used link bandwidth 264

(e.g., AWS), the cost model can be freely modified to include 265

an additional item. 266

To quantitatively evaluate the total cost, Eq. (1) is intro- 267

duced, where M is set of used VMs, cm is number of CPU 268
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cores allocated for VM m, the sum in the brackets is runtime269

of VM m, PCPU
m is price in dollars per CPU core per time270

unit, and d (resp. Pnet) is total size (resp. transmission fee)271

of data in GB transmitted between different zones. Runtime272

of VM m is calculated by summing up VBT Bm, runtime of273

all installed VNF instances (whose set is denoted by Fm), and274

time consumed to shut down VM Dm. Furthermore, runtime275

of VNF instance f is Wf = tins
f +

∑
r tprs

f,r + tidle, where276

tins
f denotes VIT of VNF instance f , tprs

f,r denotes duration277

that VNF instance f processes data of demand r, and tidle
278

denotes duration of idle state.279

costtotal =
∑

m∈M

cm ×
⎛
⎝Bm +

∑
f∈Fm

Wf + Dm

⎞
⎠280

×PCPU
m + d × Pnet (1)281

B. Low-Latency Scheme vs. CE-VPS Scheme282

VPS-CD Problem Definition: Given network topology of283

public clouds with pricing scheme, the objective of placing284

and scheduling VNFs is to minimize cost incurred by the SP285

to lease computing and networking resources; also, latency286

requirements of service demands, which arrive dynamically,287

should be satisfied.288

To solve the VPS-CD problem, we propose a CE-VPS289

scheme and compare it with a conventional low-latency290

scheme (C-VPS) whose objective is to minimize latency [22].291

1) Comparison of Schemes: C-VPS scheme is shown292

in Fig. 2(a). There are two service demands R1 and R2,293

which have the same size of data to be processed (1GB) and294

latency requirement (3.5s), but require different SFCs (SFC1295

and SFC2, respectively), and arrive at different moments296

(0s and 3s, respectively). SFC1 (resp. SFC2) consists of two297

VNFs: ST f1 and MT f2 (resp. MT f2 and ST f3). Basic298

throughput of all VNFs are assumed to be 1Gbps.299

In C-VPS, different VNFs requested by a service demand300

are installed in a single VM to avoid data transmission latency.301

As shown in Fig. 2(a), a transmission latency of 0.1s is302

initially incurred (capacity of connection between user node303

and datacenter in public cloud is assumed to be 10Gbps in304

this example). To provision service demand R1, we first set305

up a VM with two allocated CPU cores, which incurs a306

VM booting latency (1s in the example) and a VNF installation307

latency (0.2s). Since f1 is ST and basic throughput is 1 Gbps,308

processing latency of f1 is 1s. After that, instance of f2309

is installed in same VM, whose throughput is doubled with310

2 CPU cores, i.e., 2Gbps, and processing latency is 0.5s.311

Finally, data is transferred from VM1 to the destination with312

a transmission latency of 0.1s. In conclusion, total latency of313

demand R1 is 3.1s. However, as f1 is ST, one CPU core of314

VM1 is idle, leading to a waste of computing resources. The315

example is analogous for demand R2.316

However, the proposed CE-VPS scheme can place and317

schedule VNFs based on their attributes, as shown in Fig. 2(b).318

For R1, another VM with two CPU cores allocated is set319

up for the instance of f2 to achieve higher throughput. Also,320

since we can boot VM2 in advance before the data processed321

Fig. 2. Comparison of different schemes.

by the instance of f1 arrives, latency can be reduced. Basic 322

bandwidth of connection from VM1 to VM2 is assumed to 323

be 5Gbps (actually, bandwidth can be customized), hence 324

transmission latency incurred is 0.2s. For the instance of f2 325

installed in VM2, it remains in idle state for a period of time. 326

During this period, demand R2 arrives, and the instance can 327

start to process its data immediately. Hence, total latency of 328

R2 can be decreased from 3.1s in C-VPS to 1.9s. Assume 329

price of per-CPU core is $P /s, then total costs of C-VPS and 330

CE-VPS can be calculated by 2.9×2×2×P = 11.6P dollars 331

and (2.2× 2 + 2.3× 2)×P = 9P dollars, respectively. Thus, 332

CE-VPS achieves significantly-lower cost (24%) compared to 333

C-VPS. 334

2) Idle State: In this subsection, we recall the concept of 335

the idle state through an example. Fig. 3(a) shows two service 336

demands R1 and R2, requiring the same SFC, that arrive in the 337

network at different instants. To provision R1, VM1 is booted 338

and a new instance of VNF f1 is installed, incurring some 339

latency. In a conventional scheme, after f1 finishes processing 340

the data of R1, data will be transmitted to the instance of 341

VNF f2; meanwhile, the instance of f1 will be removed to save 342

computing resources. When R2 arrives, the same procedure 343
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Fig. 3. Different VPS strategies: (a) without idle state and (b) with idle state.

is executed, unnecessarily increasing latency (i.e., intuitively,344

it would have been preferable to maintain f1 and f2 active,345

avoiding the re-booting).346

In our proposed scheme, VNF instances (e.g., VNF f1347

and f2 as shown in Fig. 3(b)) can remain in idle state after348

they finish the previous task. Thus, when R2 arrives, a VNF349

instance can start working immediately without the need for350

booting a new VM and re-installing a VNF instance. When351

the load of service demands is high, idle state can improve352

the network performance remarkably in terms of additional353

computing resources. Details about how idle state can affect354

network performance in terms of latency, resource utilization,355

etc., can be found in [32]. In this study, a fixed duration of356

idle state is assumed for VNF instances.357

IV. MILP FORMULATION358

In this section, the CE-VPS scheme is formulated as a MILP,359

which tries to minimize the total cost spent by the SP on360

computing and networking resources provided by the CIP.361

Notations Description
G(V, U, E) Cloud network topology, where V is set of

VM-capable nodes, U is set of user nodes,
and E is set of links, (i, j) ∈ E.

Lκ
(i,j) Length of κth shortest path between nodes

i and j, κ ∈ K .
Hz

i 1 if node i belongs to zone z, z ∈ Z , and
Z is set of zones.

PCPU
z Price of a CPU core per hour in zone z.

Pnet Price of data when traffic transferred
between different zones (per GB).

Φ Speed of light in fiber, 200 km/ms.
Ω Transmission rate from a user node to a

VM-capable datacenter node.
Ψ A large integer constant.
C Maximum number of available CPU cores,

c ∈ [1, C].
N Highest level of egress network capacity

that a VM can have, n ∈ [1, N ]. Basic
network capacity is Θ Gbps.

F, M Set of VNFs, f ∈ F , and set of VMs, m ∈
M , respectively.

362

Δf Indicator denoting whether VNF f is MT,
i.e., Δf = 1, or ST, i.e., Δf = 0.

Pf Basic processing capacity of VNF f .
I, B, D VIT, VBT, and time consumed to remove

a VM, respectively.
S Set of SFCs, s ∈ S.
Fs Set of VNFs in SFC s, Fs ⊆ F . Let fs,k

denote the kth VNF in SFC s, fs,k ∈ Fs.
R Set of service demands, r ∈ R.

363

Variables Description
ϕ Float variable denoting total cost.
xm Integer variable denoting time when VM m

is initialized.
ym Integer variable denoting time when VM m

is removed.
lim,c Integer variable denoting runtime of VM m

in node i with c CPU cores.
qc
m ∈ {0, 1} 1 if VM m is allocated with c CPU cores.

gi
m ∈ {0, 1} 1 if VM m is initialized in node i.

hf,m
r ∈ {0, 1} 1 if an instance of VNF f requested by

demand r, is installed in VM m.
hf,z

r ∈ {0, 1} 1 if VNF f is installed in a VM that
belongs to zone z.

pf
r Integer variable denoting the moment when

VNF f requested by demand r starts to
process user data.

pf,f ′
r,r′ ∈ {0, 1} 1 if VNF f requested by r starts to process

data before VNF f ′ requested by r′ does.
wf

r Integer variable denoting processing
latency of VNF f requested by demand r.

wk
r Integer variable denoting transmission

latency between VMs hosting kth and (k+
1)th VNF instances.

uk
r ∈ {0, 1} 1 if kth and (k + 1)th VNF instances are

installed in different VMs.
an

m ∈ {0, 1} 1 if egress network capacity level allocated
for VM m is n.

ok
r Integer variable denoting propagation

latency between VMs hosting kth and
(k + 1)th VNF instances.

zr
k ∈ {0, 1} 1 if locations of VMs hosting kth and

(k+1)th VNF instances belong to different
zones.

er,κ
(i,j) ∈ {0, 1} 1 if the κth shortest path between nodes i

and j is established for demand r.
364

A. Objective Function 365366

Minimize(ϕ) (2) 367

The MILP objective is to minimize the total cost as in 368

Eq. (3). 369

ϕ =
∑
z∈Z

∑
i∈V

∑
c∈[1,C]

∑
m∈M

c × lim,c × Hz
i × PCPU

z 370

+
∑
r∈R

∑
k∈[1,|Fsr |−1]

dr × zr
k × Pnet (3) 371
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B. Latency Constraints372

373

ar + lr ≥ p
fsr,k
r + w

fsr ,k
r +

dr

Ω
+

∑
i∈V

er,κ

(i,dr)
× Lκ

(i,dr)

Φ
,374

∀r ∈ R, fsr,k ∈ Fsr , κ ∈ K (4)375

Eq. (4) ensures the latency requirement of demand r. First376

two items on right side ensure the last required VNF finishes377

processing all data before the deadline. Transmission and378

propagation latency are also considered.379

p
fsr,1
r ≥ ar +

dr

Ω
+

∑
i∈V

er,κ
(sr ,i) × Lκ

(sr,i)

Ψ
,380

∀r ∈ R, fsr,1 ∈ Fsr , κ ∈ K (5)381

Eq. (5) ensures the first VNF instance of the SFC can382

start to process data only after the data has been transferred383

from the user node to the node where the VM is hosting the384

first VNF through the κth shortest path, which induces some385

transmission and propagation latency.386

p
fsr,k
r + w

fsr,k
r + wk

r + ok
r ≤ p

fsr,k+1
r ,387

∀r ∈ R, k ∈ [1, |Fsr | − 1], fsr,k ∈ Fsr (6)388

Eq. (6) ensures that processing at VNF fsr,k+1 should not389

start until the data has been processed by the previous VNF390

and transferred to the VM hosting VNF fsr,k+1.391

wf
r ≥ dr

Pf
× (Δf × qc

m

c
+ 1 − Δf ) + Ψ × (hf,m

r − 1),392

∀r ∈ R, f ∈ Fsr , c ∈ [1, C], m ∈ M (7)393

Eq. (7) calculates the VNF processing latency. Specifically,394

if the VNF is MT, that is Δf = 1, the latency is calculated395

through multiplying basic processing capacity Pf by the396

number of CPU cores allocated. Otherwise, the latency is397

calculated only in terms of basic processing capacity.398

wk
r ≥ dr

Θ × n
× an

m + Ψ × (hfsr,k,m
r + uk

r − 2),399

∀r∈R, k∈ [1, |Fsr |−1], fsr,k∈Fsr , n∈ [1, N ], m∈M400

(8)401

Eq. (8) calculates that transmission latency between VNFs402

fsr,k and fsr,k+1, which applies only when they are deployed403

in different VMs, i.e., both h
fsr,k,m
r and uk

r equal one. The404

latency is calculated in terms of the egress network capacity405

level n allocated to the VM that hosts fsr,k, where a higher406

level means the latency can be reduced.407

ok
r ≥ (hfsr,k,m

r + gi
m + h

fsr,k+1,m′
r + gj

m′ − 3) ×
Lκ

(i,j)

Ψ
408

+ (er,κ
(i,j) − 1) × Ψ, ∀r ∈ R, k ∈ [1, |Fsr | − 1],409

fsr,k, fsr,k+1 ∈ Fsr , m, m′ ∈ M, i, j ∈ V, κ ∈ K (9)410

1 ≥
∑
κ∈K

er,κ
(i,j) ≥ hf,m

r + gi
m + hf ′,m′

r + gj
m′ − 3,411

∀r ∈ R, f, f ′ ∈ Fsr , m, m′ ∈ M, i, j ∈ V (10)412

Eq. (9) calculates propagation latency of the κth shortest413

path between the two VMs hosting two consecutive VNFs in a414

service chain. This applies only when two VNFs are deployed415

in different nodes, i.e., when the sum of all variables within416

the brace equals one. Eq. (10) ensures at most one among 417

K-shortest paths is selected. 418

C. VNF Placement Constraints 419

420∑
m∈M

hf,m
r = 1, ∀r ∈ R, f ∈ Fsr (11) 421

Eq. (11) ensures that each VNF of the requested SFC should 422

be installed in only one VM. 423∑
r∈R

∑
f∈Fsr

hf,m
r ≥

∑
i∈V

gi
m ≥

∑
r∈R

∑
f∈Fsr

hf,m
r /Ψ, ∀m ∈ M 424

(12) 425

Eq. (12) ensures that, if a VM is responsible to process user 426

data, it should be mapped into a VM-capable node. 427∑
κ∈K

eκ
(sr ,i) ≥ h

fsr,1,m
r + gi

m − 1, 428

∀r ∈ R, fsr,1 ∈ Fsr , m ∈ M, i ∈ V (13) 429∑
κ∈K

eκ
(i,dr)

≥ h
fsr,|Fsr |,m
r + gi

m − 1, 430

∀r∈R, fsr,|Fsr |∈Fsr , m∈M, i∈V (14) 431

Eqs. (13)-(14) ensure a connection is established from 432

the source to the node where the first VNF is installed, 433

and from the node where the last VNF is installed to the 434

destination. 435

D. VNF Scheduling Constraints 436

437

xm + B + I ≤ pf
r + Ψ × (1 − hf,m

r ), 438

∀m ∈ M, r ∈ R, f ∈ Fsr (15) 439

Eq. (15) ensures the VM should boot before any VNF 440

installed in it begins to process data. 441

ym ≥ D + pf
r + Ψ × (hf,m

r − 1) + wf
r , 442

∀m ∈ M, r ∈ R, f ∈ Fsr (16) 443

Eq. (16) ensures the VM can be shut down after all hosting 444

VNFs have finished their tasks. 445

2 − h
fsr,k
m − h

fsr,k+1
m ≥ uk

r ≥ h
fsr,k
m + h

fsr,k+1
m′ − 1, 446

∀r ∈ R, fsr,k, fsr,k+1 ∈ Fsr , m, m′ ∈ M, m 	= m′ (17) 447

Eq. (17) determines value of uk
r , which is used to denote 448

whether two consecutive VNFs in a SFC are installed in two 449

different VMs. uk
r equals 1 iff the VNFs are deployed in two 450

different VMs m and m′, where both variables h
fsr,k
m and 451

h
fsr,k+1
m′ equal 1. 452

zr
k ≥ h

fsr,k,z
r + h

fsr,k+1,z′
r − 1, 453

∀r∈R, fsr,k, fsr,k+1∈Fsr , z, z′∈Z, z 	=z′ (18) 454

hf,z
r ≥ (hf,m

r + gi
m − 1) × Hz

i , 455

∀r ∈ R, f ∈ Fsr , i ∈ V, z ∈ Z, m ∈ M (19) 456

Eqs. (18)-(19) determine whether VNFs fsr,k and fsr,k+1 457

are located in two nodes that belong to different zones. 458

ym − xm + (qc
m + gi

m − 2) × Ψ ≤ lim,c 459

≤ (2 − qc
m − gi

m) × Ψ, ∀m ∈ M, c ∈ [1, C], i ∈ V (20) 460

Eq. (20) determines runtime of VM m with c CPU cores. 461

1 ≥ pf,f ′
r,r′ + pf ′,f

r′,r ≥ hf,m
r + hf ′,m

r′ − 1, 462

∀r, r′ ∈ R, f ∈ Fsr , f ′ ∈ Fsr′ , m ∈ M (21) 463
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pf
r + wf

r + I − pf ′
r′ ≤ (1 − pf,f ′

r,r′ ),464

∀r, r′ ∈ R, f ∈ Fsr , f ′ ∈ Fsr′ (22)465

Eqs. (21)-(22) ensure that, if two VNFs f and f ′ requested466

by different demands are installed in the same VM, which467

means both hf,m
r and hf ′,m

r′ equal 1, the VM cannot process468

the two requests at the same time. Hence, the processing order469

is determined by Eq. (22), where if pf,f ′
r,r′ equals one, meaning470

that, if VNF f first processes data, VNF f ′ cannot work until471

VNF f finishes and an instance is installed.472

E. Resource-Allocation Constraints473

474

1 ≥
∑

c∈[1,C]

qc
m ≥

∑
r∈R

∑
f∈Fsr

hf,m
r /Ψ, ∀m ∈ M (23)475

Eq. (23) calculates the number of CPU cores allocated to a476

VM.477

In the MILP, dominant number of variables is among lim,c,478

hf,m
r , hf,z

r , and pf,f ′
r,r′ , which are O(|V | × |M | × C), O(|F | ×479

|M |×|R|), O(|F |×|Z|×|R|), and O(|F |2×|R|2), respectively.480

|V | is size of VM-capable node set, |M | is size of VM set, |F |481

is size of VNF set, |R| is size of service demand set, and |Z|482

is number of zones. About constraints, the dominant number483

is among (9) and (21), which are of complexity O(|F |× |R|×484

|M |2 × |V |2) and O(|F |2 × |R|2 × |M |), respectively.485

V. HEURISTIC APPROACH486

The MILP is computationally prohibitive for large net-487

works. Hence, an efficient heuristic is developed to achieve488

near-optimal performance for dynamic service demands in489

large networks. The heuristic for CE-VPS consists of three490

sub-algorithms, i.e., optimal zone determination (OZD),491

latency requirement verification (LRV), and service demand492

provisioning (SDP).493

A. OZD Algorithm494

OZD is responsible to find the optimal zone to host as many495

instances of required VNFs as possible, where transmission496

cost is minimized. We construct a |Z|× |Fs| matrix M , which497

is represented as follows. Element mfk,zj equals 1 if there is498

at least one instance of VNF fk in zone zj , and 0 otherwise.499

Next, for each row, we do AND operation between any two500

adjacent elements and sum the results up to get vector V ,501

where the largest value vj denotes that zone zj hosts most502

qualified VNFs so data transmission fee can be decreased.503

V = AND(M) =

⎡
⎢⎢⎢⎣

∑
k∈[1,|Fs|−1] mfk,z1 & mfk+1,z1∑
k∈[1,|Fs|−1] mfk,z2 & mfk+1,z2

...∑
k∈[1,|Fs|−1] mfk,z|Z| & mfk+1,z|Z|

⎤
⎥⎥⎥⎦504

=

⎡
⎢⎢⎢⎣

v1

v2

...
v|Z|

⎤
⎥⎥⎥⎦ , M =

⎡
⎢⎣

mf1,z1 · · · mf|Fs|,z1

...
. . .

...
mf1,z|Z| · · · mf|Fs|,z|Z|

⎤
⎥⎦505

The pseudo-code of OZD (Algorithm 1) is stated as506

follows. In Algorithm 1, we first determine the VMs that507

Algorithm 1: OZD Algorithm
Input: Service demand r and its deadline DDL
Output: Optimal zone z, and set of qualified VNFs Q in

z
1 Find set of VMs hosting VNFs required by demand r,

i.e., Fs = (f1, f2, . . . , f|Fs|);
2 Initialize time indicator T = a + d/Cin and candidate

instance sets, i.e., If1 , If2 , . . . Ifk
= ∅;

3 if DDL 	= +∞ then
4 for each f ∈ Fs do
5 Add the instance of VNF f to If , if it is available

at time T ;
6 Update T = T + d/Pf ;

7 else
8 Add all existing instances for each VNF to sets

If1 , If2 , . . . , Ifk
correspondingly;

9 Employ the matrix-based method to find optimal zone z
and VNF set Q, and return;

host the instances of required VNFs. In line 2, relevant 508

parameters are initialized, where time indicator T is used 509

to estimate the time at which each VNF in Fs should 510

start to process the data. Candidate sets If1 , If2 , . . . , Ifk
are 511

used to store the qualified instances for each VNF. Note that, 512

for the first VNF in SFC s, processing should start after the 513

data is transmitted from user node s to the datacenter with a 514

latency of d/Cin, where d is data size and Cin is ingress 515

network capacity from the user to the public cloud. From 516

line 4 to 6, if the demand must finish before deadline DDL, 517

each VNF instance is checked whether it is available at a 518

certain moment, and time indicator T is updated with the 519

estimated processing time according to the basic throughput 520

of the VNF. Otherwise, all instances are selected as candi- 521

dates since the demand is insensitive to latency as stated in 522

line 8. In line 9, to find the optimal zone, the matrix-based 523

method presented above is employed, and then the results are 524

returned. 525

Complexity: In line 1, complexity of obtaining VMs is 526

O(Vmax), where Vmax denotes maximum number of VMs. 527

From line 4 to 6, it requires O(VmaxFmax) to check the avail- 528

ability of each instance of each required VNF, where Fmax is 529

maximum number of the VNFs in a SFC. Matrix operation to 530

find the optimal zone in line 9 requires O(Vmax|Z|). Taking 531

all steps into consideration, time complexity of Algorithm 1 532

is O(Vmax(Fmax + |Z|)). 533

B. LRV Algorithm 534

LRV is responsible to check whether user data can be 535

processed by candidate instance set Λ within deadline DDL. 536

Pseudo-code of LRV (Algorithm 2) can be summarized 537

as follows. Time indicator T is initialized in line 1. Next, 538

in line 3, propagation and transmission latency is calculated for 539

the path from source of the demand to the datacenter hosting 540

the first VNF instance. Specifically, Yen’s algorithm [36] is 541

employed to calculate K-shortest paths, and the one with 542
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Algorithm 2: LRV Algorithm
Input: Arrival time a of service demand r, candidate

instance set Λ, deadline DDL, and size of data to
be processed d

Output: true, if DDL can be met; false, otherwise
1 Initialize time indicator T = 0;
2 Calculate K-shortest path from source s of r to location

of first VNF instance if1 in Λ and select the one with
least latency lat(s, if1);

3 Set T = a + d/Cin + lat(s, if1);
4 for each k ∈ |Λ| do
5 Get its throughput P ∗

fk
, available time TSfk

, and
egress network capacity Cfk

;
6 T = max(TSfk

, T ) + d/P ∗
fk

;
7 if k ≤ |Λ| − 1 then
8 T = T + d/Cfk

+ lat(ifk
, ifk+1);

9 else
10 T = T + d/Ceg + lat(ifk

, d);

11 return T ≤ DDL? true: false;

least latency is selected. From lines 4-10, T is updated after543

each VNF instance processes the data. Specifically, in line 5,544

relevant parameters are obtained, where P ∗
fk

is throughput of545

VNF instance fk, TSfk
is the time that fk can actually start546

to process the data, and Cfk
is egress network capacity of the547

VM hosting fk. Egress network capacity is flexible and can548

be customized. In line 6, T is updated according to the actual549

start processing time. Then, in lines 7-10, transmission latency550

and propagation latency are considered. Finally, the result is551

returned.552

Complexity: In line 2, complexity of Yen’s algo-553

rithm is O(K|V |(|E| + |V | log |V |)). Complexity of the554

for loop from line 4 to 10 is O(FmaxK|V |(|E| +555

|V | log |V |)). In conclusion, complexity of Algorithm 2 is556

O(FmaxK|V |(|E| + |V | log |V |)).557

C. SDP Algorithm558

SDP is responsible to serve a single demand that559

arrives dynamically, and pseudo-code of SDP is reported in560

Algorithm 3. In lines 1-3, deadline DDL is determined based561

on type of latency requirement of r. Algorithm 1 is called562

to find optimal zone z and corresponding VNFs in line 4.563

Lines 5-18 employ existing or newly-installed VNF instances564

to serve r. Specifically, in lines 6-7, an existeing instance of565

the required VNF in zone z is selected. If there is no available566

instances, the VNF prior to it is checked to see whether they567

are both ST or MT, in lines 9-10. If they have the same568

attribute, a new VNF instance is installed in the VM hosting569

the prior VNF instance. In lines 12-14, if previous procedures570

fail, other zones are checked to determine whether there are571

qualified instances. In lines 15-17, a new VM will be booted,572

for which number of required CPU cores is calculated in573

Eq. (24).574

Algorithm 3: SDP Algorithm
Input: Service demand r

1 Initialize set of VNF instances to serve r, i.e., Λ = ∅,
deadline for r, i.e., DDL = lr;

2 if r has a variable latency requirement then
3 Set DDL = lreq

r ;

4 Call Algorithm 1 with < r, DDL > to find optimal
zone z and qualified VNF set Q;

5 for each fk ∈ Fs, k ≤ |Fs| do
6 if fk ∈ Q then
7 Find qualified instance if in zone z, Λ = Λ ∪ if ;

8 else
9 if fk−1 ∈ Q, and meantime, fk−1 and fk have the

same attribute then
10 Install an instance ifk

in fk−1’ VM;

11 else
12 Check all instances of fk in other zones;
13 if there exist qualified instances then
14 Select the one ifk

in the most inexpensive
zone;

15 else
16 Set up a new VM in zone z with N CPU

cores, calculated by Eq. (24);
17 Install an instance ifk

in the VM;

18 Λ = Λ ∪ ifk
, Q = Q ∪ fk;

19 Call Algorithm 2 with args < a, Λ, DDL, d > and get
the returned result flag;

20 if flag == true then
21 Serve the demand with Λ;

22 else if DDL == lreq
r then

23 Set DDL = lmax
r , go to Step 4;

In Eq. (24), if VNF f is ST, number of required 575

CPU core is one. Otherwise, it is calculated according 576

to deadline DDL and processing latency of other VNFs, 577

i.e.,
∑

f ′∈Fs/f
d

Pf′ . Note that processing latencies of other 578

VNFs are estimated in terms of their basic throughput; hence, 579

actual processing latency can be smaller than the estimated 580

value. 581

N =

⎧⎪⎪⎨
⎪⎪⎩

1, f is ST⎡
⎢⎢⎢
d/

⎛
⎝

⎛
⎝DDL−

∑
f ′∈Fs/f

d/Pf ′

⎞
⎠×Pf

⎞
⎠

⎤
⎥⎥⎥

, f is MT
582

(24) 583

In line 19, Algorithm 2 is called to verify whether the 584

latency requirement is met. From line 22 to 23, if LRV 585

fails, we check whether the latency requirement can be 586

relaxed. 587

Complexity: In line 4, Algorithm 1 is called and its 588

complexity has been analyzed. Complexity of the for loop in 589

lines 5-18 is O(FmaxVmax). Complexity of Algorithm 2 has 590
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Fig. 4. Network topologies used in simulation.

also been analyzed. Taking all steps into consideration, com-591

plexity of Algorithm 3 is O(Fmax(K|V |(|E|+ |V | log |V |)+592

Vmax) + Vmax|Z|), which runs in polynomial time.593

VI. PERFORMANCE EVALUATION594

In this section, we first evaluate the performance of CE-VPS595

through the MILP in a small-scale network. Then, the heuristic596

algorithms of CE-VPS and three conventional VPS schemes597

are compared in large-scale networks.598

A. Simulation Setup599

The MILP is implemented using ILOG CPLEX v12.5, and600

heuristic algorithms are coded in Python. All simulations run601

on a personal computer with Intel i7-7600 2.9 GHz CPU,602

16 GB RAM, and Windows 10 operating system.603

For MILP, network topology N6S9 shown in Fig. 4(a)604

is employed, which includes two NFV-capable datacenters605

belonging to different zones. Prices of CPU core in each606

zone are $0.03/hour and $0.04/hour, respectively. Networking607

price for data transmission between zones is $0.01/GB. Data608

sizes and latency requirements (including fixed and variable)609

of demands are uniformly distributed in the range [0.1GB,610

2GB] and [0.1s, 15s], respectively, according to different types611

of applications [37]. Further, value of latency requirement is612

set as infinite for latency-insensitive demands. We assume613

three VNFs, whose throughputs and attributes are (1Gbps,614

MT), (2Gbps, MT), and (4Gbps, ST). Also, VBT and VIT are615

assumed to be 20ms and 10ms, respectively. Basic network616

capacity Θ is 5 Gbps, and if a VM is allocated with c617

CPU cores, its egress network capacity is c × Θ Gbps [7].618

Performance of MILP is compared with CE-VPS heuristic by619

giving as input the same set of static service demands. Besides,620

three baseline schemes whose main procedures are as follows.621

1) CPVNF [31]: For each demand, servers (replaced by622

VMs in this study for fair comparison) with higher623

importance rank metric (SIR) are selected for required 624

VNFs. SIR is originally defined according to the remain- 625

ing computing capacity of a server, bandwidth capacity 626

of links, and whether VNF instances preexist. Since in 627

our study we are considering a public cloud, and com- 628

puting resource and bandwidth in public cloud can be 629

regarded as unlimited (e.g., the link bandwidth between 630

datacenters can reach over 1 Pbps in Google datacenter 631

network [38]), we modify SIR definition by using the 632

available time and number of CPU cores of a VM instead 633

of remaining computing and bandwidth capacity. 634

2) Best-Availability [20]: For each required VNF of 635

a demand, the scheme attempts to place it into a 636

VM whose current demand queue has the earliest finish 637

time (i.e., best availability). 638

3) Low-Latency [22]: This scheme sets up a new VM to 639

host all VNF instances for each demand. Number of 640

CPU cores allocated to the VM is calculated according 641

to Eq. (24). 642

The heuristic approach is conducted on US Backbone topol- 643

ogy [39], as shown in Fig. 4(b), and there are four datacenters 644

belonging to four different zones. Prices of CPU core in 645

datacenters 1, 13, 19, and 26 are $0.034/h, $0.038/h, $0.04/h, 646

and $0.035/h, respectively, based on the pricing scheme of 647

GCP [7] as stated before. Traffic arrives dynamically according 648

to a Poisson distribution with λ demands per second. Four 649

different SFCs and six optional VNFs, i.e., NAT, FW, traffic 650

monitor (TM), WAN optimization controller (WOC), intrusion 651

detection and prevention system (IDPS), and video optimiza- 652

tion controller (VOC), are considered [25], [40]. Four SFCs 653

are: Web Service (NAT-FW-TM-WOC-IDPS), VoIP (NAT-FW- 654

TM-FW-NAT), Video Streaming (NAT-FW-TM-VOC-IDPS), 655

and Online Gaming (NAT-FW-VOC-WOC-IDPS). We assume 656

throughputs and attributes of optional VNFs are (2Gbps, ST), 657

(1Gbps, MT), (1Gbps, ST), (2Gbps, MT), (4Gbps, ST), and 658

(4Gbps, MT) [40], [41], respectively. The duration of idle 659

state is to 2 seconds according to our previous work. Other 660

parameters are the same as that in the MILP. To obtain 661

good statistical confidence of results, the simulation is run 662

20 times for each traffic load and we take the average. In each 663

simulation run, 10,000 demands are generated. 664

B. Performance Comparison: MILP and Heuristics 665

Fig. 5 shows the cost of different schemes, which is nor- 666

malized to the largest value achieved by Best-Availability. 667

We observe that MILP can reduce the cost by over 10%, 668

11%, and 14% on average compared with Low-Latency, 669

CPVNF, and Best-Availability Algorithms, respectively. More- 670

over, CE-VPS achieves close-to-optimal results, where average 671

gap is 4.7%. Best-Availability has the worst performance, as it 672

prefers to select instances with earliest finish time, even it is 673

in a different zone incurring data transmission cost. 674

Table II compares the running time of different schemes. 675

We find that, with increasing number of demands, time con- 676

sumed by MILP increases significantly. It spends over 5 hours 677

on 10 demands, which becomes impractical to be employed. 678

However, all heuristic approaches obtain results with around 679

100ms. 680
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Fig. 5. Normalized cost.

TABLE II

AVG. RUNNING TIME OF DIFFERENT SCHEMES (s)

C. Performance Comparison of Different Heuristics681

The performance of our proposed CE-VPS heuristic and682

three baseline algorithms are evaluated according to CPU683

resource cost, data transmission cost, average latency, and684

average number of used VMs per service demand. These685

results are plotted with a confidence level of 95%.686

In Fig. 6(a), results show that CPU resource cost increases687

almost linearly with traffic load for all schemes. Com-688

pared to Best-Availability, CPVNF, and Low-Latency schemes,689

CE-VPS can reduce CPU resource cost by about 23%, 48%,690

and 78%, respectively, at traffic load of 500 Erlang. The691

benefits come from the fact that, in CE-VPS, an optimal692

zone with low price of CPU resource is found to serve the693

demand. Moreover, in Low-Latency, a VM is established for694

each demand to host all required VNFs, achieving a highest695

cost of CPU resources.696

Data transmission cost is compared for different schemes697

in Fig. 6(b). Note that data transmission costs of CE-VPS,698

CPVNF, and Best-Availability schemes are much higher than699

costs of CPU resources. However, CE-VPS achieves much700

lower transmission cost than CPVNF and Best-Availability701

schemes, and the reduction can reach as high as 76% and 88%,702

respectively, at traffic load of 500 Erlang. For Low-Latency,703

there is no transmission cost incurred, but total cost of CE-VPS704

is still lower than that of Low-Latency.705

Next, we evaluate the performance in terms of average706

number of used VMs per service demand for different schemes707

in Fig. 6(c). In Low-Latency, one VM is set up for each708

demand, hence the value always equals to one. CE-VPS also709

achieves a low VM usage, meaning that the frequency at which710

VMs hosting required VNF instances are reused by multiple711

demands is much higher than in CPVNF and Best-Availability712

Fig. 6. Simulation results of different schemes.

schemes, which contributes to decreasing the cost of booting 713

new VMs and installing new VNF instances. The frequent 714

reuse benefits from the fact that: 1) scheduling of VNFs 715

can be conducted more efficiently when VNF attributes are 716

considered; and 2) idle state promotes the reuse of VNF 717

instances among multiple demands. 718

Average latencies of different schemes are also compared, 719

where Low-Latency achieves the best performance as the 720

transmission latency between different VMs is avoided. How- 721

ever, latency reduction between Low-Latency and CE-VPS 722
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Fig. 7. Total cost (bars) and average latency (curves) for different network
capacities.

is only about 3% on average, since for CE-VPS, latency723

requirement will be checked before the demand is finally724

served. Even compared with CPVNF and Best-Availability,725

Low-Latency scheme only reduces latency by about 4%,726

at traffic load of 500 Erlang. With increasing traffic load,727

average latency of each scheme increases almost linearly. This728

is because, as average data size of service demands increases,729

a proportional increment of both processing and transmission730

latencies is incurred.731

D. Performance Comparison for Different Network732

Capacities733

Higher network capacity may reduce the transmission734

latency and improve reuse of VNFs by multiple demands.735

Hence, we evaluate performance of different schemes for736

different network capacities in terms of cost and latency737

in Fig. 7. In GCP, with more CPU cores, VM can have a738

higher egress network capacity (see Section VI-A), and such739

scheme is denoted as “Changeable” in results. Other fixed740

network capacities, i.e., 20, 15, 10, 5, and 2.5 Gbps, are also741

considered.742

From the results, we find that, with higher network capacity,743

total cost can be reduced for CE-VPS and CPVNF. Specif-744

ically, for CPVNF, CPU resource cost can be reduced by745

about 13% when network capacity increases from 2.5 Gbps to746

5 Gbps, while for CE-VPS, reduction is about 6%. Moreover,747

cost decreases much slowly when network capacity increases748

from 10 Gbps to 20 Gbps, which implies that a network749

capacity of 10 Gbps is enough to guarantee quality of service.750

Note that CPVNF and CE-VPS with changeable network751

capacity achieve comparable (or even better) performance752

compared to that with fixed network capacity of 15 Gbps.753

This indicates the importance of adjusting network capacity754

flexibly on reducing transmission cost.755

With respect to average latency, we find that Low-Latency756

remains on the same level with different network capacities.757

But latency can be reduced by about 11% for CPVNF and758

by about 6% for CE-VPS when network capacity increases759

from 2.5 Gbps to 5 Gbps. Performance improvement becomes760

unremarkable when network capacity is greater than 10 Gbps.761

The phenomenon indicates that it becomes a bottleneck when762

network capacity is very small, where service demand can763

Fig. 8. Total cost (bars) and average latency (curves) of different schemes.

suffer a similar magnitude of transmission latency to VNF 764

processing latency. In this case, performance of both latency 765

and CPU resource cost will deteriorate significantly. 766

E. Performance Evaluation Under Different VM Booting 767

Time and VNF Installation Time 768

To evaluate the effect of VBT and VIT on performance 769

in terms of cost and latency, we run simulation under dif- 770

ferent parameters. Factors α and β lead to different times 771

of initial VBT and VIT, respectively, e.g., α = 2 represents 772

VBT is 40ms (initial time is 20ms). The results are shown 773

in Figs. 8(a) and 8(b). 774

We find that all schemes consume more CPU resources for 775

increasing VBT, and the increment is more significant for 776

Low-Latency. For CE-VPS, data transmission cost increases 777

more remarkably for a longer booting time. This is because, 778

to provision a demand with a strict latency requirement, 779

an active VNF instance (even in a different zone) is preferred 780

to be selected as booting a new VM will induce a significant 781

latency. But, in CPVNF, available time of VMs and computing 782

resource consumption are both considered, leading to a slight 783

increase of data transmission cost, which is similar to CE-VPS. 784

It can also be found from Fig. 8(a) that service demands 785

suffer a longer average latency when VBT increases, and 786

performance of Low-Latency is significantly affected by VBT. 787

Specifically, when α = 4, CE-VPS achieves average latency 788

close to Low-Latency. 789
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Effect of VIT on performance for different schemes is790

shown in Fig. 8(b). We find that VIT has a more notable791

influence on performance than VBT. For CE-VPS, data trans-792

mission cost rises a lot when VIT becomes longer. Specifically,793

when β = 4, total cost of CE-VPS becomes very close to Low-794

Latency. In CPVNF, CPU resource cost almost remains the795

same while data transmission cost increases slightly with VIT796

being longer, since it tries to achieve a trade-off between CPU797

resource consumption and latency performance. Moreover,798

the effect of VIT on CPU resource cost is more vital for799

Low-Latency.800

Average latency for the three schemes increases when β801

factor becomes larger, because for demands that are latency-802

insensitive, required VNFs are more likely to be executed in803

a VM with fewer CPU resource allocated. It should be noted804

that the low-latency advantage of Low-Latency over CE-VPS805

disappears when β equals 4.806

Thus, we conclude that both VBT and VIT have significant807

impact on the performance in terms of CPU resource cost,808

data transmission cost, and average latency. Specifically, Low-809

Latency, for each service demand, sets up a new VM and810

initializes required VNF instances, and this affects negatively811

its performance, both in terms of cost and latency (VIT has812

more impact than VBT). CE-VPS, instead, minimizes the813

costs of CPU resource and data transmission by attempting to814

re-use existing VNF instances and to avoid data transmission815

among different zones. As CE-VPS also ensures that latency816

requirement is satisfied, a superior trade-off between latency817

performance and cost can be achieved.818

As a whole, we show that re-using existing VM/VNF819

instances allows to more effectively satisfy latency require-820

ments, especially for latency-sensitive applications, e.g.,821

the emerging VR gaming. In turn, this indicates that it is822

desirable to have technologies for rapid VNF booting and to823

deploy VNFs in public clouds with short VBT.824

VII. CONCLUSION825

Cloud computing allows SPs to deploy VNFs into high-826

performance VMs in public cloud datacenters operated by827

CIPs. When deploying VNFs in cloud, the SP aims to828

minimize the cost paid to lease computing and networking829

resources, while satisfying diverse latency requirements of dif-830

ferent service demands. The optimization problem addressed831

in this study, namely the “VNF placement and scheduling832

in public cloud networks (VPS-CD)”, is different from other833

conventional versions of the VPS problem. In VPS-CD,834

we incorporate the impact of several realistic factors which835

are typically neglected in existing VPS solutions, e.g., VNF836

threading attributes, VM booting time, and VNF installation837

time. A solution to the VPS-CD problem has not been investi-838

gated before until now. In this study, a cost-efficient VPS-CD839

scheme is proposed, and to formulate the VPS-CD problem,840

a MILP and an efficient heuristic are designed for small-scale841

and large-scale networks, respectively. Our results confirm the842

importance of developing VNFs with short installation time843

and of using algorithms (such as VPS-CD) which promote844

the reutilization of existing VM/VNF instances. Compared845

to two baseline schemes, Best-Availability and Cost-Efficient846

Proactive VNF Placement (CPVNF), both total cost and 847

latency can be reduced by CE-VPS. Also, a better trade-off 848

between resource consumption and latency performance is 849

achieved by CE-VPS when compared to a conventional 850

Low-Latency scheme. 851
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