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Abstract—This work presents a fast-locking and low-jitter
fractional-N bang-bang phase-locked loop (BBPLL). To break
the trade-off between jitter and locking time which is typical
of BBPLLs, two novel techniques are introduced. A gear-shift
technique, denoted as type-II gear-shift, avoids limit cycles in
the phase-locked loop (PLL) frequency transient and optimizes
the locking time of the main PLL loop. The adaptive frequency
switching (AFS) technique reduces the PLL frequency error
upon channel switching exploiting the already existing hardware.
The prototype, implemented in a 28-nm CMOS process, has
an active area of 0.23 mm? and achieves a locking time always
below 1.56 us (within 80 ppm accuracy) for frequency jumps
up to 1.5 GHz over the 8.5-10 GHz tuning range. The measured
rms jitter (integrated from 1 kHz to 100 MHz) is 48.6 fs for
integer-N channels and 68.6 fs for near-integer fractional-N
channels, with a worst case fractional spur of —58.2 dBc. The
power consumption is 20 mW, leading to a jitter-power figure of
merit of —253.2 and —250.3 dB for integer-N and fractional-N
channels, respectively.

Index Terms—Bang-bang phase-locked loop (BBPLL), fast-
locking, frequency switching, gear-shifting, low-jitter.

I. INTRODUCTION

ULTIPLE-output arrays, carrier aggregation, and
high-order modulation schemes are being implemented
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in wireless transceivers to support the increasing demand
of higher data rates. In this frame, ultralow jitter local
oscillators (LOs) are essential to meet the bit error rate
requirements. For example, the 5G new-radio at the upper
millimeter-wave (MMW) frequency band needs an integrated
jitter less than 90 fs [1]. Such ultralow jitter LOs can be imple-
mented with analog phase-locked loops (PLLs) [1], [2], [3],
[4], [5], [6]. However, the adoption of a digital PLL (DPLL)
is more attractive for its smaller footprint fully exploiting the
scaling of advanced CMOS technologies [7], [8], [9], [10],
(111, [12], [13], [14], [15], [16], [17], [18], [19], [20], [21],
[22], [23]. Among DPLLs, the bang-bang PLL (BBPLL) is
even more attractive since the use of a single bit quantizer,
denoted as bang-bang phase-detector (BBPD), saves additional
area and power consumption while providing ultralow jitter
performance [7], [8], [9], [10], [11], [12], [13], [14], [15].
Unfortunately, the narrow linear range of the BBPD, caused
by its single bit output, slows down the PLL transient, thus
preventing the adoption of BBPLLs where frequency agility
is a key requirement in addition to jitter. Fig. 1 schematically
shows a typical BBPLL frequency transient, highlighting the
main limitations of this scheme. Due to the saturation of
the BBPD output, the digitally controlled oscillator (DCO)
frequency, Fyy, 1S initially updated at a limited rate and even
when the frequency error is small enough to make the phase
detector (PD) output switching its sign again, the nonlinearity
of the BBPD causes long residual overshoots lasting until
the PLL is eventually locked. The settling transient of the
BBPD scheme can be speeded-up by increasing the loop gain
and the corresponding PLL loop bandwidth. Unfortunately,
since the PLL integrated jitter is also a function of the loop
bandwidth, this option increases the PLL jitter, which is
usually not acceptable. To overcome these limitations, a high-
resolution and wide-range time-to-digital converter (TDC)
could be adopted [18], [19], [21], but this comes at the cost
of increased power consumption and area occupation.

To break the trade-off between jitter and locking time two
main strategies are reported in literature and summarized in
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Fig. 1. Frequency transient of a BBPLL upon application of a frequency
jump.
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Fig. 2. Fast-locking approaches adopted in BBPLLs: l-implementation of

an auxiliary path with coarse resolution PDs and a larger bandwidth, and
2-implementation of a frequency search algorithm to quickly set the DCO
frequency close to its final steady state value.

Fig. 2. The first approach is based on the use of auxiliary
PDs with a coarse resolution, which allow to monitor the
phase error over an extended range but with reduced hardware
complexity and power dissipation with respect to a full high-
resolution TDC. The phase information is exploited to increase
the loop bandwidth during the locking transient. When locking
is approached, the auxiliary PDs are disabled thus recovering
the bandwidth for optimal jitter and a low power dissipation
at steady state. Solutions in [7], [11], [13], [20], [21], [22],
and [23] differ for the implementation of the auxiliary PDs
and the strategies adopted to scale the loop gain and the
loop filter coefficients during the transient, however, overall,
they fall within the same conceptual scheme. Unfortunately,
a drawback of this approach is that in the quest for fast settling
the frequency step driving the DCO must increase thus causing
a larger residual frequency error left at the end of the transient,
when the auxiliary loops switch off. If this error is too large
to be recovered by the main-loop alone, the auxiliary paths
are triggered again, leading to limit cycles highly degrading
the PLL settling time (see Fig. 2). To remove this limitation,
a novel type-II gear-shifting approach (GS-II) is proposed and
implemented in this work.

The second approach is to use a frequency search algorithm
to quickly set, in the event of a large frequency jump, the DCO
frequency close to its final steady state value (see Fig. 2).
To this aim, counters may be adopted to derive the DCO
frequency corresponding to the minimum and maximum code
driving the DCO and the code corresponding to the target
frequency can be obtained from a linear interpolation [24].
Due to DCO nonlinearity a discrepancy will certainly exist
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between the target and the actual frequency generated by
the first correction, therefore the searching procedure can
continue, with successive iterations of the linear interpolation
until a specified error is achieved. In alternative, a binary
search procedure [25] or a more computationally intensive
approach [18] were also proposed. The limit of these solutions
is the need for additional hardware and, when very accurate
settling accuracy is needed, the number of iterations becomes
too large. In this work, a new adaptive frequency switching
(AFS) technique is introduced. Exploiting the fast settling
performance due to the GS-II technique, the precision required
to the initial DCO frequency setting is highly relaxed, thus
avoiding iterations. In addition, the AFS implementation does
not add hardware to the already existing BBPLL blocks. Both
the GS-II technique and the AFS are implemented into a
28-nm CMOS BBPLL [9] with 8.5-10 GHz tuning range
demonstrating a locking time better than 1.56 us (within
80 ppm accuracy) for frequency jumps up to 1.5 GHz while
retaining a very low jitter at steady state.

This article is organized as follows. Section II describes
the BBPLL architecture and the stability versus locking time
trade-off met when pushing locking time using auxiliary fre-
quency aid loops. The GS-II and AFS techniques are discussed
in Section III together with their implementation into the
BBPLL prototype. Section IV reports the measurements on
the prototype, comparing the results with the state-of-the-art.
Conclusions are drawn in Section V.

II. BBPLL ARCHITECTURE

Fig. 3 describes the architecture of the fractional-N BBPLL
taken as a reference in this work, where an auxiliary path with
a dead-zone £ A1y, is introduced to achieve fast-locking. Any-
time the PLL time error At[k] exceeds the time threshold Atg,,
the auxiliary BBPD provides the sign function of this error.
The proportional path of the auxiliary loop is implemented
with a feedforward technique [7], adding the auxiliary BBPD
output to the PLL frequency control word (FCW) after scaling
it by a gain y,iq. Fig. 3 (right) shows the transient of the time
error, At[k], triggered by a PLL frequency jump. Due to the
proportional path, as the auxiliary BBPD threshold is crossed,
the FCW is changed by y.i4, causing a variation of the divided
signal div period by
Yaid
F out

ATua = (1
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Fig. 5. Simulation results for the locking time of the auxiliary loop versus
the parameter A Fyq for a frequency jump of 20 MHz.

where Fyy is the DCO frequency. In this way, by choosing
Yaid = FouAty,, the accumulated PLL time error is canceled
as soon as the threshold Aty, is crossed (see Fig. 3). The
time shift is highly accurate since the solution benefits from
the presence of the high-resolution digital-to-time converter
(DTC) already existing in the reference branch, which removes
the quantization noise of the multimodulus divider (MMD)
in fractional-N mode [14]. The integral path of the auxiliary
loop is instead implemented by integrating the auxiliary BBPD
output with a gain a,jq and feeding it to an additional DCO
capacitor bank with a frequency resolution k4. As a conse-
quence, any time the auxiliary BBPD threshold is crossed, the
DCO frequency changes by

A Fyid = 0aidk faid (2)

as shown in Fig. 3 (right).

Fig. 4(a) depicts the overall frequency transient caused by
a frequency jump large enough to trigger the auxiliary loop.
The transient follows a staircase with a step equal to A Fjg
which lasts until the frequency error changes its sign and falls
below A Fy4. At this point the auxiliary BBPD threshold is
not crossed anymore and the final PLL transient is driven by
the main-loop only. This loop recovers the residual frequency
error with a transient reaching a peak time error Ar, [see
Fig. 4(a)]. To speed up the initial frequency staircase, the
A Fiq value must be increased. Unfortunately also the residual
frequency error left to the main-loop increases together with
the corresponding peak time error Af,. If At, exceeds Aty,,

the auxiliary BBPD threshold is crossed again, but now in
the opposite direction [see Fig. 4(b)] and the system falls into
a limit cycle condition, where the auxiliary BBPD threshold
is continuously crossed until, after a chaotic transient, the
main-loop is eventually able to recover locking. This problem
is exacerbated by the narrow bandwidth of the main-loop
needed for PLL jitter minimization, which makes difficult
to guarantee the condition At, < Afg, for large residual
frequency errors. In practice, to avoid limit cycles and the
corresponding settling time degradation, the value of A Fyq
should be kept below a critical value A F;; that is expected
to be limited by the narrow bandwidth of the main-loop. As a
consequence, a trade-off between locking time and system
stability arises, which is the price to pay to overcome the
jitter versus locking time trade-off by adopting an auxiliary
wide-bandwidth path with a coarse resolution PD.

The above intuitive discussion can be made quantitative by
linking the value of A F to the parameters of the main loop
and, in particular, to the PLL jitter performance. Notice that
A Fi can be found as the minimum frequency error which
causes the auxiliary loop to be triggered, i.e., the frequency
error causing the peak time error At, in Fig. 4(a) to exceed
Atg,. This parameter was derived in [11] and [26] as

AFcril :,ka +\/2R/kaFoulFrefAtdz (3)

where R = (a/p) is the ratio between the integral and
proportional parameters of the main loop shown in Fig. 3, k¢
is the main-loop bit-to-frequency resolution of the DCO and
Fret 1s the reference frequency. As expected, (3) reveals that
A Foir depends on Bky, which, in turn, is proportional to the
PLL bandwidth, usually set to minimize the PLL integrated
jitter. The Bk; value leading to optimal PLL jitter is known
in literature as [27], [28]

F ref
Fout

ﬁoptkf = Ot,dco Fozu[ “)
where o, 4.0 is the DCO cycle-to-cycle jitter. Therefore, the
DCO noise, which sets the PLL jitter performance, also
sets the maximum value of AF.; via (3) and (4) and the
achievable PLL locking time.! For example, in our design,
Fouw &~ 8.5 GHz, Ff = 250 MHz, k; ~ 300 kHz and
Ordeo =~ 1.7 fs, obtained assuming a DCO phase noise
of L4 = —120 dBc/Hz at 1 MHz frequency offset and
using [29]. With these values o &~ 27* Using R = 27°
and Atg, = 200 ps, from (3) AF turns out to be only
270 kHz.? To derive the corresponding limitation on locking
time, a behavioral simulation of the loop with the same
parameters was performed. Fig. 5 shows the results for a

The trade-off between jitter and locking time is more critical in PLLs with
LC-based DCOs where the DCO phase noise can be several tens of dB smaller
than that of ring-based DCOs.

2The R value affects the frequency of the zero in the loop gain. By changing
R, the zero can be properly set not only to get a safe phase margin but
also to optimize the jitter, filtering off the close-in flicker phase noise of the
DCO. In our design the value R = 278 was due to noise optimization. The
corresponding phase margin, computed following the linear analysis proposed
in [30] turns out to be of about 75°, taking into account that the main-loop is
characterized by D = 4 latencies and an input-referred jitter of approximately
o =210 fs.
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Fig. 6. Locking time of the auxiliary loop simulated as a function of the
parameter A Fyig with and without the adoption of a bandwidth boost by a
factor 28. The simulations refer to a frequency jump of 200 MHz.

frequency jump of 20 MHz. The locking time of the auxiliary
path, defined as the number of reference cycles needed for the
auxiliary loop to become idle, improves as A F,jq increases,
as expected. However, for AF,q > 320 kHz, the locking
time starts to show some peaks due to limit cycles, which
become more frequent and with an increasing amplitude as
A Fjq increases. It is noted that (3) can be used to approximate
the crossover between the stable and unstable locking regions.
Due to limit cycles, the locking time cannot be pushed below
5000 reference cycles, thus posing a strong limitation to the
settling performance of this scheme, which become even worse
at larger frequency jumps.

III. PROPOSED FAST-LOCKING TECHNIQUES
A. Limit Cycle Avoidance Through Gear-Shifting

Equation (3) suggests to increase A Fi by boosting the
parameter S, while keeping the same value of R. This solution
corresponds to broaden the loop bandwidth speeding-up the
locking transient. For instance, with the parameters of our
design, reported in Section II, a boosting factor of 2% on
both a and £ would shift A F.;; to 8.8 MHz, preventing limit
cycles and enabling the use of a larger A F,q to shorten the
PLL locking time. Fig. 6 compares the simulated locking time
of the auxiliary path by increasing A F,y with and without
the adoption of the bandwidth boost, for a frequency jump
of 200 MHz. Even limiting the maximum value of A Fugq
to AFgi/2 to guarantee some margin, the locking time can
be reduced by more than two orders of magnitude with this
approach. On the other hand, to circumvent the degradation of
the PLL jitter at steady state, the bandwidth boost can only be
temporary and must fade out as locking is approaching. To this
aim, a proper gear-shift procedure [31] should be implemented
to bring the loop filter coefficients from their boosted val-
ues (ogs, Bes) back to those optimal for jitter minimization,
(Gopts Popt)- Fig. 7(a) shows a practical implementation of the
gear-shift scheme. The auxiliary BBPD output is monitored.
Anytime its threshold is crossed, signifying that the PLL is
out-of-lock, and that a limit cycle may be triggered, the loop
filter coefficients are boosted to ag and Bg. A lock-detector
circuit, based on [13], computes the running average of the
main BBPD signal e[k] over m reference cycles, 32 in our
system. Anytime the average value falls below a threshold
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Fig. 7. Gear-shift procedure to avoid limit cycles: (a) block diagram of the
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R to the steady state value 27%. The simulations refer to a frequency jump
of 400 MHz. The figure also shows the two components of the settling time:
the time spent with the auxiliary path active and the time needed to settle the
main-loop using the gear-shift procedure described in the text.

P, set to 1/8 in this design, both coefficients are divided by
a factor of 2 until, step by step, they seamlessly reach their
steady state values, as schematically illustrated in Fig. 7(b).
Such a gradual procedure is preferable with respect to an
abrupt switch to their final values, as a limit cycle may be
triggered again due to the residual frequency error still existing
at the bandwidth switching instant. Section III-C deals with
the design guidelines followed to choose the appropriate values
of P, m, and the scaling factor of the loop filter coefficients
involved during the gear-shift.

Note that, although a higher AF,;4 value improves the
locking time of the auxiliary path, this comes at the cost
of a larger number of gear-shifting steps, since a wider
bandwidth boost would be necessary to suppress limit cycles.
In practice, a too large bandwidth boost would result into
a time-consuming gear-shifting sequence, thus impairing the
PLL locking time. This trade-off is highlighted in Fig. §,
which shows the simulated PLL locking time, defined as the
number of reference cycles needed to recover the optimal
values (atopi, Bopt), as a function of the bandwidth boost for a
frequency jump of 400 MHz. In the simulation, for each value
of the bandwidth boost, A F,q was set to the corresponding
A Fit /2 obtained using (3). As the bandwidth boost increases,
the locking time of the auxiliary path improves while the time
needed for the gear-shift sequence to settle becomes larger.
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B. Type-1I Gear-Shift

Note that the gear-shift procedure described above boosts a
and f by the same factor, thus retaining the same R = 278
ratio needed to optimize steady state performance. However,
one might wonder if a different R ratio should be adopted
during the transient to minimize the settling time. To gain some
preliminary insight, it is worth referring to the dependence
on R of the PLL closed-loop singularities as derived from a
PLL linear model. Despite the strong nonlinearity of the actual
BBPLL system, the analysis is still useful as an analogy to
interpret the results of behavioral simulations. The input to
output transfer function of the scheme in Fig. 9(a) is given by

(odco(s) _ KRF.+ Ks 5)
€0ref(5) 52+KS+KRFref

where K = 27 K,gkyf/N. Fig. 9(b) shows the position of
the closed loop poles in the complex plane as a function
of R. For R < KT.t/4, where Tt is the reference period,
the closed-loop poles are real. A low-frequency pole is close
to the imaginary axis thus causing a slow PLL response.
By increasing R, this pole moves at higher frequencies thus
speeding-up the PLL transient. For R = K T../4, the poles
become real and coincident, reaching the maximum distance
from the imaginary axis and leading to the minimal locking
time. A larger value of R leads to a complex—conjugate pair.
In this regime, by increasing R the real part remains the
same but the imaginary part increases. The PLL phase margin
degrades while oscillations start to appear in the response,
meaning that R = K Ti.¢/4 is the optimal choice for settling
time. The trends suggested by the linear analysis and the
presence of an optimal R value for settling hold also when
considering the nonlinear BBPLL system together with the
gear-shift technique introduced in Section III-A. To verify this
property, behavioral simulations of the system were performed
considering the operation of the main loop in Fig. 3 and the
gear-shift scheme in Fig. 7(a) only. In this simulation, the
auxiliary loop was supposed to be triggered the last time
before becoming idle and therefore the gear-shift procedure
was set at its initial step, i.e., a = ag, and f = fq, while an
initial frequency error of 5 MHz (i.e., around A F;;/2 for a
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with (a) Rgs = 278, (b) Res = 275, (¢) Rgs = 272, (d) variable Ry, and
(e) settling time comparison of type-1 (Rys = 2-8) and type-II (Rgs = 279)
gear-shift as a function of AF.

bandwidth boost of 2%) was enforced. The value of Bg was
set to 24, i.e., a boosting of 2® from B, = 27, while a4, was
set to Ry - flgs, With variable Ry, to investigate the locking
time dependence on Rgy.> Fig. 10(d) shows the results. For
R, values smaller than about 1072 the integral gain of the
loop filter is too small, thus causing a slow transient due
to the limited frequency update rate [see Fig. 10(a)]. On the
other hand, Ry values larger than about 10~" correspond to
a poor phase margin of the closed-loop system, resulting into
large oscillations [see Fig. 10(c)]. The system is on the verge
of instability and the locking time increases. For Ry values
ranging from 1072 to 10~! optimal locking performance can
be achieved [see Fig. 10(b)] almost independently of Ry.
Note that this property is inherited from the linear PLL in
Fig. 9(a), where the real part of the closed-loop poles and so
the PLL locking time remain constant for R > K T..s/4. The
procedure described below differs from a conventional gear-
shift, as it does not only boost f for bandwidth broadening
but also R for speeding-up the transient. For this reason,
we denoted it as GS-II, while the conventional gear-shift can
be denoted as type-I gear shift (GS-I). The gear-shift scheme
in Fig. 7(a) was designed to boost the values of o and S
to Bes = 2* and ags = 27!, corresponding to R = 277,
right after the auxiliary BBPD threshold crossing. During
the locking transient, based on the running average of the
main BBPD signal, the two coefficients are divided by a factor
of 2 at each step still keeping R = 27> until § reaches the
steady state value of 27, At this point ay is still 27°. In the
last steps of the gear-shift procedure ag is therefore lowered
down to 27'2, thus recovering the loop filter coefficients for
minimum jitter. Since R = 27 lies within the optimal region
of Fig. 10(d), the main-loop locking time is minimized. Note
that the locking time advantage of the GS-II technique is

3In this simulation, the locking time was computed as the time needed
to achieve the settling of the loop filter coefficients through the gear-shift
procedure, i.e., & = aop; and B = Bopi.
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Transient waveforms of the PLL frequency error A Fy[k], the time error Az[k], and loop-filter gains S[k] and a[k] for (a) BBPLL with gear-shift,

(b) conventional BBPLL, (c) BBPLL with gear-shift with and AF <« A Fpax, and simulated locking time at different values of (d) gear-shift scaling factor

q, (e) running average length m, and (f) average threshold P.

consistently achieved over a wide range of initial frequency
errors AF, ie., the frequency error existing at the start
of the gear-shift procedure. Fig. 10(e) indeed compares the
simulated GS-I and GS-II locking times as a function of AF,
showing that GS-II outperforms GS-I almost independently of
AF, with their performance becoming comparable only for
unpractically small values, i.e., below 50 kHz in our design.

Equation (3) can be used to illustrate another benefit of
the proposed technique. By boosting the R parameter, the
corresponding A F; value increases, allowing to either adopt
a larger AF,q to further speed-up the auxiliary path locking
transient or, by keeping the same A F,q, it provides additional
margins to avoid limit cycles. In our design, the boosted R
value of 273 shifts AF,; from 8.8 MHz to about 16 MHz.
We have therefore adopted A F,g =~ 6 MHz exploiting the
additional design margins.

C. Gear-Shift Parameters Impact on Locking Transient

To understand how to properly design the values of the
loop-filter coefficients scaling factor, the length of the running
average m and the average threshold value P used during
the gear-shift, their effect on the BBPLL dynamic should
be investigated. Fig. 11(a) illustrates the transient waveforms
of the PLL frequency error A Foy[k], the time error At[k]
and the loop filter gains S[k] and a[k] during the gear-shift,
where an initial frequency error A F is supposed to be left by
the auxiliary path after becoming idle. The residual transient
resembles the one of a conventional BBPLL (i.e., without gear-
shift) shown in Fig. 11(b), where the frequency error follows
a triangularly shaped pattern with alternating slopes of £ak
and being reduced by 28k anytime a sign change of e[k]
occurs [12]. However, in the BBPLL with gear-shift, the values
of a and f in each transient section of Fig. 11(a) are different.
As the e[k] running average (e[k]) drops below the threshold P
near the Ar[k] sign inversions, the loop filter coefficients scale
down, as depicted in Fig. 11(a). Therefore, the values of o and
p at the nth transient section can be, respectively, derived as
ags/q" and fes/q", where g is the chosen gear-shift scaling

factor. To achieve locking within the N available gear-shift
steps, AF should be smaller than a maximum value A Fpx
that can be derived as the sum of the individual frequency
error correction terms provided by the BBPLL at each transient
section (i.e., 2f,ky). It is*

N—1

2g 1

AFax = 2foks + > 2Buks ~ 2Bysky qq_ -
n=0

(6)

To pursue a robust operation while simplifying the gear-shift
implementation, the value of ¢ was set to maximize A Fp,x,
based on (6), under the constraint of being a power of two,>
resulting in the choice of ¢ = 2 in this design.

Let us now discuss how to choose the running average
length m. To this aim, it is useful to analyze the gear-shift
behavior for AF well below A Fp,x [see Fig. 11(c)]. If the
initial frequency error is small, the PLL is able to recover
during the first gear-shift step. However, the values of a and
f need to reach the steady state values, requiring at least

Mgs,min =m-N. @)

additional clock cycles, as the (e[k]) computation requires at
least m new e[k] samples at each gear-shift step.® From (7),
a smaller m should result in a locking time reduction.
However, small m values would hinder the gear-shift
robustness. The limiting case is m = 2, when the gear-shift
scaling is triggered whenever e[k] changes its sign, thus
making the procedure sensitive to noise and disturbances.
To avoid this problem, the value of m = 32 was chosen in
this design to produce an average over a significant part of
the BBPLL transient.” The value of P was likewise chosen

4The additional term 2poky in (6) is due to f[k] already being equal to
Po = Pgs before the auxiliary path switch-off, as a result of the multiple
threshold crossings occurred in the preceding transient.

SIn this case the scaling operation can be implemented as a simple bit-shift.

SWhen compared to GS-1, GS-1I more easily achieves the minimum Mg min
locking cycles, as its larger boost of a[k] allows to quickly push (e[k]) again
to zero after the loop-filter coefficients scaling event.

7Taking AF = AF.i ~ 16 MHz as a worst case, each transient section of
Fig. 11(a) is smaller than about 80 cycles and m was chosen as a power of
two close to half this value, i.e., m = 32.



to favor gear-shift robustness. Note that, since the minimum
variation of (e[k]) is 2/m,% if P < 2/m the gear-shift scaling
would be triggered only when (e[k]) = 0, which could take a
long time before being exactly obtained. On the other hand,
a too large value of P would hinder the average effectiveness.
The limiting case is P = 1, meaning that the gear-shift
scaling would be triggered independently of the measured
(e[k]) (since (e[k]) <I always holds). As a compromise,
in this design, P was chosen to be 4/m = 1/8, i.e., a factor
of 2 larger than the minimum significant value.

Fig. 11(d)—(f) shows the simulated GS-II locking time
dependence on the initial frequency error AF by varying
g, m and P, respectively. In Fig. 11(d), the value of AF
causing the locking time to substantially increase, i.e., A Fiax,
is maximized for g = 2, as expected.9 The prediction of A Fj,x
based on (6), however, overestimates the simulated value. This
discrepancy is caused by the frequency perturbations induced
by the loop-filter coefficients scaling and a more precise
estimate is derived in Appendix A (13). Fig. 11(d) also shows
that for ¢ = 4 a better locking time can be achieved, as the
required number of gear-shift steps N reduces'® at the expense
of a smaller A Fj,x, while for larger values of ¢ the bandwidth
scaling applied by the gear-shift is so abrupt that the BBPLL is
not able to recover, causing the large overshoots in Fig. 11(d)
for ¢ = 8. Fig. 11(e) verifies that the locking time can be
improved by reducing m, however, for m = 8 the running
average length is so short that, even without any external
disturbance, the locking time exhibits a large overshoot, caused
by the poor averaging operation.!! The simulated locking
time dependence on P, shown in Fig. 11(f), is the weakest
among the above parameters, meaning that smaller values of P
should be preferred (provided that P > 2/m) as they improve
gear-shift robustness without impairing settling performance.

D. Adaptive Frequency Switching

The GS-II unit is intended to minimize the settling time
of the main-loop. However, for large frequency jumps, the
overall settling time may be still limited by the initial part of
the transient when the auxiliary loop is active and the DCO
frequency is changed by A F,4 per step, following a ramp
to reach the steady state value. This phase could be skipped,
or at least significantly shortened, if the PLL frequency can
be quicky switched to a coarse estimate of its final value,
by acting on an additional coarse DCO capacitor bank. When
the PLL is locked to a frequency Fj and a frequency switching
has to be performed, the amplitude of the frequency jump is
known a priori, being equal to AFCW - Fi.;, where AFCW
is the wanted variation of the PLL FCW. However, since the
DCO tuning curve is nonlinear and affected by process, voltage

8This follows by computing the (e[k]) variation caused by a sign change
of a single e[k] sample within the average window.

9AS A Fmax ~ 24 MHz, A Fgi ~ 16 MHz sets the most stringent constraint
on AF, however, maximizing A Fiay is still useful to have some margin.

0N = log, (atgs/aopt), where o is used in this formula, rather than £, as it
experiences the largest boost due to GS-II.

1T Although Fig. 6 shows that an m value equal to 16 provides a better
locking time, the value 32 was still chosen to improve robustness, thanks to
the larger margin taken from the simulated critical value of 8 and the longer
gear-shift averaging time.
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Fig. 12. AFS technique: (a) schematic representation of the DCO tuning

curve and problem of DCO coarse control code variation estimation, and
(b) linear approximation of the DCO tuning curve through its tangent line
and corresponding prediction of the coarse control code variation using the
parameter M = AF,/Fret.

and temperature (PVT) spreads, the corresponding variation
of the coarse DCO bank control code /. bringing the output
frequency close to its final target is instead unknown [see
Fig. 12(a)]. To solve this problem, the idea was to derive
at runtime an estimate of the local slope of the DCO tuning
curve, denoted as A F, in Fig. 12(b), which corresponds to the
bit to frequency gain of the coarse DCO bank. In this way,
a linear estimate of the DCO tuning curve can be derived using
the tangent line intersecting the tuning curve at the current
frequency Fp, as depicted in Fig. 12(b), and the variation of
the coarse control code can be predicted as

AFCW - Fy AFCW
Al = = = ®)
AF, M
where M = AF,./F, is unknown. To produce a runtime

estimate of M, before driving the PLL with a frequency jump,
the system enters into an estimation mode. The DCO coarse
control code I.[k] is increased by one for one reference cycle,
thus making the PLL output frequency increasing by AF,
in the same clock cycle [see Fig. 13(b)]. Such a frequency
perturbation injects a time error Af, between the ref; and div
signals at the BBPD input, which depends on M as

AF,
Alc ~
Fref

where Tp is the DCO period before the frequency perturba-
tion is applied. In principle Az, could be measured with a
high-resolution and linear TDC and the value of M can be
derived from the TDC output code upon the knowledge of the
TDC gain. However, accurate and linear TDCs are difficult to
implement. In alternative, the DTC already existing inside the
main-loop can be exploited. To this aim, a digital calibration
signal cal[k], which is a digital staircase [see Fig. 13(c)],
is generated and added to the input of the DTC, before the
multiplication by the least mean square (LMS) gain inside the
LMS calibration block [see Fig. 13(a)]. Notice that, thanks to
the LMS algorithm, the DTC gain is known and forced to be
equal to the DCO period Ty [14], which is an advantage with
respect to the use of an auxiliary TDC. Additionally, the DTC
is generally already designed to be highly linear to suppress
fractional spurs. Following this procedure, at each step a time
error equal to Tp - cal[k] is removed from the main-loop,12

To=M-T, 9)

2This follows from the DTC gain having a magnitude equal to 7 and a
negative sign in the scheme in Fig. 13(a).
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Fig. 13. AFS technique. (a) Block scheme implementing the measurement

of the parameter M. (b) When in estimation mode the AFS block increments
by one the DCO coarse control code, I.[k], for one reference cycle, injecting
a time error At in the PLL loop. (c¢) Waveforms of cal[k], At[k], and e[k]
during the measurement of M by exploiting the DTC.

meaning that the initial injected time error At, is progressively
canceled as the cal[k] signal increases [see Fig. 13(c)]. The
AFS block monitors the main BBPD signal e[k] and stops the
staircase signal cal[k] as soon as a sign change is detected,
as shown in Fig. 13(c). This crossover condition corresponds
to complete time error removal and the final value reached by
cal[k] provides the desired estimate of M. As a matter of fact,
this procedure implements a frequency-to-digital converter by
performing a linear search for the value of M to produce
an estimate of the coarse DCO gain AF,.. The frequency
resolution A F., of this estimate depends on the staircase
step, denoted as A in Fig. 13(c). As A sets the precision on
measuring Af,, the corresponding frequency resolution A Fieg
is obtained from (9) as

A Fref
T,

The number of clock cycles needed to perform the Af,
measurement can be instead derived as

At, AF,

—— = (11)
A A Freg

where, in the last step, (9) and (10) were used. The above equa-
tion highlights a trade-off between accuracy and measurement
time, which is a typical trait of a linear search. Notice that
the worst case measurement time occurs when, due to DCO
nonlinearity and PVT variations, A F, assumes its maximum
value A F;max- Given AF, max and the maximum number of

AFres = (10)

N, meas —
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Fig. 14. AFS technique. (a) Comparison between the simulated locking time
of the auxiliary path with and without the AFS as a function of the frequency
jump. (b) Frequency errors induced by the DCO nonlinearity.

cycles allocated for the AFS estimation, the minimum resolu-
tion is derived. In this design, to not substantially degrade the
PLL locking time, A Fi.s was chosen in such a way to allocate
a maximum of 50 cycles for the AFS estimation. Taking into
account that A F, max < 80 MHz, as derived from circuit-level
simulations, the corresponding frequency resolution turns out
to be 1.5 MHz.

Note that any block acting on the time error A¢[k] during the
AFS estimation phase can, in principle, affect its accuracy. For
instance, after the AFS injection of Atz,, the main loop senses
the time error and reacts to reduce it. Similar perturbations
of At[k] could in principle be induced by the DTC gain
calibration loop, or by the auxiliary path if accidentally turned
on by the Az, injection. In our system, the above loops do not
significantly impair the AFS accuracy'?; however, for designs
where these effects may be critical,'* they can be simply
switched off during the AFS estimation phase by forcing to
zero the error signals e[k] and ey x[k] fed to the loop-filters
and LMS calibration block. In this way, their operation is
temporarily frozen until the end of the estimation phase.

Once M is obtained, the predicted variation of the coarse
control code is derived using (8). Despite linear estimates of
the DCO tuning curve were already exploited in [18], [25],
and [24], the advantage of the AFS technique is that this
approximation is obtained without adding significant hardware
to the already existing PLL architecture. Additionally, the
residual frequency errors caused by DCO nonlinearity are
quickly corrected by the auxiliary loop together with the
GS-II unit, and therefore no further iteration of the linear
estimate are implemented. Fig. 14(a) shows the simulated
locking time of the auxiliary path for negative frequency jumps
up to 1.5 GHz starting from 10 GHz, with and without AFS
technique. At small frequency jumps, the AFS locking time
is almost constant, being in principle only limited by the
duration of the DCO gain estimation phase. The fluctuations
are caused by truncation errors when rounding the estimated

13The maximum A, value, based on (9), is below 40 ps, thus not triggering
the 200 ps auxiliary path dead-zone. Moreover, being e[k] constantly equal to
1 during the AFS estimation, its correlation with the fractional-N quantization
noise is zero, hardly producing any variation of the DTC gain. The main-
loop instead, due to its narrow bandwidth, was verified to take more than
4000 cycles to recover from the maximum injected At., meaning that its
contribution is negligible during the short 50 cycles AFS estimation phase.

4For instance, in a wide bandwidth PLL the perturbation induced by the
main-loop may degrade AFS accuracy.
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AT, from (8) to the closest integer representing the number of
capacitors to be switched within the coarse DCO bank."> At
larger frequency jumps, instead, the AFS locking time starts to
increase, mainly due to the residual frequency errors caused
by DCO nonlinearity. With reference to the prototype DCO
curve depicted in Fig. 12(b), nonlinearity causes the AFS to
switch the PLL frequency from Fy to F, departing from the
actual target frequency F) that instead lies on the tangent line
approximation of the DCO curve passing from Fy. Fig. 14(b)
shows the frequency error induced by the nonlinearity of
the implemented DCO, i.e., 1:"1 — F;, as a function of the
frequency jump, i.e., F; — Fy, for negative jumps starting from
Fy = 10 GHz. As expected, as the frequency jump increases,
the frequency error becomes larger, explaining the longer AFS
locking time at larger frequency jumps in Fig. 14(a). Even
considering the above limitation, the AFS technique is an
efficient way to reduce the auxiliary path locking time.'®
When compared with more complex DCO tuning curve esti-
mation schemes based on adaptive lookup tables (LUTs) [19],
[32], [33], which can even track DCO nonlinearity, the AFS
technique avoids the use of frequency modulation training
sequences, thus enabling its adoption even when the PLL
generates an unmodulated carrier. Furthermore, by avoiding
to wait the convergence of the LMS algorithms needed to
fill the LUT registers, which can take several hundreds of
microseconds [33], the tuning curve estimation provided by
the AFS unit, despite being less accurate, is inherently faster.!”

IV. IMPLEMENTATION AND MEASUREMENTS

Fig. 15 shows a block diagram of the implemented PLL,
characterized by a conventional fractional-N main BBPLL
loop which operation is aided by the GS-II module and the

I5This is also the reason why the division operation in (8) has low hardware
complexity, as all fractional bits of the result can be truncated.

160nly for small frequency jumps below about 20 MHz, which are not
critical for determining the performance over the tuning range, the AFS shows
a disadvantage, as the locking time is already so small that it falls below the
AFS estimation phase duration.

"The waiting time needed for the convergence of LMS algorithms can
be skipped by operating them only in foreground. However, in this case,
environmental variations would not be tracked.

Fig. 16. Die micrograph.

AFS block. The auxiliary path is implemented using two
nested auxiliary loops (based on the fine and coarse BBPDs),
with progressively larger dead-zones equal to 200 and 400 ps,
respectively. Once activated, the integral part of these loops
drive the fine and the coarse DCO banks, with gains set to shift
the DCO frequency by about 6 and 40 MHz, respectively.'®
Each of the auxiliary BBPD was implemented with a start-stop
TDC scheme, also shown in Fig. 15, where the dead-zone
is obtained by introducing a delay on the start signal, and
the overall two bit error signal is derived by combining
the two flip-flops (FF) outputs, with the most significant
bit (MSB) and least significant bit (LSB) representing the
error sign and magnitude (denoted with the suffix (1) and (0)
in Fig. 15), respectively. Being implemented as a delay, the
dead-zone value suffers from PVT spreads therefore affecting
A Fui, as expected from (3). However, thanks to the design
margins ensured by choosing A F,jqg much smaller than A F
in the nominal conditions (as discussed in Section III-B), PVT
spreads are not an issue. Appendix B provides a more detailed
discussion on the operation of the auxiliary path upon PVT
spreads of the dead-zone value.

It may be noticed that, in the final implementation of the
system in Fig. 15, the AFS calibration signal cal[k] is first
differentiated and then added to the PLL FCW, rather than
being directly added at the DTC input. This scheme results

18Being implemented as capacitor banks, the gains of the fine and coarse
DCO banks are nonlinear and affected by PVT variations. These values are
computed close to the center of the DCO tuning curve and in the nominal
conditions.
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Fig. 17. Measured PLL frequency transients for a negative frequency jump
of 0.75 GHz. (a) Settling time longer than 80us is obtained by turning off all
the proposed techniques. (b) GS-II unit reduces the locking time to 1.73 us.
(c) Settling performance with both AFS and GS-II units on. The locking time
within +650 kHz, corresponding to less than 80 ppm, is further reduced to
1.16 us.

to be exactly equivalent to the one discussed in Section III-D,
while having the advantage of avoiding the increase of the
required DTC range. To improve PLL jitter and fractional
spurs performance in fractional-N mode, the DTC range
reduction technique in [4] and [14] was adopted.

Fig. 16 shows a die micrograph of the implemented PLL,
fabricated in a 28-nm bulk CMOS process. The PLL generates
frequencies in the range from 8.5 to 10 GHz, with a power
consumption of 20 mW, excluding the input and output buffers,
and an active area of 0.23 mm?. The input PLL clock is
provided by an off-chip SAW oscillator, running at 250 MHz.

Fig. 17 shows the measured PLL frequency transients for
a negative frequency jump of 0.75 GHz. When the proposed
techniques are turned off, a long and visible limit cycle bounds
the locking time to be longer than 80 us. When the type-II
gear-shift unit is turned on, the limit cycle is suppressed
and the locking time measured within a 650 kHz band error
(corresponding to less than 80 ppm!®), is reduced to 1.73 us.
When also the AFS unit is turned on, the locking time is
further reduced to 1.16 us, thanks to the estimate of the DCO

19This accuracy value was selected to perform a fair comparison with most
of the recent works in literature, reported in the table of Fig. 23.
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Fig. 18. Measured PLL frequency transients for a negative frequency jump of
0.75 GHz. (a) Conventional type-I gear-shift avoids limit cycles and achieves
locking after 5 us. (b) Enabling the AFS unit in combination with GS-I
reduces the locking time to 3.7 us.
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Fig. 19. PLL locking time performance measured for positive and negative
frequency jumps up to 1.5 GHz within the tuning range. The locking time at
80 ppm accuracy always remains below 1.56 us.

frequency gain. The AFS estimation of the DCO gain takes
around 150 ns, which corresponds to about 37 clock cycles.
The rest of the locking time is given by the residual transient
of the auxiliary path and the GS-II unit.

For debug purposes, the implemented GS-II unit can be
configured to operate as a conventional GS-I. Fig. 18(a)
shows the measured PLL frequency transient when the GS-I
is enabled and the AFS unit is turned off. Despite limit cycles
are suppressed thanks to the GS-I operation, the subsequent
transient is slower when compared with the one using GS-II
in Fig. 17(b), thus demonstrating the effectiveness of the pro-
posed technique. A similar result can be derived by comparing
the measured frequency transient of Fig. 18(b), where the AFS
block was turned on in combination with the GS-I operation,
with the one of Fig. 17(c). Fig. 19 shows the PLL locking time
performance measured for positive and negative frequency
jumps up to 1.5 GHz within the tuning range. The locking
time remains always below 1.56 us, which is equivalent to
390 reference cycles.?”

20Based on Fig. 14(a), where the simulated AFS locking time is estimated to
be about 200 cycles at large frequency jumps, the proposed AFS and GS-II
techniques are expected to equally contribute to the measured 390 locking
cycles in this design.
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(b) fractional-N operation around the 8.75 GHz channel for different fre-
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Fig. 20 shows the integer-N phase noise spectrum at the
8.75 GHz frequency channel. The measured integrated jitter,
from 1 kHz to 100 MHz, is 48.6 fs, while the measured ref-
erence spur is —70.2 dBc at an offset frequency of 250 MHz.
When fractional- N mode is turned on, with an offset frequency
of 3.9 kHz from the 8.75 GHz channel (see Fig. 21), the inte-
grated jitter rises to only 68.6 fs while the worst case measured
fractional spur, at the same offset frequency, is —58.2 dBc.
Fig. 22 shows the measured integrated jitter at different
integer-N channels within the tuning range [Fig. 22(a)] and
for different fractional frequency offsets from the 8.75 GHz
integer-N channel, with and without including the contribution
of fractional spurs [Fig. 22(b)].
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Work 18SCC 20 1SSCC ‘18 JSsc 20 J8SC 19 1ISSCC 18
PLL Architecture BBPLL BBPLL BBPLL BBPLL ADPLL ADPLL
oty | ST VLI s I | T
Type Fractional-N Fractional-N Fractional-N Integer-N Integer-N Fractional-N
Output Frequency [GHz] 8.5-10 12.8-15.2 3.7-4.1 225217 12 2125
Reference Frequency [MHz] 250 500 52 216 50 0.032
Frequency Jump [GHz] 0.25-1.5 1 0.364 0.864 <1 0.02
Locking Time [us] <1.56 18.55 115 15 <07 <01
Locking Cycles [ # Ref. cycles] <390 9275 5980 24840 <35 <1
Settling Accuracy [ppm] <80 70 90 3 N/A N/A
Integer-N Jitter [fs] 486 59 NA 220 3090 NA
Frac.N Jitter w/o spurs [fs] 57.2 66.2 183 N/A N/A 1390
Frac.N Jitter w/ spurs [fs] 68.6 NIA NIA NIA NIA NA
Integration Bandwidth [Hz] 1k-100M 1k-100M 1k-30M 10k-20M N/A 100k-1G
Power Dissipation [nW] 20 198 528 25 10.8 0.923
FoM * [dB] -251.8 -250.6 2475 N/A N/A 2315
FoM,** [dB] -250.3 N/A N/A N/A N/A N/A
Fractional Spur [dBc] -58.2 61 -50 N/A NA N/A
Reference Spur [dBc] -70.2 -80.1 N/A -65 N/A N/A
Active Area [mm?] 0.23 017 0.61 0.09 0.044 024
CMOS Process [nm] 28 28 65 28 65 16

*FoM, = 10 log,, [(Power/tmW)-(Frac-N Jiter,,, . /1s)’] **FoM, = 10 log,, [(Power/imW)-(Frac-N Jiter,,, /1s)’]
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Fig. 23. Performance comparison with prior art fast-locking DPLLs.

The table in Fig. 23 shows a performance comparison with
fast-locking DPLLs. When compared with BBPLLs, this work
achieves the best locking time in terms of reference cycles,
which is more than an order of magnitude lower than in
other published results, while achieving the largest frequency
jump and the best integrated jitter, demonstrating that locking
time reduction is achieved without impairing rms jitter. When
compared with all-DPLLs (ADPLLs), this work reduces the
performance gap which is currently existing between BBPLLs
and ADPLLs.

V. CONCLUSION

The work presents an 8.5-10 GHz fractional-N BBPLL
implemented in a 28-nm bulk CMOS technology. The system
achieves 1.56 us locking time with 68.6 fs integrated jitter
by exploiting two novel techniques: 1) a type-II gear-shifting
technique to avoid limit cycles and speed-up the locking
transient of the main PLL loop and 2) a low-complexity AFS
technique to reduce the PLL frequency error upon channel
switching using the already existing hardware. The results
show an improvement of the locking time of BBPLLs by more
than one order of magnitude without impairing the rms-jitter.

APPENDIX A

Fig. 24 shows a more accurate plot of the PLL state
variables during gear-shift. When p[k] is scaled down, a PLL
frequency perturbation equal to

AFp,n = (ﬁn—l - ﬁn)kfe[k] (12)

is instantaneously induced, where £, and f,_; are the values
of S[k] at the new and previous gear-shift steps and e[k] is the
value of the main BBPD signal at the scaling instant.?! Since
the gear-shift scaling occurs after the sign inversion of At[k]
and e[k] within each transient section, A F, , is opposite with
respect to the BBPLL frequency correction term at the end
of the previous section, i.e., =2f,_1ks. The result is that the
PLL capability of removing the initial frequency error AF

21 The perturbation induced by a[k] scaling is neglected, as a[k] < Blk].
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Fig. 24. Transient waveforms of the PLL frequency error A Fyy[k], the PLL
time error At[k], and loop-filter gains B[k] and a[k] during the gear-shift
and taking into account the frequency perturbations induced by the loop filter
coefficients scaling.
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Fig. 25. Transient of the PLL time error Af[k] for the minimum dead-zone
PVT corner and AT,iq > Atgz, min-

is reduced, and the corresponding value of AF,,. can be
derived as

N
2qg — 1
AFrax = Z,Bgsquj - Z [AFpal = Bosk q

n=1

3g — 1
—1
(13)

where the sum of all terms |AF), ,| was subtracted from (6),
and | - | is the absolute value operation.

APPENDIX B

Fig. 25 depicts the operation of the auxiliary path in
Section II for the minimum dead-zone PVT corner, i.e.,
Aty; = Ataz min- If AThya > Atgz, min, the initial time error
Aty after the auxiliary path switch-off would be positive.
As a consequence the maximum value of the time error
overshoot At, to avoid triggering limit cycles, i.e., Aty max,
would be smaller than the dead-zone, and AF.; in such
condition can be found by substituting the term Aty, in (3)
with Afpmax = Aldzmin — Afo. Since A Feie ¢ (Afpmax)'/?,
the minimum dead-zone PVT corner is the worst case, and
therefore, to achieve a robust operation, Af, max should be
maximized in this condition. To do so, the value of AT,y was
chosen to match Atdz,min.zz

22The value of AT,y varies across the tuning range, and, from (1), it is
maximized for the minimum Foy. Therefore, ATydmax = Aldzmin Was
enforced, since this is the worst case where the largest positive Afy takes
place during the transient.

Note that, for what concerns limit cycles, only the fine
BBPD operation in Fig. 15 must be taken into account,
as the coarse BBPD eventually switches off near the end
of the transient. The minimum value of the implemented
fine BBPD dead-zone is about Afg,min = 140 ps from
circuit-level simulations on PVT corners, resulting in a worst
case AF.i ~ 14 MHz, which is close to its nominal value
of about 16 MHz and therefore not being a problem in our
design.
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