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Nicolò Varallo, Giorgio Besagni, Riccardo Mereu * 

Politecnico di Milano, Department of Energy, Via Lambruschini 4a, 20156 Milano, Italy   

A R T I C L E  I N F O   

Keywords: 
Bubble column 
Heterogeneous flow regime 
Bubbles interactions 
Lift force 

A B S T R A C T   

Bubble columns are used in many industrial applications, but the complex fluid dynamics phenomena has limited 
their design and optimization processes. Computational Fluid Dynamics (CFD) is a promising tool to investigate 
the complex multi-scale flow physics characterising multiphase reactors. In this work, a CFD Eulerian-Eulerian 
modelling approach is developed to describe the hydrodynamics of a large-scale bubble column operated over 
a wide range of superficial gas velocities (0.0188 – 0.20 m/s). Available experimental results were used for the 
model validation. A drag law for oblate bubbles was considered and coupled with a drag modification function to 
include the effects of bubble–bubble interactions. The numerical approach was tested considering a mono- 
dispersed approximation and including coalescence and breakup by using a Population Balance Model (PBM). 
The role played by the lift force was investigated and, for the reactor configuration considered, it turned out to be 
essential in the description of the local flow properties.   

1. Introduction 

Bubble columns are gas–liquid reactors that find many practical 
applications in the chemical, biochemical, petrochemical, food, and 
pharmaceutical industries. They are used, for example, in the Fischer- 
Tropsch process for the production of liquid hydrocarbons and in the 
LOPROX process which aims to improve the biodegradability of heavily 
contaminated production effluents (e.g., containing organic substances, 
i.e., phenol) before they are transferred to the traditional biological 
wastewater treatment facilities (Degaleesan et al. (2001), Besagni 
(2021a)). 

Bubble columns are an attractive solution for large industrial pro
ductions due to several advantages that include simple and compact 
design, high durability due to the absence of moving parts, excellent 
heat and mass transfer coefficients, low maintenance required and low 
operating costs (Shaikh and Al-Dahhan (2007), Rollbusch et al. (2015), 
Besagni et al. (2017)). On the other hand, although their construction 
and layout are very simple, the hydrodynamics of bubble columns is 
extremely complex, and a comprehensive understanding of their prop
erties has yet to be fully achieved. The overall behaviour of the flow is 
affected by phenomena occurring at both the macro-scale (reactor-scale) 
and the local-scale, as many operating variables tend to influence each 
other. 

Besagni (2021b) proposed a novel physical-based theory for the 
description of the fluid dynamics in large-diameter bubble columns and 
stated that six flow regimes can be observed by increasing the gas flow 
rate: (1) mono-dispersed homogeneous flow regime, (2) poly-dispersed 
homogeneous flow regime, (3) transition flow regime without 
coalescence-induced structures, (4) transition flow regime with 
coalescence-induced structures, (5) pseudo-heterogeneous flow regime 
and, (6) pure-heterogeneous flow regime (Fig. 1). Changing the system 
design and/or the operating modes and/or the phase properties induces 
a variation in the flow regime boundaries and does not influence the 
flow regime properties themselves. 

In industrial practice, large-scale bubble columns are typically 
employed, equipped with gas distributors characterized by large open
ings, so a heterogeneous flow regime is commonly observed. This regime 
represents a chaotic and unsteady flow pattern, with enhanced turbulent 
motion, strong liquid recirculation and vigorous mixing. A wide bubble 
size distributions and marked radial gas holdup profiles are observed 
(Gourich et al. (2006)). Large bubbles generated by coalescence are 
characterized by a negative lift coefficient explaining the radially in
ward motion of bubbles, whereas small bubbles with a positive lift co
efficient tend to distribute toward the vessel walls (Kulkarni (2007)). 
The average bubble size is governed by coalescence and breakup 
mechanisms, which determine the flow properties, no longer controlled 
by the primary bubbles generated at the sparger. 
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The properties of the heterogeneous flow regime make its description 
even more challenging (Montoya et al. (2016), Gemello et al. (2018a), 
Gemello et al. (2018b)). The recent increase in interest in Computational 
Fluid Dynamics (CFD) spurred substantial research efforts in 

determining numerical models that can obtain reasonably accurate 
predictions with limited computational time, thus overcoming the lim
itations of traditional empirical methods. Despite being a promising 
tool, fully predictive CFD models for bubble columns still need to be 

Nomenclature 

Abbreviations 
BIT Bubble Induced Turbulence 
BSD Bubble Size Distribution 
CFD Computational Fluid Dynamics 
CFL Courant-Friedrichs-Lewy number 
LES Large Eddy Simulation 
NDF Number Density Function 
PBM Population Balance Model 
RANS Reynolds-Averaged Navier Stokes 
RSM Reynolds Stress Model 
SMD Suter Mean Diameter 

Non dimensional parameters 

Eo =
g(ρL − ρG)d2

eq
σ Eötvös number. [-] 

Fr =
u2

b
gdeq 

Froude number. [-] 

Mo =
g(ρL − ρG)μ4

L
ρ2

L σ3 Morton number. [-] 

Reb =
ρLureldeq

μL
Reynolds number. [-] 

We =
dequ2

bρL
σ Weber number. [-] 

Symbols 
DH Column hydraulic diameter. [m] 
D*

H Dimensionless column diameter. [-] 
CD Drag coefficient. [-] 
CL Lift coefficient. [-] 
db Bubble diameter. [mm] 
deq Equivalent bubble diameter. [mm] 
E Bubble aspect ratio. [-] 

g→ Gravity acceleration. [ms− 2] 
g(L) Breakage frequency. [s− 1] 
h Swarm factor. [-] 
h(L1,L2) Collision frequency. [m3s− 1] 
H0 Initial liquid height. [m] 
Hd Aerated liquid height. [m] 
k Turbulent kinetic energy. [m2s− 2] 
P Pressure. [Pa] 
U Superficial velocity. [ms− 1] 
ub Bubble rise velocity. [ms− 1] 
urel Gas-liquid relative velocity. [ms− 1] 

Greek letters 
αG Local gas volume fraction. [-] 
β Daughter distribution function. [-] 
Δt Time step size. [s] 
εG Global gas holdup. [-] 
ε Turbulent dissipation rate. [m2s− 3] 
λ(L1,L2) Coalescence efficiency. [-] 
μ Dynamic viscosity. [kgm− 1s− 1] 
μt Turbulent viscosity. [m2s− 1] 
ω Specific dissipation rate. [s− 1] 
ρ Density. [kgm− 3] 
σ Surface tension. [Nm− 1] 
τ Viscous stress tensor. [kgm− 1s− 2] 

Subscripts 
G Gas phase 
L Liquid phase 
k k-th phase  

Fig. 1. Flow regimes and flow regime transitions in a large-diameter bubble column (Besagni, 2021). The drift flux is defined as the volumetric flux of either 
components relative to a surface moving at volumetric average velocity. 
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developed due to the lack of flow physics knowledge. Consequently, the 
successful use of CFD models still needs exhaustive experimental and 
numerical investigation. 

The Eulerian-Eulerian multi-fluid method is the most common 
approach for simulating bubble columns operating with high gas volume 
fractions. It describes continuous and dispersed phases as inter
penetrating continua and relies on ensemble averaging of the multi
phase Navier-Stokes equations (Guédon et al. (2017)). This averaging 
procedure calls for additional closure relations that quantify the mo
mentum transfer between the phases (Rzehak et al. (2017)). 

The accuracy and reliability of the predicted results heavily depend 
on the selection of the closure models, on the modelling of coalescence, 
and breakup phenomena and on the modelling of turbulence. The 
literature review proposed in the following focuses on these three 
aspects. 

Concerning the closure relations for the momentum transfer between 
the phases, it is admitted that the drag force gives the main contribution 
to the inter-phase momentum transfer (Tabib et al. (2008)). Several 
correlations were reported in the literature to express the drag coeffi
cient, CD, of a single bubble rising through an infinite liquid medium 
(Schiller and Naumann (1935), Grace et al. (1976), Clift et al. (1978), 
Ishii and Zuber (1979), Tomiyama (1998), Zhang et al. (2006)). For high 
volume fractions, the drag law for isolated bubble should be corrected 
by means of a swarm factor, which is a drag modification function that 
accounts for bubble–bubble interactions (McClure et al. (2014), Gemello 
et al. (2018a)). Among the available models, the one by Gemello et al. 
(2018a) appears to be the most accurate, even if it requires tuning 
against experimental data. Validation of swarm factors and other non- 
drag forces (i.e., lift, wall lubrication, turbulent dispersion, virtual 
mass) is still a debatable topic. In particular, the role of the lift force is 
controversial, as different authors found that it can be either funda
mental or negligible in determining the accuracy of the results. Elena 
Díaz et al. (2009) (rectangular bubble column; 0.04 m width, 0.20 m 
length; 0.0024 ≤ UG ≤ 0.021 m/s) observed that including the lift force 
in the simulation did not improve the results. Similarly, Gemello et al. 
(2018a) (cylindrical bubble columns; DH = 0.4 − 1,3 m; 0.03 ≤ UG ≤

0.35 m/s) reported an excellent match with their experimental data even 
without modelling the lift coefficient. Ziegenhein et al. (2013) (cylin
drical bubble column; DH = 0.288 m; UG = 1 cm/s) studied the effects of 
the interfacial forces on the hydrodynamics of a cylindrical bubble 
column with a fixed poly-dispersed approach. They observed that the 
experimental data were better predicted for high superficial gas veloc
ities neglecting the non-drag forces. On the contrary, the lift force was 
fundamental to obtain satisfactory results at low superficial gas veloc
ities. Hosseini et al. (2020) (cylindrical bubble column; DH = 0.24 m; 
0.0037 ≤ UG≤ 0.02), investigated the”pseudo-homogeneous” flow 

regime using a bi-dispersed approach and concluded that the use of the 
Ziegenhein et al. (2018) lift model leads to a better prediction of the 
radial gas volume fraction profiles and global gas holdup. 

Concerning the coalescence and breakup phenomena, they deter
mine the local Bubble Size Distribution (BSD), which is essential as all 
interfacial forces depend on the bubble diameter. Coalescence and 
breakup modelling can be included by coupling the CFD model with a 
Population Balance Model (PBM). Recently, Gemello et al. (2019) (cy
lindrical bubble column; DH = 0.4 m; 0.03 ≤ UG ≤ 0.35 m/s) found a set 
of kernels that appears to be the best choice for bubble columns oper
ating in the heterogeneous regime. Augier et al. (2021) (cylindrical 
bubble column; DH = 0.4 m; 0.03 ≤ UG ≤ 0.35 m/s) found the same 
conclusion after a screening process of 60 possible combinations of 
coalescence and breakage models available in literature. 

Concerning turbulence, it influences the local distribution of the 
dispersed phase and has a crucial role in determining coalescence and 
breakup processes, making its modelling a fundamental aspect. Many 
authors have investigated the performance of different turbulence 
models. Deen (2001) (square bubble column; 0.15 m width, 0.15 m 
length; UG = 0.0049 m/s) compared RANS and LES methods and 
demonstrated that the RANS approach overestimates the gas and liquid 
velocity profiles, while LES reported a better agreement with the 
experimental data. Ekambara and Dhotre (2010) (cylindrical bubble 
column; DH = 0.3 m; UG = 0.02 m/s) compared k − ε, k − ω, RSM and 
LES models and found that both RSM and LES provided more realistic 
predictions near the sparger, where the flow is more anisotropic. 
Though, all models predicted comparable time-averaged quantities. 
Silva et al. (2012) (cylindrical bubble column; DH = 0.162 m; 0.02 ≤

UG ≤ 0.08 m/s) studied the applicability of k − ε and RSM turbulence 
model in the heterogeneous flow regime and found that both could 
provide a good quantitative description of gas holdup and velocity 
profiles in the fully developed region. Colombo and Fairweather (2015) 
(cylindrical bubble columns; 0.025 ≤ DH ≤ 0.06 m; 0.02 ≤ UG ≤ 0.436 
m/s) applied RSM and k − ε models combined with Bubble Induced 
Turbulence (BIT) source terms to represent the gas volume fraction and 
axial liquid velocity radial profile in both upward and downward air–
water flows. They concluded that the anisotropy of the turbulence field 
was well reproduced with the RSM, which gave accurate predictions of 
the stream-wise and the wall-normal rout mean square of velocity 
fluctuations. However, a close agreement was found between the two 
methods. 

Although some authors proposed their own set of closure models, 
comprehensive guidelines concerning the heterogeneous regime still 
need to be revised, as most of the research has focused on column 
operation at low gas velocities. For example, Guédon et al. (2017) 
developed a model that provided good results for the homogeneous 

Fig. 2. Plant scheme of the experimental setup (from Besagni and Inzoli (2016)).  

N. Varallo et al.                                                                                                                                                                                                                                 



Chemical Engineering Science 280 (2023) 119090

4

regime but proved inaccurate when applied to the heterogeneous one. 
Considering the gaps present in the current numerical modelling of 

bubble columns, this work attempts to develop a CFD methodology that 
can describe the fluid dynamics of a large-scale reactor operated in the 
heterogeneous regime, with the superficial gas velocity ranging from 
0.0188 m/s to 0.20 m/s. 

Firstly, a fixed bubble size assumption is adopted modelling only the 
drag force corrected with a swarm factor. Then, improvements in the use 
of a PBM will be quantified. The role of the lift force will be examined by 

adding a proper lift coefficient formulation and checking the radial 
distribution of local properties. 

This paper is structured as follows. In Section 2 the experimental set- 
up and dataset are presented, in Section 3 the numerical approach is 
discussed and the physical model is detailed, in Section 4 the numerical 
predictions are compared with experiments. Finally, conclusions are 
drawn and future studies are proposed. 

2. The experimental data 

The experimental set-up of Besagni and Inzoli (2016) (Fig. 2) was 
used as a reference for this work. The experimental facility consist of a 
non-pressurized vertical pipe made of Plexiglas with height hC = 5.3 m 
and inner diameter ofDC = 0.24 m. A pressure reducer controls the 
pressure upstream the rotameters (1) and (2), used to measure the gas 
flow rate (accuracy 2 % f.s.v., E5-2600/h, manufactured by ASA, Italy). 
A pump (manufactured by DAB), controlled by a bypass valve, provides 
water recirculation, and a rotameter (3) measures the liquid flow rate 
(accuracy 1.5 % f.s.v., G6-3100/39 manufactured by ASA, Italy). The air 
distributor is a spider sparger with 6 arms and 40 holes of diameter 
ranging between 2 mm and 4 mm (Fig. 3). The liquid and gas temper
atures were kept constant at room temperature (22±1 ◦C), and the value 
of gas density (used to calculate the superficial gas velocity) refers to the 
operating conditions at the column mid-point. 

Measurement of the bed expansion allowed the evaluation of the gas 
holdup. The procedure involves measuring the location (height) of the 
liquid free surface before and after the aeration. 

εG =
Hd − H0

Hd
(1) 

Where H0 is the initial liquid height and Hd is the height of the liquid 
free surface after the aeration. 

The local flow properties were measured using a double-fiber optical 
probe (manufactured by RBI). The optical probe is inserted, via an access 
port, in the flow at heigh of 0.7 m and 1.9 m from the sparger. The first 
probe measures the near sparger flow characteristics, the latter is posi
tioned in the region of full development flow, and the measurements 
refer to the hydrodynamic condition of all the other points located at 
higher axial positions. 

Bubble size distribution is obtained by image analysis. The photos 
were taken using a NIKON camera (f/3.5, 1/1600 s, ISO400); the 
backlight method is employed in the experiments using a 500 W halogen 
lamp as the light source. Visualization sections consist of squared boxes 
(filled with water) around the vertical pipe designed to correct the dis
torted image. The resolution of each image is 4288 × 2848 pixels. 

The reactor is operated in batch mode and the initial liquid height is 
set to 3.4 m, which is assumed to be high enough to consider the gas 
volume fraction independent on the initial level of the liquid free sur
face. Superficial gas velocity can be varied in the range between 0.0037 
m/ s and 0.2 m/s. 

Note that the column also respects all the scale-up criteria indicated 
in the paper of Wilkinson et al. (1992). For its geometrical characteris
tics, the column is classified as a large-scale facility, following the 
definition of Kataoka and Ishii (1987), based on the dimensionless 
diameter, D*

H. 

D*
H =

DH
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ
g (ρL − ρg)

√ ≥ 52 (2)  

3. Numerical modelling 

3.1. Governing equations 

In the Eulerian-Eulerian framework the different phases are treated 
mathematically as interpenetrating continua. Conservation equations 

Fig. 3. Spider sparger geometrical configuration.  

Fig. 4. Schematic of interphase forces acting on a bubble: (a) Drag, (b) Lift, (c) 
Wall lubrication force, (d) Virtual mass force, (e) Turbulent dispersion force 
(Khan et al. (2020)). 
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are evaluated for each phase, defining a set of governing relations that is 
solved at each computational cell. Considering an isothermal flow with 
no mass transfer, the continuity equation for the k-th phase is: 

∂
∂t
(αkρk)+∇ • (αkρk u→k) = 0 (3) 

Where u→k is the velocity vector of phase k and αk is the phasic vol
ume fraction. The momentum balance for k-th phase reads as follows. 

∂
∂t

(

αkρk u→k

)

+∇ •

(

αkρk u→k u→k

)

= − αk∇P+∇ • (αkτk)+αkρk g→+ M→k

(4) 

Where g→ is the gravity acceleration, P is the common pressure field 
shared by all phases, and τk is the shear-stress tensor for the k-th phase. 
The last term appearing on the right-hand side of Equation (4) includes 
all the interaction forces exchanged between the phases. It is given by 
the sum of the following inter-phase mechanisms: drag, lift, turbulent 
dispersion, wall lubrication, and virtual mass (Fig. 4). 

M→k = F→D + F→L + F→TD + F→WL + F→VM (5)  

3.2. Interfacial forces 

Interfacial momentum forces are typically added as source terms in 
the momentum equation and can be classified into drag and non-drag 
forces. The drag force gives the most important contribution to the 
momentum transfer between phases, but the other forces (especially the 
lift force) may still have an impact in determining the local flow prop
erties distribution. Virtual mass and wall lubrication have no significant 
contribution to the momentum transfer in bubble columns, so they have 
been neglected in this work. This allows also to simplify the CFD model, 
increasing stability and reducing the volume of calculations. Moreover, 
the turbulent dispersion force was not included directly because its ef
fects are comprised in the definition of the swarm factor. Only the drag 
and lift force are implemented and discussed in the present analysis. 

3.2.1. Drag force 
The drag force takes into account the resistance force that opposes to 

the bubble motion relative to the surrounding liquid (Rzehak et al. 
(2017)). It is always applied in the opposite direction to the bubble 
motion and its formulation includes local quantities like the relative 
gas–liquid velocity, bubble diameter, and gas volume fraction. 

F→D = −
3

4db
CDρLαG(1 − αG)| u→G − u→L|( u→G − u→L) (6) 

CD is the actual drag coefficient and can be evaluated in the ideal case 
of an isolated bubble with suitable correlations for different flow and 
bubble shape regimes. The drag law of Tomiyama (1998) was used in 
this work. 

C∞
D = max

{

min
[

24
Reb

(
1 + 0.15Re0.687

b

)
,

72
Reb

]

,
8
3

Eo
Eo + 4

}

(7) 

Equation (7) shows the dependence of the drag coefficient on two 
important dimensionless parameters, the Reynolds number, Reb, and the 
Eötvös number, Eo. It is particularly suitable for oblate and deformable 
bubbles and is also valid for partially contaminated systems (Gemello 
et al. (2018a)). 

3.2.2. Swarm factor 
In the case of high gas volume fraction, bubbles are very close to each 

other, so a crowding effect is observed, for which bubbles travel through 
the column in swarms. In these clusters, the bubble boundary layers 
interact, modifying the interphase momentum exchange and, above all, 
the drag force. 

To quantify this change in the drag force a correction function is 
defined, termed swarm factor, that is calculated as the ratio between the 
actual drag coefficient and the ideal drag coefficient for an isolated 
bubble. 

h =
CD

C∞
D

(8) 

Recently, Gemello et al. (2018a) proposed a correlation that gives 
good results when applied to air–water bubble columns in the hetero
geneous regime. They corrected the model of Simonnet et al. (2008), 
which was validated only for gas fractions lower than 30%, by including 
a minimum constant value, hmin. 

h = max

⎧
⎨

⎩
(1 − αG)

[

(1 − αG)
25
+

(

4.8
αG

1 − αG

)25
]− 2

25

, hmin

⎫
⎬

⎭
(9) 

hmin is an adjustable parameter and must be tuned to the experi
mental data. A sensitivity analysis on the hmin value was performed and it 
was found that hmin = 0.4 provides the best results. Fig. 5 shows the 
swarm factor considered in this study. 

Fig. 5. Swarm factor as a function of the local gas holdup.  
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3.2.3. Lift force 
The lift force is a transverse force component that acts in the direc

tion perpendicular to the bubble motion. The momentum source term 
given by the lift force is calculated as following. 

F→L = − CLαGρL( u→G − u→L) × (∇ × u→L) (10) 

The lift force heavily depends on the bubble size and shape. In 
particular, small bubbles have a positive lift coefficient, so that the lift 
force acts in the direction of negative liquid velocity gradient, pushing 
them towards the reactor walls. Large bubbles, instead, have a negative 
lift coefficient and tend to move towards the column centre. The lift 
coefficient sign reversal occurs at a specific bubble size, referred to as 
critical bubble diameter, dcrit. 

Tomiyama et al. (2002) experimentally studied the motion of an 
isolated air bubble rising in a vertical shear flow of glycerol-water so
lution (Morton number between 10− 3 and 3 × 10− 3) and derived a 
model for the lift force applicable to large-scale deformable bubbles. 
Satisfactory results were also obtained when the model was extended to 
air–water systems (Morton number of 10− 10). 

CL =

⎧
⎨

⎩

min[0.288tanh(0.121Reb), f (Eo⊥) ] Eo⊥ ≤ 4
f (Eo⊥) 4 < Eo⊥ ≤ 10
− 0.27 Eo⊥ > 10

(11) 

Where: 

f (Eo⊥) = 0.00105Eo3
⊥ − 0.0159Eo2

⊥ − 0.0204Eo⊥ + 0.474 (12) 

Eo⊥ is the modified Eötvös number. 

Eo⊥ =
g(ρL − ρG)d2

⊥

σ (13) 

It is calculated considering the maximum horizontal dimension 
(major axis) of the bubble, d⊥, which depends on the bubble aspect ratio, 
E. A widely used correlation to predict the bubble aspect ratio was given 
by Wellek et al. (1966) for contaminate flows. 

d⊥ = db

(
1
E

)1/3

= db

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + 0.163Eo0.7573

√
(14) 

With the Wellek et al. (1966) shape correlation, the Tomiyama et al. 
(2002) model predicts that the sign change occurs at a bubble size of 5.8 

Fig. 6. Comparison between Tomiyama et al. (2002) and Ziegenhein et al. (2018) model for the lift coefficient. Note that the two models predict different values for 
the critical diameter in air–water systems. 

Fig. 7. Comparison between the Ziegenhein et al. (2018) lift model (dotted line) and the smoothing function proposed in Equation 16 (dashed line).  
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mm. However, Ziegenhein and Lucas (2019) pointed out that Wellek 
et al. (1966) correlation is not suitable for purified air–water systems, 
leading to an overprediction of the major axis for an elliptic bubble. To 

overcome this limitation, Ziegenhein et al. (2018) suggested a quadratic 
fit correlation for the lift force as a function of Morton number, modified 
Eötvös number and bubble Reynolds number. 

CL =

{
0.002Eo⊥ − 0.1Eo⊥ + 0.5 Eo⊥ ≤ 10.5

− 0.3295 Eo⊥ < 10.5 (15) 

In the model, the correlation for the bubble major axis is modified 
based on experimental observation of bubble shapes in six column 
configurations. 

d⊥ = db

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + 0.65Eo0.353

√
(16) 

The Ziegenhein et al. (2018) correlation results in a critical diameter 
of about 5.13 mm, which is lower than that obtained by the Tomiyama 
et al. (1998) model coupled with the Wellek et al. (1966) relation for the 
bubble aspect ratio. Fig. 6 shows the comparison between Tomiyama 
et al. (1998) and Ziegenhein et al. (2018) lift model. 

The lift force modelling adds a noticeable degree of instability to the 
simulation, and thus certain precautions are required. To avoid possible 
convergence issues, the lift coefficient formulation given by Ziegenhein 
et al. (2018) was smoothed (Fig. 7) to prevent rapid variations in the lift 
coefficient with the increase in the bubble diameter. The smoothed 
function has the following form: 

CL,smooth = a
(
0.002Eo2

⊥ − 0.1Eo⊥ + 0.5
)
− 0.3295(1 − b) (17) 

Where the a and b coefficients are given by 

a =
1
2
−

1
2

tanh
(

Eo⊥ − 10.3
1.5

)

(18)  

b =
1
2
−

1
2

tanh
(

Eo⊥ − 10.6
1.5

)

(19)  

3.3. Population balance model 

When the information about the bubble size distribution is not 
available, the mono-dispersed approach cannot be implemented, and a 
population balance model can be used. The class method was adopted, 
since the Quadrature Method of Moments (QMOM) suffered from nu
merical issues that produced sets of corrupted moments which lead to a 
misrepresentation of the computed flow. 

In the class method the continuous bubble size distribution is dis
cretized into different size bins. The interval of bubble diameters asso
ciated with each bin is calculated with the following geometrical 
progression. 

Vi+1

Vi
= 2q (20) 

Where Vi is the bubble volume of the i-th bin. In terms of bubble 
diameter: 

di+1

di
=

̅̅̅̅̅
2q3

√
(21) 

The number of bins was set equal to 16 since it demonstrated to be a 
good compromise between accuracy and computing time. A value of 
1.15 was chosen for the ratio exponent, q. In this way, by selecting the 
minimum diameter to be 1 mm, the maximum allowed bubble size is 54 
mm. 

Fig. 8. 3D representations of the polyhedral mesh at two different locations: 
(left) Sparger region, (right) Interior region. 

Fig. 9. Cross sectional view of the polyhedral mesh used in this work.  

Table 1 
Summary of the solution methods used in the CFD simulations.  

Equation Solution Method 

Pressure PRESTO! 
Gradient Least-Square Cell Based 
Momentum QUICK 
Volume Fraction QUICK 
Turbulence First-Order Upwind 
Gas size bins First-Order Upwind  

Table 2 
Air and water density, dynamic viscosity, and surface tension coefficient at the midpoint of the column.  

Phase Density [kg/m3] Dynamic Viscosity [kg s/m] Surface Tension Coefficient [N/m] 

Primary (Water) 997 8.9 ⋅10− 4  – 
Secondary (Air) 1.356 1.85 ⋅10− 5  – 
Air-Water – –  0.072  
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3.3.1. Bubble breakup model 
The modelling of the breakage phenomena requires the definition of 

a breakage efficiency and of a daughter size distribution function. 
Indicating with L the diameter of the daughter bubble and following the 
study of Gemello et al. (2018) the expression for the breakage frequency 
adopted is based on the work of Laakkonen et al. (2006). 

g(L) = C3ε1/3erfc

⎛

⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
C4σ

ρLε2/3L5/3 +
C5μL

̅̅̅̅̅̅̅̅̅ρLρg
√ ε1/3L4/3

√ ⎞

⎠ (22) 

Three adjustable constants appear in the expression for g(L). The 
constants C4 and C5 are independent on the system characteristics and 
are set equal to 0.04 and 0.01, respectively. The first multiplication 
constant C3 contains the dependency on the physical and flow properties 
and was assumed equal to 4.0 m− 2/3, as suggested by Gemello et al. 
(2019). This value is considered valid for all bubble columns operating 
with air–water flows. However, the constant C3 changes as the system 
properties change. For example, Petitti et al. (2013) found that C3 = 6 
m− 2/3 provides satisfactory results when dealing with air–water stirred 

tank reactors. Moreover, C3 is expected to change when fluids other than 
air and water are used, and it should be tuned based on experimental 
data. This dependency is not investigated in this work. The daughter 
distribution function also considers the model of Laakkonen et al. (2006) 
and assumes binary breakage. 

3.3.2. Bubble coalescence model 
Concerning the modelling of coalescence, the relation for the colli

sion frequency proposed by Wang et al. (2005) was adopted. 

h(L1, L2) = C′
6γΠ(L1 + L2)

2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

L2/3
1 + L2/3

2

√

ε1/3 (23) 

The model constant C′
6 should be replaced to match the experimental 

data for the SMD, and a value of 0.16 was used in this study (Gemello 
et al. (2019)). 

As detailed in Liao and Lucas (2010), γ and Π are modification 
functions. Function γ accounts for reduction of the free space for bubble 
movement due to the volume occupied by bubbles, which causes an 
increase in the collision frequency. 

γ =
αG,max

αG,max − αG
(24) 

Function Π is linked to the fact that, when bubbles are much larger 
than the turbulent length scale, they are not influenced by turbulence 
and no collisions occur. Wu et al. (1998) suggested the following 
expression, assuming that the bubble distance for which collisions be
tween neighbouring bubbles take place is by the eddy with size of the 
same order of the bubble size. 

Π =

[

1 − exp

(

− CΠ
α1/3

G,maxα1/3
G

α1/3
G,max − α1/3

G

)]

(25) 

CΠ is an adjustable parameter that can be set as 3 in case of air–water 
systems. The critical approach velocity is selected for the coalescence 
efficiency with the model of Lehr et al. (2002). 

λ(L1, L2) = min
(

ucrit

urel
, 1
)

(6) 

The term ucrit is equal to 0.08 m/s for air–water systems. The relative 
approach velocity is determined as: 

urel =
̅̅̅
2

√
ε1/3

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

L2/3
1 + L2/3

2

√

(27) 

Fig. 10. Comparison between experimental data (■) and CFD simulation results using the drag law of Tomiyama (1998) (◊) and considering the modified version of 
the swarm factor proposed by Gemello et al. (2018a) (△). Error bars indicate a 10 % error margin with respect to the corresponding experimental value (a value 
commonly associated with the bed expansion technique, used for measuring the global gas holdup). 

Fig. 11. Parity graph of experimental and calculated CFD results for the global 
gas holdup. The error lines indicate that the results for the simulated flow 
conditions fall within the ± 10% margin. 
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Where L1 and L2 are the sizes of the approaching bubbles, and ε is the 
turbulent dissipation rate. 

3.4. Turbulence modelling 

Due to the small density of the dispersed gas, it suffices to consider 
turbulence in the continuous phase (Rzehak and Krepper, 2013b). The 
two-equation k − ω Shear-Stress-Transport (SST) was implemented to 
estimate the Reynolds stresses and the Production Kato-Launder 

modification option was selected. The constants of the model follow 
their single phase counterparts. In the present study, Bubble Induced 
Turbulence (BIT) has been neglected. 

3.5. Geometry and mesh properties 

The numerical simulations were performed on a 3D unstructured 
polyhedral mesh. A mesh independence analysis was performed to check 
the dependence of the results on the cell size, and it was concluded that a 

Fig. 12. Radial distribution of the local gas volume fraction determined from the CFD simulation at the axial position of 1.9 m from the sparger at UG = 0.0614 m/s 
(a) and UG = 0.20 m/s (b) using the mono-dispersed approach (dotted line) versus the experimental data (■). Error bars represent the standard error of the 
experimental data. 
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medium mesh with about 313 000 elements is sufficiently fine to ensure 
results that are independent on the grid size. Results of the indepen
dence analysis are shown in Appendix A. In the geometrical represen
tation, the spider sparger was modelled with its fully 3D structure 

without including any simplifications in order to describe the complex 
flow patterns occurring at the gas inlet (Fig. 8, Fig. 9). The advantage in 
using polyhedral meshes is that they typically allow lower overall cell 
count relative to unstructured tetrahedral or hybrid meshes, possibly 

Fig. 13. Radial distribution of the local axial liquid velocity determined from the CFD simulation at axial position of 1.9 m from the sparger at UG = 0.0614 m/s: 
(dotted line) CFD results versus (■) Forret et al. (2003) correlation. 

Fig. 14. Visualization of the instantaneous macro-scale flow structures over the axial plane at UG = 0.10 m/s: (a) Contours of axial liquid velocity, (b) Pathlines of 
axial liquid velocity. 
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saving some computational expense. The computational grid was 
refined near the wall (where three prism layers were adopted) to capture 
the boundary layer gradients, and near the sparger, due to the presence 
of small geometrical details and complex flow field. During the mesh 
generation process, good grid quality was also ensured, as poor quality 

discretization can either cause convergence difficulties and inaccurate 
physics description. The quality parameter values are in the optimal 
range. The majority of the cells have a very high orthogonal quality 
value, between 0.8 and 0.9998, and just few cells reach lower quality. In 
particular, some cells near the sparger openings and near the outer edge 

Fig. 15. Histogram representing the experimental BSD at UG = 0.0188 m/s, compared with BSD predicted by the CFD model adopting the PBM (dotted line).  

Table 3 
CFD results for the global gas holdup obtained using the swarm factor and the PBM, compared to the experimental values. In brackets, the relative error e [%] between 
the numerical result and the experimental value, e = |εG,EXP − εG,CFD|/εG,EXP.  

Superficial Gas Velocity [m/s] Global Gas Holdup 
Swarm Factor [%] 

Global Gas Holdup 
PBM [%] 

Experimental Value 
[%]  

0.0188 7.1 (7.6) 7.1 (7.6)  6.6  
0.0614 15.4 (7.2) 15.7 (9.3)  14.4  
0.10 17.2 (6.6) 17.0 (7.7)  18.4  
0.20 24.4 (4.5) 24.9 (2.6)  25.6  

Fig. 16. Comparison of the CFD results for the radial profile of local gas holdup at the axial position of 1.9 m from the sparger at UG = 0.0614 m/s using the mono- 
dispersed approach (dotted line) and the PBM (dashed line) versus the experimental data (■). Error bars represent the standard error of the experimental data. 
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of the sparger arms reach the minimum quality level, found at 0.45. The 
maximum skewness is 0.55 and the maximum aspect ratio is 22.8, which 
are quite high but refer only to a limited amount of cells located near the 
sparger. The overall quality of the mesh can be considered satisfactory 
and no degenerate cells are found when performing the mesh check. 

3.6. Numerical settings and boundary conditions 

Transient 3D simulations were performed on commercial software 
ANSYS Fluent 2021 R2 using the Eulerian – Eulerian approach over a 
time interval of 120 s. Results were averaged for the last 100 s of flow 
time, to ensure that they are independent on the initial transient (from 
the physical point of view, the initial transient decays after 10–15 s, 
which is the time required for the gas bubbles to rise to the column top). 
The time step size was set such that the Courant- Friedrichs-Lewy 
Number (CFL) is lower than 1, as reported by Guédon et al. (2017). 
Δt = 0.005 s appeared as the optimal value. 

The Phase Couple SIMPLE (PC-SIMPLE) algorithm was selected to 
handle the pressure–velocity coupling. A first-order Euler implicit 
scheme was used for temporal discretization. The Least Squares Cell 
Based formulation and the PRESTO! discretization methods were 
considered for spatial representation of gradients and pressure, respec
tively. In bubble columns, high order schemes are required to describe 
the transient nature of the flow, thus the QUICK method (third-order 
accurate) was implemented for both momentum and volume fraction 
equations. The First-Order Upwind was instead chosen for the turbulent 
quantities, because higher-order methods for turbulence and time dis
cretization can drastically compromise numerical stability (Gemello 
et al. (2018a)). Concerning the PBM simulations, a First-Order Upwind 
scheme was selected for the discretization of the gas size bins. The so
lution methods are summarized in Table 1. A mass-flow inlet boundary 
condition was assigned at the sparger openings. 

Concerning the PBM simulations, the inlet bubble size is assumed to 
have a log-normal distribution with a constant variance σb about the 

Fig. 17. Comparison of the CFD results for the radial profile of local gas holdup at the axial position of 1.9 m from the sparger at UG = 0.10 m/s using the mono- 
dispersed approach (dotted line) and the PBM (dashed line) versus the experimental data. Error bars represent the standard error of the experimental data (■). 

Fig. 18. Comparison of the CFD results for the radial profile of local gas holdup at the axial position of 1.9 m from the sparger at UG = 0.20 m/s using the PBM with 
lift force (dotted line) and the PBM without lift force (dashed line) versus the experimental data (■). Error bars represent the standard error of the experimental data. 

N. Varallo et al.                                                                                                                                                                                                                                 



Chemical Engineering Science 280 (2023) 119090

13

mean value μb. The inlet mean bubble size was calculated according to 
the Cao et al. (2009) correlation for the dimensionless bubble diameter 
db,w. 

db,w = 1.7522N0.362
w (28) 

Where Nw is the dimensionless hole velocity, calculated considering 
the gas velocity at the sparger openings. 

Nw =
We

(Fr)0.5 (29) 

Given Equation (28) it is possible to determine the mean value of the 
distribution. 

db,w = db,inlet

(
gρL

d0σL

)1/3

= μb

(
gρL

d0σL

)1/3

(30) 

Where d0 is the sparger openings diameter. 
From the experimental data of Besagni and Inzoli (2016), the vari

ance σb was set to 19%. It was assumed that the BSD produced by the 
sparger openings with the same hole diameter not depend on the sparger 
arm, otherwise 6 different distributions were required for each super
ficial gas velocity. 

The inlet gas volume fraction was set to 1 and a no-slip boundary 
condition was applied at the walls. A pressure-outlet boundary condition 
was assigned at the top section of the column, and a complete backflow 
of gas was imposed. 

The inlet turbulent quantities were defined following the correla
tions of Kawase and Moo-Young (1989) for the bulk liquid turbulent 
kinematic viscosity, νt, and the average mixing length, l, in bubble 
columns. 

νt =
1

33.9
g1/3D4/3

H U1/3
G (31)  

l = 0.1DH (32) 

Fig. 19. Comparison of the CFD results for the radial profile of local gas holdup at the axial position of 0.7 m from the sparger at UG = 0.0614 m/s using the PBM 
with lift force (dotted line) and the PBM without lift force (dashed line) versus the experimental data (■). Error bars represent the standard error of the experi
mental data. 

Fig. 20. Comparison of the CFD results for the radial profile of the SMD at the axial position of 0.7 m from the sparger at UG = 0.0188 m/s using the PBM with lift 
force (dashed line) versus the experimental data (■). Error bars represent the standard error of the experimental data. 
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The equations for the bulk liquid turbulent kinetic energy, kL, and 
bulk liquid turbulent dissipation rate, εL, results: 

kL =

(
νt

lC1/4
μ

)2

(32)  

εL = C3/4
μ

k3/2
L

l
(33) 

Here, the factors C1/4
μ and C3/4

μ in the above equations ensure con
sistency with the definition of turbulent length scales for two-equation 
turbulent model. The bulk liquid turbulent specific dissipation rate, 
ωL, is given as: 

ωL =
kL

lC3/4
μ

(34) 

Equation 33 and Equation 35 were used to set the inlet and initial 
conditions of the liquid turbulence quantities. Due to the lack of infor
mation regarding turbulent quantities of the dispersed phase, they were 
set as liquid ones. 

Lastly, to enhance stability the Bi-Conjugate Gradient Stabilized 
method (BSGTAB) was selected, and the number of pre-sweeps cycles 
were set to 1 in the multigrid options tab. To improve convergence rate, 
the Warped-Face Gradient Correction and the High-Order Term Relax
ation options were also included. 

3.7. Fluid properties 

Both phases were considered incompressible, even if air is subject to 
a change in density along the column height due to the hydrostatic 
pressure variation. Water properties were taken at ambient pressure and 
temperature. Air properties were calculated at the midpoint of the col
umn, where pressure is P = 1.16 bar. All values are listed in Table 2. 

4. Results and discussion 

Numerical results from CFD simulations are presented, discussed and 
compared to the experimental data. Results in terms of gas holdup, 
cross-sectional void fraction distribution, and cross-sectional liquid ve
locity distribution are analysed. 

Firstly the mono-dispersed model, including only the drag force and 
the swarm factor (“Swarm factor simulations”) is considered. Secondly, 
results given by the model including the PBM (“PBM simulations”), are 
discussed and compared with those provided by the swarm factor sim
ulations. To conclude, the effect of the lift force on the numerical results 
is analysed by adding the smoothed Ziegenhein et al. (2018) lift force to 
the PBM simulations. 

4.1. Swarm factor simulations 

A first set of simulations was performed using a fixed bubble size, 
rounding the available experimental data for the mean bubble diameter. 
The drag model alone is not sufficient to capture the flow dynamics, and 
largely overestimated values were computed for the global gas holdup 
(with a relative error even greater than 100 % at high superficial gas 

Fig. 21. Evolution of the SMD at different axial positions in the developed flow region of the column at UG = 0.0188 m/s: (■) Experimental data of (Besagni and 
Inzoli, 2016), (dashed line) CFD results using swarm factor correction, PBM and lift force. Error bars represent the standard error of the experimental data. 

Fig. 22. Histogram representing the experimental BSD at UG = 0.0188 m/s, 
compared with the BSD predicted by the CFD model adopting the PBM without 
the lift force (dashed line) and the lift force (dotted line). 
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velocity) (Fig. 10). Unacceptable results were also provided for the local 
gas volume fraction and axial liquid velocity. Consequently, the drag 
law was corrected with a swarm factor. It was followed the same 
approach reported in Gemello et al. (2018a), who modified the model of 
Simonnet et al. (2008) by adding a minimum constant value, hmin to 
which the factor must approach at high gas volume fractions. hmin is an 
adjustable parameter and must be tuned against experimental data, and 
thus can be different for different column configurations. After few tests, 
hmin was set to 0.40, resulting in pretty accurate predictions for the 
global gas holdup (Fig. 10), with a relative error always below the 10 % 
margin (Fig. 11), which is typically related to the error associated with 
the measurement method used to evaluate this quantity (Maximiano 
Raimundo (2015)). 

Although the drag modification correctly determines the global flow 

properties, the local distribution of the gas holdup at low superficial gas 
velocity differs from the experimental profile. In the developed flow 
region, a parabolic profile was expected, but, instead, the numerical 
model calculates a flat distribution (Fig. 12a). At high superficial gas 
velocity, the model gives more realistic radial gas volume fraction pro
files (Fig. 12b). The CFD results for the axial liquid velocity are in good 
agreement with the predictions calculated with the correlation of Forret 
et al. (2003) (Fig. 13). Moreover, the model is also able to track the 
behaviour of transient flow structures and large-scale liquid recircula
tion patterns, as shown in Fig. 14, where the instantaneous contour of 
the liquid velocity over the axial section of the column is represented. 
This representation is consistent with the experimental flow visualiza
tion (Chen et al. (1994)), and different flow regions can be noticed. In 
the near sparger region, the streamlines for the liquid velocity show a 
complex behaviour, with the formation of unstable flow structures that 
are then recovered when the flow reaches the fully developed condition 
at higher axial position. Also note the presence of vortices beneath the 
sparger level, which however seem not to affect the flow properties. 

4.2. PBM simulations 

Effect of the CFD-PBM coupled model are analysed and discuss in this 
section. The first parameter to take into consideration is the mean 

Fig. 23. Grid independence study on the local gas volume fraction profile at 1.9 m from the sparger at UG = 0.10 m/s.  

Table 4 
Global gas holdup calculated with three grids at UG = 0.10 m/s tested during the 
mesh independence analysis.  

Mesh Number of elements Global Gas Holdup [%] 

Coarse 230,000  17.58 
Medium 313,000  17.2 
Fine 436,000  17.2  

Fig. 24. Sensitivity analysis on the time step size. Effects on the local gas volume fraction profile at 1.9 m from the sparger and superficial gas velocity of 0.10 m/s.  
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bubble diameter, which is helpful in providing a screening of the quality 
of the numerical results. Considering a superficial gas velocity of 0.0188 
m/s the outcomes of the simulation are in good agreement with the 
experimental findings. The volume-averaged experimental bubble mean 
diameter in the column was found to be 4.87 mm, while the CFD model 
reports a value of 4.68 mm (just a 3.9 % relative error). Additionally, 
since the class method tracks the Number Density Function (NDF) of the 
bubble population directly it is possible to evaluate the volume- 
averaged NDF given by the simulation: the overall distribution is 
reproduced with satisfactory accuracy (Fig. 15). 

The predicted gas holdup is similar to the previous approach. At low 
superficial gas velocity, the discrepancies between experimental and 
numerical values remained almost unchanged (Table 3). 

The effect of the PBM in the radial profile of the local gas holdup and 
axial liquid velocity is not particular relevant at low superficial gas ve
locity (Fig. 16). Some differences can be observed at high superficial gas 
velocity (Fig. 17), where the local void fraction profile predicted with 
the constant bubble size assumption appear to be slightly higher than 
those calculated with the PBM. This confirms that when an appropriate 
estimation of the mean bubble size is available (from experimental 
data), the CFD model can give fairly reliable results in the heterogeneous 
regime even if it is uses a single bubble size. It has to be noted that the 
model still predicts a flat holdup profile at low superficial gas velocity 
(Fig. 16): the PBM alone is not sufficient to reproduce the experimental 
the experimental shape of the local gas volume fraction profile, which 
results from the complex interactions and lateral movement of the 
bubbles, due to the strong poly-dispersity of the system. 

4.3. The role of the lift force 

CFD predictions for the radial profile of the local flow properties are 
reported in Fig. 18 and Fig. 19. The lift force allows to reproduce the 
parabolic shape in the local gas volume fraction profile, significantly 
improving the agreement with the experimental values. At very high 
superficial gas velocity the lift force has a lower impact compared to the 
previous cases at lower UG (Fig. 18). 

At low superficial gas velocities the flow regime is much more sen
sitive to the local flow instabilities caused by a non-uniform gas injec
tion, for which bubbles with much higher diameter are produced by the 
larger holes located toward the end of each sparger arm. These local flow 
instabilities overcome the stabilizing effect of the turbulent dispersion 
and induce the peculiar parabolic shape of the local gas volume fraction. 
The model still struggles a little when dealing with the developing re
gion of the flow just above the sparger. For example, consider the radial 
profile for the local gas holdup at 0.7 m from the distributor inlet 
(Fig. 19), the trend of the experimental points is well captured, but the 
simulation predicts larger gas fractions. In any case, the numerical re
sults are improved with respect to the simple CFD-PBM coupled model 
without the lift force. 

The use of the lift force generates a more physically sound gas vol
ume fraction distribution. In particular, due to the bubble motion in the 
lateral direction, in the developed flow region a gradual increase in the 
gas volume fraction occurs from the column wall toward the axis. With 
only the swarm factor correction the local distribution of the gas volume 
fraction is much more uniform, resulting in a flat profile, as previously 
commented. 

Including the lift force leads to better results also concerning the 
BSD. Considering UG = 0.0188 m/s as an example, the radial profile of 
the bubble mean diameter matches very well with the experimental data 
near the sparger (Fig. 20) and the Sauter Mean Diameter is well pre
dicted in the fully developed flow region (Fig. 21). In addition, results 
concerning the NDF of bubble size are improved with respect to the 
model neglecting the lift force (Fig. 22) since the lift force induces a 
lateral movement of the bubbles, enhancing the coalescence and 
breakup phenomena. 

These considerations allow to complete a fully descriptive model that 

can represent adequately the hydrodynamics of a bubble column oper
ated in the heterogeneous regime. 

5. Conclusions 

In this work, a CFD Eulerian-Eulerian model that could predict the 
complex flow evolution in a large-scale bubble column reactor operated 
with an air–water flow at high superficial gas velocity was presented and 
discussed. Specifically, numerical results concerning the global gas 
holdup and the local distribution of both gas volume fraction and axial 
liquid velocity were compared to the available experimental data at 
ambient conditions. The main conclusions can be summarized as 
following:  

• The mono-dispersed approach that combines a drag law of 
Tomiyama (1998) with the swarm factor of Gemello et al. (2018a) 
can give reasonably accurate results with fairly low computational 
efforts if experimental data for the mean bubble size are available. A 
drawback of the proposed approach is that the parameter hmin must 
be corrected depending on the case under investigation. 

• The screening of available coalescence and breakage models per
formed by Gemello et al. (2019) and Augier et al. (2021) allows to 
state that the set of kernels used in this work is the most suitable for 
bubble columns under the heterogeneous regime. The CFD-PBM 
coupled model predicts the Sauter Mean Diameter with good accu
racy, but its influence of the radial profiles of the local flow prop
erties is limited.  

• The role of the lift force is critical when considering a highly non- 
uniform BSD generated at the sparger. In this case, bubbles experi
ence a lateral motion, so that the large bubbles concentrate at the 
column centre, and the small bubbles are pushed toward the column 
walls. The Ziegenhein et al. (2018) modified lift coefficient correla
tion proposed in this study proved to be suitable for air–water sys
tems, and numerical results that included the lift force modelling 
were found in very good agreement with the experimental data. At 
low superficial gas velocity, the correct parabolic shape for the gas 
holdup was obtained, whereas at high superficial gas velocity the 
effect of the lift force is lower, but it is still required to calculate more 
refined and accurate solutions. 

Finally, some remarks and possible future developments are 
suggested:  

• The modified swarm factor correlation proposed by Gemello et al. 
(2018a), as well as the breakage and coalesce expressions developed 
by Laakkonen et al. (2006) and Wang et al. (2005), depend on 
empirical parameter that are calibrated on experimental data. More 
effort has to be spent on developing theoretical models that are free 
from adjustable constants or, equivalently, to develop closed func
tionals expressions for these parameters.  

• In depth study of the connection between the physical properties of 
the fluids and the local flow properties is still required to extend the 
use of this CFD model to industrial flows, that typically include 
organic solvents or additives and impurities (for example, ethanol).  

• In this study, a constant gas pressure was used even though the 
change in the gas density from the bottom to the top of the column 
was not limited. Future studies should investigate the influence of 
the change in density of the gas phase on the numerical results.  

• Other aspects not considered in this work may need more accurate 
investigation, such as the influence of Bubble Induced Turbulence 
(BIT). 

• It is also recommended to expand the existing dataset of experi
mental values used in this work by including data regarding liquid 
velocity profiles, turbulence quantities and BSDs for the heteroge
neous regime. This could be helpful to understand the role of many 
key parameters on the fluid dynamic behavior of the reactor. 
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Appendix A:. Mesh sensitivity analysis 

A mesh independence analysis was performed to check the dependence of the results on the cell size. Three different unstructured polyhedral grids 
were obtained by varying the number of elements, in order to compere the results in terms of local gas volume fraction and global gas holdup. The 
column hydrodynamics is simulated on each mesh by considering only the drag law of Tomiyama et al. (1998) and the swarm factor of Gemello et al. 
(2018a). Predicted local gas holdup is very similar and the three profiles can be practically superimposed (Fig. 23). A slight deviation is observed for 
the coarse case when computing the global gas holdup (Table 4). Guédon et al. (2017) concluded that the mesh should be sufficiently fine to capture all 
flow structures and instabilities, hence the medium mesh was selected, representing the best trade-off between reasonable computational time and 
accuracy of the results. 

Appendix B:. Time step sensitivity analysis 

A time step size sensitivity analysis was performed, to check the independence of the numerical solution on the time step size. Two different time 
step sizes were tested, obtained by increasing and decreasing the optimal time step size (Δt = 0.005 s) by 60%. The column is simulated with the 
different time steps by the model including only the drag force of Tomiyama et al. (1998) and the swarm factor of Gemello et al. (2018a). Profiles of 
local gas volume fraction are then compared in Fig. 24: predicted results lay on the same curve and only small differences are visible in the left-side 
portion of the profile. This finding allows to conclude that the numerical solution is independent on the time step size if it is kept sufficiently low to 
avoid convergence issues. 
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