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ovel Machine Learning-Driven Optimizing
Decoding Solutions for FPGA-Based

Time-to-Digital Converters

Calibration of models and data structures is re-
a large number of cross-cutting applications from
gineering. Even though there are numerous and well-
specific calibration techniques for each application

g Neural Networks (NNs) can improve performance.
e, Tapped Delay-Line Time-to-Digital Converters
) implemented in Field Programmable Gate Arrays
e increasingly being used in a variety of research
, such in the time-resolved spectroscopy or in medical
inly for their high-precision and flexibility. Specific

the sampled information from the TDL, together
ation to compensate for non-idealities, (i.e., Bub-
BEs, and Process-Voltage-Temperature fluctuations,
carried out for generating the conversion of digital
e units. In this fundamental process, the impact of

earning (ML) usage has not yet been investigated.
er, focusing on advanced FPGA devices (i.e., 28-

, and 16-nm), we propose an approach based on
g in Python on a standalone PC to identify the

version from digital codes to timestamps, comparing
lassical fully FPGA-based solution (i.e., decoder and

available in the scientific literature. The experimental
are performed on Artix-7 (XC7A100TFG256-2) and
aScale (XCKU040-FFVA1156-2-E) in 28-nm and 20-
ogy nodes, achieving precision of 12.9 ps r.m.s. and
s., respectively. These results are in line with the state-
emonstrating that in 28-nm technology, the bubble

algorithm is sufficient to achieve high-precision,
ering mechanism is crucial to compensate for BEs
6/20-nm technology node.

ms—Bubble Errors, Calibration, Tapped Delay-Line
ital Converter (TDL-TDC), Field Programmable
(FPGA), Neural Network

I. INTRODUCTION

industrial and research fields, such as laser
ders [1], time-mode Analog-to-Digital Convert-
) [2], time-resolved spectroscopy [3], [4], [5],
Locked Loops (PLLs) [7], Time-Correlated Sin-
Counting (TCSPC) [8], [9], and Time-of-Flight

mission Tomography (TOF-PET) [10], [11], [12]
e a few, Time-Interval-Meters (TIMs) are key
implementations. Numerous designs of TIMs have

oped using various technologies [13]. The Time-
de Converter (TAC) [14], the first TIM proposed
, converts the time interval under measurement in a
el by storing charge in a capacitor for the interval

are with the DEIB, Politecnico di Milano, 20133 Milano, Italy,
arzetti@polimi.it.

duration. In comparison to analog and mixed-sig
fully-digital TIMs like Time-to-Digital Converte
have gained favor in the digital age. Applicatio
Integrated Circuits (ASICs) or Programmable Log
(PLDs), including Field Programmable Gate Array
and System-on-Chip (SoC), can be utilized to
TDCs [15], [16]. FPGAs offer the fastest protot
most efficient research solutions [17], [18], provi
flexibility, low Non-Recurring Engineering (NRE)
performance on par with cutting-edge ASIC-based T

Various FPGA-based architectures are present in
ature, with the most common ones being the Tapp
Line TDC (TDL-TDC) [16], Vernier Delay-Line
Ring-Oscillator TDC [21], [22], Gray Counter Oscil
(GCO-TDC) [23], Multi-Phase and Single-Phase S
Fast Counter TDC (SCFC-TDC) [24], just to mentio
the main ones. Each of these architectures matches a
set of resolution, conversion rate, and area specific
instance, SCFC-TDC and GCO-TDC are small ar
with high conversion rates but limited resolution w
Oscillator TDC (RO-TDC) offers high-precision w
area occupancy but an extremely high dead-tim
Delay-Line TDC (VDL-TDC), on the other hand,
space but offers a greater resolution at slower conver
The TDL-TDC is the most balanced and practical ch
looking for the optimum compromise between resolu
energy consumption, and conversion rate. This is
a TDL-TDC was chosen to contextualize the nove
method that is proposed.

In TDL-TDCs, a digital low-to-high step signal (
START) goes through a chain of i ∈ [0;N−1] buffe
as taps or bins) with propagation delay tp[i], wh
the high value of the propagating step in D-type
(DFFs), one for each buffer and initialized to low l
The values at the input of DFFs are sampled wh
digital low-to-high step signal (referred to as STO
In this way, the length of time interval beginning
edge and ending at STOP one (Fig. 1) is measured
of consecutive high-logic values, known as thermom
Least Significant Bit (LSB), which represents the re
the measurement, is fixed by the propagation dela
buffer. This output of the chain of buffers, calle
Delay-Line (TDL), is transformed into the final t
known as a timestamp.

The primary criticalities in this processing flow, w
into account the FPGA implementation, are the Bub

(BEs) [25], a switching effect in the thermometric code, and
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ematic structure of the TDL-TDC with N = 4 taps with
elay tp[i] = 20 ps, i ∈ [0; 3].

ispersion of the tap propagation delays [26], [27].
BEs, DFFs and their connections have a variety
lities and mismatches, which could lead to some
cies in the output rather than being a continuous
igh levels typical of a correct thermometric code
These errors, known as BEs, manifest as one or
appearing as interruptions (i.e., like bubbles) in

ity of ones. For example, the output might be
" instead of "11111110" (where the position of 1
esent the propagation over the TDL from left to
presented in Fig. 1). These BEs may be due to
rocesses (e.g., sampling errors caused by violations
d hold times) or actual deterministic non-linearities
TDL propagation. A standard thermometric-to-
erter (a.k.a., decoder or in some papers also called
ill produce an inaccurate value (i.e., the result will
the expected, only that shifted by the number of

ch the bubble error occurred) when fed this faulty
nce it expects to receive only a thermometric code
herefore, when BEs are present, actual decoders
ed to convert the output “pseudo thermometric

aining BEs into a code with a sharp change from
ros. As a result, there is a merging of TDL bins
1010" is interpreted as "11111100" or "11111110")
ossibility that more (pseudo) thermometric codes
udo in brackets means that the BEs could or not
correspond to a single timestamp increasing the
n error [30]. So, the thermometer code represents
tion order within a TDL. In case of BE, we have
ermometer code, and therefore, we are unable to
propagation order a priori, whether 11111010 is
1111100 (6 taps propagated) or 11111110 (7 taps

). By removing the BEs, it is possible to perform
ement without increasing the quantization error
ermore, since Process-Voltage-Temperature (PVT)
can cause variations in the nominal features of the

bration procedure is required to account each tap’s
agation delay [32]. This results in the estimation
cteristic curve that links each decoded (pseudo)
ic code into the corresponding real time value.
e the process of synthesis of the time information
o phases, the first of decoding and the second of
working as a bijective function that maps one and

timestamp in time units (e.g., picoseconds).
The aim of this work, never been previously expl

literature, is to implement the conversion function
digital codes to timestamps) in Python on a standalon
the presence of BEs using a Machine Learning (ML
[33]. The ML approach is simply the tool employed.
absence of prior experiments, the NN was constru
on the hardware structure of the decoders and c
optimizing it with a standard Adaptive Moment
algorithm.Our goal is to minimize the quantizatio
addressing BEs and compare the results with ful
based solutions available in the scientific literatur
The ML output can function as a verification elem
in the selection of decoding solutions from the vario
available in the scientific literature. Moreover,
highlighted the presence of the “bin merging” pheno
negatively impact on the TDL-TDC’s precision.

Fig. 2. Comparison between the standard approach of decoding
tion sequence versus the proposed ML-based approach.

Main decoding and calibration standards addre
idealities affecting the TDL of TDL-TDC are
in Section II. Section III describes how the ML
has been applied to the TDC problem. Finally, ex
validations on modern technology nodes, the 28
k metal gate (HKMG) and the 16/20-nm Fin F
Transistor (FinFET), are carried out on 28-nm
Artix-7 (XC7A100TFG256-2) and 20-nm Kintex
(XCKU040-FFVA1156-2-E) in Sections IV and V. T
are consistent with the state-of-the-art, with a pr
12.9 ps r.m.s. and 4.85 ps r.m.s. for the 28-nm a
technological nodes, respectively. Moreover, thanks
approach, it was demonstrated that in the 28-nm t
node, the bubble compression algorithm alone is a
achieve high precision, whereas in the 16/20-nm t
node, a reordering mechanism becomes essential t
BEs.

II. DECODING AND CALIBRATION PROCEDU

We start from the ideal TDL (described in Parag
to get to its realization (discussed in Paragraph II-B
the decoding issues are dependent on the non-line
come along with the TDL implementation.

A. Ideal Tapped Delay-Line

In the ideal TDL case, there are no BEs an

seudo) thermometric code to one and only one final propagation times of the buffers that make up the line are
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tp). The system needs a decoder just to compress
etric information to pure binary. In particular, the

ime Tmeas of the interval under measurement is
multiplying the number BinAddress of buffers,

ut is high (i.e., the thermometric code decoded into
, by the ideally constant propagation delay tp. The

delay tp is also the LSB of the measurement.
nverting digital information in time units is called

[i], where i ∈ [0;N − 1] is the BinAddress
he total number of buffers constituting the TDL.
ving Tmeas zero average value and, consequently,

as standard deviation (i.e., precision) [34], [35],
lue, the BinAddress (i.e., i in equations) and tp
as

lue[0] =
tp
2 i = 0

lue[i] = BinV alue[i− 1] +
tp
2 i ∈ [1;N − 1]

(1)
DL is ideal, the decoder is simply a thermometric-
onverter that counts the number of ones in the
ressing the information from N to log2(N) bits.
ows the schematic flow, through timing diagrams,
urement system that consists of 4-tap TDL, decoder
mometer-code to BinAddress) and calibration
BinAddress to BinV alue).

ple of 90 ps-long interval measured by a TDL-TDC with ideal
FFs are the flip-flop outputs.

ic version of the TDL-TDC is usually accompanied
erpolation to extend the Full-Scale Range (FSR) of
ement without making the number of buffers of the
e [36]. This consists in splitting the measurement
coarse part performed by a coarse counter (i.e.,
d a fine part (i.e., T1,fine and T2,fine) calculated
-TDC. The coarse counter counts the number ∆N
riods TCLK contained between START and STOP
Tcoarse = ∆N · TCLK) [37]. The TDL-TDC

e distances T1,fine and T2,fine of the START and
nts respectively from the edges of the clock signal
hem.

Tmeas = Tcoarse − T2,fine + T1,fine (2)

er the dimension of the coarse counter, the more
e FSR is.

pped Delay-Line

he physical implementation, the TDL in an FPGA

[38]. Let’s look at the resources of the devices
realize the TDLs to see where these issues originate
resources with configurable TDL are not available
devices [15], these must be implemented as struct
up of elements having different purposes such as lo
[39], routing arrays [40], Digital Signal Process
blocks [41], and belonging to the FPGA fabric. Am
choices, the carry propagation resources (a.k.a.,
which in Xilinx technology are the CARRY4 (28-nm
and the CARRY8 (20-nm UltraScale and 16-nm Ul
are the most suitable given the abundant availabi
devices as parts of the Configurable Logic Bloc
[43], [44]. Among other things, they also prove
best compromise between linearity, speed and uni
propagation delay values, tp[i]. The simplified illu
the CLB in Fig. 4 puts in evidence the CARRY b
implement the taps (MUX with Sel at ’1’) and DF
are the TDL’s building blocks.

MUX
0 1

MUX
0 1

MUX
0 1

MUX
0 1

M
U
X

0
1

M
U
X

0
1

M
U
X

0
1
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C[3]

S[3]

C[2]

S[2]

C[1]

C[0]

S[1]

S[0]D[0]

D[1]

D[3]

D[2]

D Q

D Q

D Q

D Q

CLK
CINCINIT

CARRY

Fig. 4. Simplified representation of a CLB that highlights the key
involved in the TDL implementation.

One issue emerges from the fact that these CAR
have not the necessity of propagation delays that are
stable with regard to PVT fluctuations [26] for th
they must perform. The non-uniformity of the
delays results in the non-linearity of the propaga
which consequently needs a real-time “bin-by-bin”
in order to know at all times during the operation
estimation, called BinWidth[i], of the real propaga
tp[i] of the i− th buffer (sub-Paragraph II-B1).

1The nomenclature CARRY is to be referenced to the AMD
dor upon which the experimental data in the manuscript is
for Intel/Altera devices, different nomenclature is utilized. Ca
Intel/Altera FPGAs are built by connecting in series the carry lo
Array Blocks (LABs). In Cyclone I, II, and IV, each LAB conta
(in the case of Cyclone I) or 16 (in the case of Cyclone II an
Elements (LEs), each of which has one tap of the carry chain, re
or 16 taps per LAB respectively. Additionally, in Cyclone V a
each LAB contains 10 Adaptive Logic Modules (ALMs), each
two elements of the carry chain, resulting in 20 taps per LAB."
in modern FPGAs (Intel/Altera series V and 10, or Xilinx U
UltraScale+), each tap of the carry chain can be connected to t
riences the effect of BEs [25] and PVT fluctuations
allowing the dual-sampling technique [42]. However, this technique is not
taken into account in this contribution.
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the BEs are derived from the DFFs’ hardware
and the CARRY blocks’ variations in layout and
b-Paragraph II-B2). As evidence of how important
ion of propagation delay values and BEs are, also
to the chosen device, Tab. I reports the mean value
n-bin) and the maximum value (a.k.a., ultra-bin) of
d the length/depth of the BE (a.k.a., Max Bubble

, MBD) measured in TDLs implemented in various
x and Intel/ALTERA FPGAs.

Values Dispersion and Calibration: Given the
of delay values that cannot be eliminated, it is
to best estimate the real values of each one of
used in calculating the timestamp. For doing this
calibration, we resorted to the Code Density Test
nique [61] to estimate for each i − th buffer the
[i] value to be used in (1) in place of the nominal

lue[0] = BinWidth[0]
2

alue[i] = BinV alue[i− 1]

+BinWidth[i]
2

i = 0

i ∈ [1;N − 1]

(3)

entails taking a sufficiently large K number of
nts of intervals with uniformly distributed random
ween 0 and TCLK , where TCLK is the basic TDL-

under Nutt-Interpolation, or maximum interval
K measurements are stored in a histogram (i.e.,

) that bined the range 0 − TCLK into the i ∈
ps of the TDL. From the CDThist[i] histogram, the
idth results to be binWidth[i] = CDThist[i]

K �TCLK .
lculated bin widths are saved in a Look-Up Table
ed Calibration Table (CT). It can be demonstrated
AL error between the real tp[i] and the statistically
inWidth[i] is on the order of TCLK/K. As a
is sufficiently large, the error can be ignored [62],

onsidering working under calibrated conditions,
alue of each BinWidth[i] (with i ∈ [0;N − 1]),
possible to estimate the so-called Equivalent LSB
BEQ) (4), from which it is possible to extract the
n error (i.e.; σQ = LSBEQ/

√
12) [64], [34].

√√√√ 1
∑i=N−1

i=0 BinWidth[i]
·
i=N−1∑

i=0

BinWidth3[i]

(4)
le Errors and Decoding: Discriminating between
ic and stochastic causes of BEs is necessary.
eterministic factors, the former one is related to

of connections between buffers and DFFs with
opagation delays and to the skew associated with
ignal that synchronizes the DFFs, whose effects, at
tically, might be corrected. As seen in Fig. 5, the

CARRY tap to the corresponding DFF’s input and
CARRY block to the next one [65]. Additionally,
skew, which is the arrival of the clock at various co
at different times, is a major cause of the issue

D Q

CLK

D Q

CLK

D Q

CLK

START

STOP

0 1 2 3

0 1 2

Fig. 5. Real 4-tap long TDL-TDC architecture. The orang
represent extra delays due to routing of the step signal, whil
rectangles represent the clock skew due to the distribution networ
rectangles covering the buffers represent the CARRY blocks wi
block.

clock signal is distributed hierarchically throughout
to reduce the skew, beginning with the clock region
the device is divided. To ensure a very low skew (
picosecond), the clock is routed to all CLBs be
distributed to the DFF. However, skews are not
when different clock regions are used by the imple
(i.e., tens of picoseconds). Figure 6 depicts possible
the presence of the clock skew on the generation o
mometric code. The architecture of FPGAs does no
routing concerns because they solely impact asy
signals. Simply put, they alter each buffer’s appa
which raises delays dispersion.

D Q

CLK

D Q

CLK

D Q

CLK

D

START

STOP

(event)

Skew

1 2 3 4

1 2 3

Fig. 6. Example of the clock skew’s effect on a 4-tap TDL w
third bin suffers from clock skew (top). The effect of positive skew
in red, while the effect of negative skew is indicated in blue (bot
BEs.

If the delay introduced by skew and routing is s
pared to the propagation delay of the buffers tp[i],
occurs, in particular no BEs. Differently, if the p
delay of the buffers, tp[i], is shorter than the delay
skew and routing, the switching order of the corr
outputs may vary, introducing the BEs in the the
code and making decoders fail. The two decoding
known as "sum1s" [31] (a.k.a., bubble compressio
riences a delay as it travels from the output of each counts the number of 1s in the code string, and "Log2" [62]
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TABLE I
RISON OF OF TDLS IMPLEMENTED IN VARIOUS AMD/XILINX AND INTEL/ALTERA FPGAS IN TERMS ON NON-IDEALITIES (A

INFORMATION LISTED IN THE TABLE IS AVAILABLE IN THE DOCUMENTS CITED IN THE LAST COLUMN).

FPGA Vendor
Tech. Bin MBD Tap per
Node Mean Max CARRY or LAB Ref
[nm] [ps] [ps] [-] [-]

Cyclone I Intel/Altera 130 70 170 0 10 [46]
Cyclone II Intel/Altera 90 45 155 0 16 [47]
Cyclone-IV Intel/Altera 60 58 86 2 16 [48]

Virtex-4 AMD/Xilinx 90 45 100 1 2 [49]
Virtex-5 AMD/Xilinx 65 34 110 2 4 [50]

Cyclone V Intel/Altera 28 5.98 32.2 3 20 [51]
Spartan-6 AMD/Xilinx 45 25.57 75.76 >1 4 [52]
Virtex-6 AMD/Xilinx 40 10 20.9 2 4 [53]
Artix-7 AMD/Xilinx 28 22.2 47 4 4 [54]

Kintex-7 AMD/Xilinx 28 10.35 25 2 4 [55]
Virtex-7 AMD/Xilinx 28 23 40 4 4 [56]

Cyclone 10 Intel/Altera 20 10 80 high 20 [57]
Arria 10 Intel/Altera 20 9.1 70 high 20 [58]

Kintex UltraScale AMD/Xilinx 20 4.18 60 16 8 [59]
Zynq UltaScale+ AMD/Xilinx 16 1.9 23.18 16 8 [60]

-hot)2, which looks for the transition from 1 to 0 in
ring3, are the two that are most frequently used in
e when dealing with FPGA-based implementation.

ance, referring to Fig. 5, ideally the four measurable
., STOP occurring when START reaches buffer 1,
orrespond to thermometric codes “1000”, “1100”,
“1111” respectively. Both decoding algorithms

erly. In presence of BEs, for the same interval
(pseudo) thermometric codes could be “0010”,

011” or “1111” respectively. If this were the case,
sum1s would work correctly (i.e, “1”, “2”, “3”,
hile algorithm Log2 would not (i.e., “0010” and
decoded as “3”, while “1011” and “1111” as “4”).
the generated (pseudo) thermometric codes were
00”, “0110” or “0011” respectively, only algorithm
“1”, “2”, “3”, and “4”) would works while sum1s
100”, “0110”, and “0011” are decoded as “2”). If
e two algorithms could be applied without faults, it

ecessary for the decoder to also swap reordering the
the code strings to return to one of the favorable
could be extremely complex but feasible as the

skew and routing are deterministic and therefore
[30].
, in addition to deterministic skew and routing er-
re statistical errors due to metastability phenomena

enerate BEs but cannot be predicted and conse-
rrected. Indeed, since the TDL is asynchronous,
pling of the buffer output violates the timing
(i.e., setup and hold times) of the DFFs, these can

astable state [28] and therefore, as is known, resolve

Log2 and one-hot have been derived from this type of decoder
ecoding scheme resembles the operation of base 2 logarithm
ot code; over the TDL only (pseudo) thermometric codes are

seen in Fig. 5, and as is generally represented in the scientific
propagation occurs from left to right. Usually (as has been done
, this convention is maintained in (pseudo) thermometric code
l. Consequently, the least significant bit is on the left while the

the respective outputs randomly as 0 or 1, thus bei
introduce BEs in the thermometric sequence. Con
2-tap TDL without skew and routing issues but in p
random setup and/or hold time violations, one differ
thermometric code, “01”, might be statistically
between the deterministic sequences (with no timing
“00”, “10”, and “11”, which only depends on th
STOP distance with no timing violation. Referring
the ideal case corresponds to deterministic codes "
or "11" with 100% probability. In presence of rand
violations, the DFFs’ outputs Q[0] and Q[1] can be
or "1", resulting in different codes with different pr
depending on how metastability is resolved. Due t
introduced error is statistical and, unlike the de
BE caused by skew and routing issues, cannot be
a priori. Returning to the 4-tap TDL and to th

Q[0]

Q[1]

Possible "00" 100% 50% 25%

Possible "01" 25%

Possible "10" 50% 25% 50%

Possible "11" 25% 50% 100

Fig. 7. Waveforms showing the statistical effect on the genera
thermometric code due to timing violations in the couple of DFF
a 2-tap TDL.

(pseudo) thermometric codes “0000”, “0010”, “101
or “1111” that in presence of deterministic BEs can b
by the sum1s algorithm, adding DFFs timing violat
generate with a certain probability, for instance, the
“1000”, “1010”, “1010”, “1011”, “1111”, with
sum1s decoding would no longer work. So, the mai
with BEs presence is essentially the increase in the
measurable pseudo thermometric sequences, whose o
nt bit is on the right (e.g., “1000” represents the decimal number

1” represents the decimal number 8). is statistical.
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shows sum1s and Log2 decoding approaches
the real TDL of Fig. 5 in presence of both routing

issues and setup and hold time violations. Both
erge bins reduced from 7 (pseudo) thermometric
“0000”, “0010”, “1010”, “1000”, “1100”, “1110”,
) to 5 (i.e., “0”, “1”, “2”, “3”, and “4”), increasing
ation error of the TDL-TDC. It can also be seen that
lgorithm may produce a zero width bin (i.e., “2”),
change of Q[2]’s order in time with respect to the
der in the TDL due to the skew and routing issues.
his, a block that reorders the bits of the pseudo
ic code should be positioned between the TDL
the decoder input [30], [66], [67], giving rise to the
leading one" algorithm (i.e., reordering of bins and
ith Log2). To decide the reordering, someone uses
ulate the clock skew in the TDL implementation

hat the reordering has to be done by hand), while
tively reorder the pseudo thermometric code’s bits
ro width bins appear. Instead, the sum1s algorithm
ally quite resistant to the disordering caused by
nd routing issues, and does not need additional

[0]

[1]

[2]

[3]

"0" 100% 50% 25%

"1" 25%

"2"

"3" 50% 100% 50%

"4" 50% 100%

"0" 100% 50% 25%

"1" 50% 25%

"2" 50% 25% 50%

"3" 50% 100% 50%

"4" 50% 100%

"0" 100% 50% 25%

"1" 50% 25%

"2" 25% 50%

"3" 25% 50% 100% 50%

"4" 50% 100%

timing diagram shows all cases on a 4-tap TDL with the the
rithms Log2 (bin address is the position of the first 1) and sum1s
the sum of the ones), which are respectively the one that ignores

) and the one that considers all BE (sum1s). Furthermore, it also
"reordered leading one" [30] (a.k.a., reord Log2), that is the

the taps to compensate deterministic BEs and successive Log2
output of decoders is represent as decimal number in ordinate.

coding techniques exist, like merging sub-TDL
(Fig. 9). Let us suppose that the sources of BE
inside a MBD. In this case, the TDL can be divided
r sub-TDLs free of bubble errors (each tap of each
s part of a sub-TDL, as shown in Fig. 9), which can

as if they were ideal TDLs. Separating the TDL
Ls, determines greater quantization error that can
if the sub-TDLs are merged. The most common

ge the decoded sub-TDLs is using a simpler adder
r way as sub-Interpolated multi-chain TDL-TDC
ave Union [69]. The decoding obtained from the

in sub-TDL, an output equal to the number of ’1’s
the pseudo thermometric code is produced), therefor
two different hardware circuits that produce the sam
follows that the choice between sub-TDL and sum1
is purely implementation-based, meaning that the on
fits in terms of area, timing, and power dissipation
the architecture of the FPGA being utilized. For th
we can assume that the output obtained with the
decoder is consistent with that of the sum1s decode
our purposes, they are equivalent solutions.

Sub-TDL 0

Sub-TDL 1

Sub-TDL 2

Sub-TDL 3

Decode Decode Decode D

START

Merge

Decoded bin addr

(a) Sub-TDL structure in a TDL characterized by MBD

Q[0]

Q[1]

Q[2]

Q[3]

"00" 100% 50%

"10" 100% 50% 25%

"11" 100% 50%

"00" 100% 50%

"10" 100% 50% 25%

"11" 100%

Bin "0" 100% 50% 25%

Bin  "1" 50%

Bin "2" 25% 50% 100% 50%

Bin  "3" 50% 100% 50%

Bin "4" 50%

O
u
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(b) Waveforms of merged sub-TDLs decoding in a TDL co
MBD = 2.

Fig. 9. Example of merged sub-TDLs decoding.

The conclusion is that in presence of determi
stochastic causes it is unfeasible to identify the bes
mechanism to solve the BEs. Moreover, timing
increase the entropy of the system, making its sol
more challenging. These considerations open the w
ML approach.

III. MACHINE LEARNING APPROACH

In Paragraph III-A, an overview on what conc
ML and Neural Networks (NNs) preparatory to the
discussion is carried out. Paragraph III-B summ
adopted NN; then, in Paragraph III-C a novel thermo
time training procedure addressed to Nutt-Interpol
TDCs based on supervised learning is proposed
algorithms developed in Paragraphs III-B and III-C
lgorithm will be identical to the sum1s (i.e., also implemented in Python.
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Learning (ML) [33] generates algorithms from
of experimental data. The principal learning meth-

e supervised learning, unsupervised learning and
ent learning [70]. Supervised learning uses a set
and the corresponding desired output, a.k.a label,
ate a function that generalizes for unknown in-

ared to unsupervised learning and reinforcement
, supervised learning is simpler and more straight-
en you have a dataset where both the input and
known [71]. Supervised learning can be divided
cation and regression problems [72]. Classification
ap an input to one category from a set of k classes,
a function f(·) that maps Rn → [1, .., k]. An
to decide if an image depicts a cat, a dog, or neither.
n problems, a numerical value is predicted from
roducing a function f(·) that mapsRn → R. An
to predict the future value by using preceding data.
m at hand is clearly a regression, as a numerical
e must be predicted from a (pseudo) thermometric

egression, due to the complexity of this problem a
ch has been selected [73].
s [33] are complex functions that consist of a
interconnected nodes, as Fig. 10 shows. Each node
inputs, weights, and an activation function and its

efined by y = f(x · θ), where x is an array of the
ts x = [x1, x2, ..., xn], θ is an array of each input’s
[θ1, θ2, ..., θn]T , and f(·) is the activation function;
ed Linear Unit (ReLU), Leaky ReLU, Sigmoid

NN’s behavior depends on the number of layers,
nodes on each layer, class of activation functions
of the weights. The values of the weights can be
ugh the learning process (e.g., supervised, unsuper-
orced) with a proper strategy.. Back-propagation is
mmon one used in supervised learning consists of
forward and backward steps through the NN. The
p presents an input to the NN and waits for the
icted by the NN. Afterwards, each layer is trained
pervised learning, starting with the last layer and
ith the first one (Fig. 11). The predicted output is
ith the label through a loss function; e.g., Mean

ror (MSE), Mean Absolute Error (MAE), Huber
eights are inizialized using a proper initialization

(e.g., He, Xavier) and then modified during the
leaning by using an optimization algorithm, e.g.,
oment Estimation (ADAM), Nesterov-accelerated
oment Estimation (NADAM), Root Mean Square
(RMSprop), usually based on minimizing or max-
loss function through the the partial derivative of

nction with respect to each weight [75]. Once the
the last layer are changed, the label which is at the
ssed backwards to the input of the last layer and the
layer is then trained with the modified label. The

s repeated until all layers are trained. NNs have lots
a.k.a hyperparameters [33] , to be selected: number
umber of nodes per layer, number of connections

nodes, choice of optimization algorithm, number
through the training data, etc. To select the hyperp
cross-validation is usually used. The training data
two sets, a training set and a validation set; the neur
is trained with the training set, and then the trained N
to predict the results of both the training and valid
If the NN has not enough parameters to represent
function, then the loss function of both sets will be
effect is referred as underfitting in literature [33]. C
if the NN fits data too well to the training set, l
generalization property, the loss function on the
set is much worse than the loss function on th
set. This effect is referred as overfitting in litera
The NN hyperparameters are selected by iterative
and observing the results on the training and valid
although a final test with previously unseen data n
done to check the NN’s usefulness.

Fig. 10. Example of a NN. Nodes A and B form part of the inpu
E forms part of the output layer, and nodes C and D form part
layer. A NN must always have one input and output layers, but m
number of hidden layers.

Fig. 11. Back-propagation algorithm.

B. Proposed NN

It was chosen to opt for an NN because the goal is
the optimal conversion curve between (pseudo) the
code and picoseconds; consequently, in order to be
tive, the most comprehensive calculation system w
namely an NN-based approach. This choice was als
by the fact that the BinV alue curves produced b
TDL-TDCs present in the scientific literature and im
in FPGA are highly non-linear [69]. This is ind
strong dispersion of propagation times of the va
resulting in very dispersed BinWidth values. In re
the size of the TDL, for technological reasons rela
size of FPGAs and the maximum clock they can sup
ring to Table I, TDLs implemented on 28-nm 7-Ser
are characterized by approximately 180-220 taps
while those on 20-nm UltraScale FPGAs by app
e nodes of two layers, activation functions of the 800-1000 [59]. In Figs. 12 and 13, the BinWidth (left) and
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onding distribution (right) acquired respectively in
m Artix-7 (XC7A100TFG256-2) and Xilinx 20-nm
FFVA1156-2-E Kintex UltraScale are depicted.

Width (left) and the corresponding distribution (right) acquired
Xilinx 28-nm Artix-7 (XC7A100TFG256-2).

Width (left) and the corresponding distribution (right) acquired
Xilinx 20-nm XCKU040-FFVA1156-2-E Kintex UltraScale.

g the decoders, according to the scientific literature,
ey are Log2 [62] or sum1s types [31], they are
line structures that proceed dichotomously, with an
having a number of single-bit inputs equal to the
TDL. This means 256 single-bit inputs for Xilinx
ries FPGAs and 1024 for 20-nm UltraScale.
rnal stages, in the case of Log2 decoders, are
haracterized by M inputs and M/2 outputs that
o the next stage the portion of the TDL where the
on occurred. On the other hand, sum1s decoders
organized as tree adders, where each intermediate

inputs of m bits and M/2 outputs of m + 1
ch is reported in Fig. 14. Each white block of Fig.
ts the basic engine element that the hardware uses
the Log2 or the sum1’s from the M inputs and

ts. The sole function of this element is to propagate
input information to output in order to extract the
ss from the (pseudo) thermometric input code; it
e the calibrator’s task to convert the BinAddress
e information) into time.
c structure of the proposed NN, identical in the
output layers for both the 28-nm and 20-nm cases,

lows the topology described above. Therefore, it
10 fully connected hidden layers (since 1024 = 210

the pipeline stages request for decoding a 1024-
where the i−th layer, with i ∈ [1; 10], is composed
nodes (e.g., 1024 for the first, 512 for the second,
e tenth). The input layer is composed by one node

Fig. 14. Log2 (left) and sum1s (right) decoder’s topologies for a 8
thermometric code.

for the 28-nm technology node (Section IV) and 896
the 20-nm technology node (Section V); this solution
to adapt the (pseudo) thermometric code with diffe
at the same internal structure. The fully connected
used to emulate the reordering functionality report
[66], [67]. The output layer consists of only one n
interchanged with the 2 nodes of the 10th hidden
graphical representation of the proposed NNs are r
Fig. 15.

Fig. 15. Structure of the NN used for Xilinx 28-
(XC7A100TFG256-2) (left) and Xilinx 20-nm XCKU040-FF
Kintex UltraScale (right); note that the 10 hidden layers and the
are the same, while only the input layer changes, characterized
896 nodes respectively.

Considering the absence of this topic in scient
ture and the multitude of degrees of freedom in N
(e.g., number of layers, number of nodes per la
connectivity, weights, and activation function), it w
to mimic the hardware structure of the decoding me
the topology of the NN illustrated above. This is clea
when comparing Figs. 14 and 15, where it can be se
engine for computing Log2 and sum1s has been rep
node with the corresponding activation function an
A leaky ReLU activation function was chosen b
task of the hardware engine is to propagate or not
information to the output, similar to ReLU. The
leaky ReLU was made to avoid potential converge
In hardware, each engine manages binary input a
information, deciding whether to propagate it forw
Meanwhile, the calibration task involves converting
information into time. In the proposed NN, since
is a (pseudo) thermometric code (i.e., 0 or 1),
weights that contribute to transforming this inform
time, thus serving as a distributed calibrator. For th
overly abrupt activation functions were not cons
this context, as an activation function, a compromis
t of the (psudo) thermometric code; i.e., 256 nodes simplicity and performance was chosen [74], relying on the
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d leaky ReLU activation function (Deep) with an
of 0.01. Moreover the weight are initialized using

m with a uniform distribution.
ice fell on Leaky ReLU rather than simple ReLU
the Dying ReLU problem [76]. Since the neural
N) will act as a decoder and a distributed bin-by-

tor, the nodes of the NN will need to replace the
hematical operations performed by logic gates in
implemented decoder logic. ReLU, as highlighted
ng the example of an XOR (i.e., a basic element
and thus of the sum1’s decoder), suffers from the

U problem in this scenario, which is resolved with
U.
ose of the NN is to perform the thermometric-to-
sion recognizing stochastic BEs from deterministic
mpensate for them improving the precision of the

is way, it will be possible to compare the precision
rough NN with that of the main conversion algo-
n in the literature and presented in sub-Paragraph

d NN Supervised Learning Training Algorithm

cipal metric to characterize TDCs is the precision
), which measures the consistency and repeatability
rement [78]. One way to measure the precision
RT vs. STOP Precision (SSP)4, which consists

bination of standard deviations obtained averaging
f a fixed time interval Tmeas characterized by an
ter σTmeas between the START and STOP signals

SSP =
√
σ2
Tmeas

+ σ2
TDC (5)

e, we can express the precision (σTDC) as function
contribution obtaining,

=
√
σ2
Tmeas

+ σ2
NI + σ2

Q,1 + σ2
Q,2 + σ2

ELN (6)

is the uncertainty associated to the coarse con-
Nutt-Interpolation due to the jitter of the clock;

ontribution due to quantization errors [79] of the
i.e., due to the TDL-TDC; and σELN is the total
itter related to electronic components on the START
channels (that can be consider negligible if high-
ronic is used) [80]. Actually,the jitter contributions
σELN may be due to random jitter phenomena
itry interposed between the START/STOP signals

DC, and to threshold jitter phenomena, defined
o between the electronic voltage noise affecting
(vn) and the slope of the signals (Sl); that is,
= vn/Sl. Among these contributions, only σQ,1

an be modified at the TDL-TDC’s design stage,
g the best combination of decoder and calibration
, if the classical approach is adopted, or, as suggest

-shot precision is the precision contribution offered by the single
one of the two START and STOP events that define Tmeas . In

in this paper, using a ML-based approach. The
(5) does not account for the impact of TDL non
on SSP, as it is assumed to work with calibrated
Consequently, such non-idealities are included for in
σQ,2 through the LSBEQ presented in (4).

Aim of the proposed algorithm is approximating
f(X, θ) that maps (pseudo) thermometric codes to t
(BinV alue), where X refers to the (pseudo) the
code, and θ to the parameters of the NN. A
learning method can build f(X, θ), but an array
with corresponding desired outputs (labels) is als
This list of inputs and desired outputs is called tr
The selected training method is the bin inference th
minimization by repeating L times the measurem
same time interval Tmeas.

It was decided to focus on a specific scenario to
f(X, θ) by utilizing data from the period measure
single channel of the Nutt-Interpolator, aiming to
computational overhead (i.e., only one NN is re
cause only one thermometric-to-time converting f
requested). In this context, as represented in Fig.
denotes the period of a signal measured by a single
(as fine) plus a coarse counter; in this context, the
STOP signals that define the time interval under me
are two consecutive rising edges, while σTmeas

cycle-to-cycle jitter. With reference to (2) and Fig. 1
and T1,fine are the fine part of the measurement pr
the same TDL-TDC (i.e., T2,fine and T1,fine are de
the same thermometric-to-time function, with T2,fin
input the thermometric code of the STOP edge, a
taking as input that of the START edge.) with a co
σQ (i.e., σQ,1 = σQ,2), while Tcoarse represents th
in clock cycles with precision σNI .

Fig. 16. Waveform of the Nutt-Interpolation considering a sing
for the fine measurements (i.e., T1,fine and T2,fine) plus a c
for the coarse part (i.e., Tcoarse).

Under this condition (6) can be written as follow

SSP =
√
σ2
Tmeas

+ σ2
NI + 2σ2

Q + σ2
ELN

From (7) knowing that σQ = LSBEQ/
√

12 we

SSP =

√
σ2
Tmeas

+ σ2
NI +

2

12
LSB2

EQ + σ2
E

Reverting (8) we have the following inequality th
e the two measurement channels for START and STOP events
precision, it corresponds to SSP/

√
2. an identity only if jitters are negligible.
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LSBEQ ≤
√

12

2
· SSP ' 2.45 · SSP (9)

of the collected data set can be expressed as
function expressed in matrix form as

DL,1 = SL,Therm · FTherm,1 + CL,1 (10)

L,1 is a (L, 1)-vector containing the data-set
s Tmeas; CL,1 is a (L, 1)-vector of the coarse
arse of each one of the L samples; FTherm,1

1)-vector that represents the thermometic-to-time
at assigns to each (pseudo) thermometric code in
t (i.e., Therm) a time value (i.e., BinV alue[i]
;Therm − 1]). In this sense, FTherm,1 represents
lus calibration product. Finally, the SL,Therm is
m)-matrix filled with +1, −1, and 0, where each
of the L samples and each column corresponds to
ution of each (pseudo) thermometric code in each
rring to T1,fine and T2,fine.
ple, in case of 4-tap TDL (without BE) with only
5 possible different thermometric codes (“0000”,

100”, “1110”, and “1111”), (10) becomes




Tmeas[0]
Tmeas[1]
· · ·

Tmeas[L− 1]


 =

0 0 −1 0
1 0 0 −1
...

...
...

...
−1 0 1 0


 ·




BinV alue[0]
BinV alue[1]
BinV alue[2]
BinV alue[3]
BinV alue[4]




+




Tcoarse[0]
Tcoarse[1]
· · ·

Tcoarse[L− 1]




ans that, if we take the measurement with index
], as an example, it will have produced a certain
counts by the coarse counter equal to Tcoarse[0],
of thermometric codes (e.g., “0000” and “1110”
RT and STOP signals respectively), corresponding
= BinV alue[0] and Tfine,2 = BinV alue[3],
a total fine contribution of Tfine,1 − Tfine,2.

n value Tmeas of the Tmeas time interval mea-
can be calculated by multiplying the vector DL,1

)-vector of ones (i.e., 1s1,L = [1, 1, · · · , 1]) and
by L,

Tmeas = (1s1,L ·DL.1) · 1

L
(11)

eanDiffL,1 = Tmeas − Tmeas results an
or of all the samples and can be written as
fL,1 = DL,1− 1sT1,L · Tmeas where T represent the
f transposed.

SSP =

√
MeanDiffTL,1 ·MeanDiffL,

L− 1

The SSP of a set of samples is a function
pends only on the thermometric-to-time conversion
FTherm,1. In fact, the array SL,Therm (fine data
vector CL,1(coarse data) are fixed in the training
SSP, each variable is the BinV alue assigned to eac
thermometric code represented by FTherm,1. The
SSP is a multivariate function of Therm numbe
ables. The SSP has different contributions, Equa
the thermometric-to-time values of (10) (i.e., FTh

changed, the only contribution that affects the S
quantization error (σ2

Q) so the LSBEQ. The mini
(SPPmin) should correspond to the best thermomet
conversion, being possible that the optimized FT

different from the BinV alue used in the initializat
In addition, to avoid generating of “non-acceptable
from a physical point of view” for the FTherm,1 (e
stant vector FTherm,1 = K ∀Therm), an additional
has been added; namely, the joint minimization bet
and the LSBEQ obtained from the vector FTherm

we need to prevent the case in which the algorithm r
SSP to zero, caused by the fact that all measurem
take the same value; i.e., DL,1 = CL,1 + K. The
vector FTherm,1 from the NN algorithm, from
perspective, corresponds to the BinV alue of a cla
TDC composed of a decoder and a bin-by-bin calibr
by reversing (3), considering that FTherm,1 is Bi
with i ∈ [0;Therm− 1], it is possible to deduce th
duration and the order of (pseudo) thermometric c
BinWidth[i] with i ∈ [0;Them−1]), and thus the
using equation (4), it is possible to calculate the L

Indeed, in the extreme case where FTherm,1

constant vector, the curve ∆FTherm,1 presents a
Therm = 0, maximizing LSBEQ.

In summary, to train the NN, these steps should be

1) Measure a fixed time interval Tmeas with the
L times. The acquired (pseudo) thermome
compose the training set.

2) Use an optimization algorithm to minimize
of the loss function (Paragraph III-A and Fi
culated as the Mean Squared Error (MSE) be
desired output Tmeas and the output of the N
are many ways of multivariate function mi
[81], [82], [83], [84]. Some use the gradie
objective function, others use bounds for the
others perform local instead of global op
and so on. We have opted for the Adaptiv
Estimation (ADAM) choosing beta1 = 0.9,
0.999, mini-batch = 64, and epoch = 20.
ADAM have been chosen because they are
common solutions in NN.

3) The vector FTherm,1 obtained by minimizing
ing set’s SSP contains the expected time valu
he SSP can be expressed as to each (pseudo) thermometric code. Now, add to a
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ng list the (pseudo) thermometric codes as inputs,
heir bin values in FTherm,1 as labels.
at steps 1 through 3 as many times as the amount
mples in the training list is sufficient high to
nize patterns caused by deterministic BEs and to
guish between deterministic and stochastic BEs.
onsidered the training process to be concluded
the SSP values were comparable to the state-of-

rt, i.e., 10 ÷ 20 ps r.m.s. for the 28-nm solution
and 5 ÷ 10 ps r.m.s. for the 20-nm one [66].
LSBEQ is physically linked to SSP via (9), we

dered the learning process concluded when the SSP
ed the above-mentioned ranges with LSBEQ at
2.7 times the SSP (i.e., 2.45 + 10% tolerance).
rm supervised learning. The NN trained with the
ng list is subsequently employed to predict time
s from (pseudo) thermometric codes instead of the
ional decoding plus calibration procedure. Indeed,
training, as described in steps 1 and 4, is executed
ssfully, the NN will be able to recognize repetitive
ns caused by deterministic BEs, compensating for
and minimizing the SSP as intended, without being
ively influenced by stochastic BEs in terms of SSP.
are the result obtained in step 5 with the solutions
state-of-the-art classic decoders plus bin-by-bin
ation available in scientific literature.
rning phase, given the novelty of the subject with
rature, and considering the various degrees of free-
earning type and algorithm, loss function, choice of
and parameter selection), we opted for supervised
he ADAM optimizer was chosen because it is a
d effective optimizer that is well-suited to noisy

i.e., primarily due, in our case, to the presence
ic noise σELN in the SSP) and complex models
stribution) [85]. Its effectiveness in general-purpose
s is confirmed by several publications [86], [87].
ides and tools on the selection of ADAM hyper-
are available [88], [89], [90], and both agree on
values for the hyperparameters alpha (i.e., 0.001),
0.9), beta2 (i.e., 0.999), and epsilon (i.e., 10−8),
hy these values have been maintained. Instead,
with a mini-batch size of 64 to achieve a good

e between gradient accuracy and computational
ithout focusing on convergence time in this initial

e paper [91].
sion for supervised learning was driven by its sim-
pared to unsupervised and reinforcement learning,
the fact that, with the measurement interval Tmeas

ugh (10), it was possible to assign an expected
e to each input (pseudo) thermometric code. The

ing model was applied to both technology nodes.

AND COMPARISON IN 28-NM ARTIX-7 FPGA

rimental validation, the suggested method has been
d in a Xilinx 28-nm Artix-7 (XC7A100TFG256-
evice that is hosted in an instrument (FELIX) for

that guarantee a voltage noise vn lower than 18m
Moreover, each channel of the FELIX system has a
comparator characterized by a random jitter of 2 ps r
the purpose of the paper, the FELIX system was pr
with firmware different from those stock ones ad
the commercial product brochures. The reference
is a 256-taps TDL based on CARRY4 (i.e., N =
the Nutt-Interpolation is performed with clock of a
2.4ns and a jitter lower than 90 fs r.m.s., this mak
negligible [62]. The sum1s followed by a bin-by-bin
is clearly the best decoding method, according to a
of the scientific literature on the 7-Series , and is th
as the benchmark for the traditional approach.

In these context, two firmware were produced;
as a reference, with a classic TDL-TDC followed b
decoder and bin-by-bin calibrator instantiated in F
other, used as a test, in which (pseudo) thermome
generated by the TDL-TDC, along with the coarse
ment, were sent and stored on a PC via USB 2.0. Sub
offline, the data acquired by the test firmware were
by the NN algorithm described in Paragraph III-B;
the conversion function from (pseudo) thermom
to picoseconds was obtained, relying on equation
timestamps were extracted for comparison with the
firmware.

The measurement signal, a 0V-2V square wave,
erated using an Arbitrary Waveform Generator (AW
5000 provided by ACTIVE Technologies charact
slope Sl of 12.5mV/ps (i.e., an amplitude of 2V
time of 160 ps). In these conditions it is possible t
the σELN equal to 3.49 ps r.m.s. considering a cont
2.83 ps r.m.s. for the random jitter (i.e., 2 ps r.m.s
START and STOP) and a contribution of 2.04 ps
the threshold (i.e., 18mV/12.5mV/ps for both S
STOP). Referring to (7), AWG-5000 was used to
the periodic signal with period Tmeas characterized
σTmeas < 2 ps r.m.s., and supplied to the various
so following (5), the precision offered by the
TDCs (references vs test) from the SSP is ex
scheme of the measurement setup is reported in
Given that the periodic signal generated by AW
entirely uncorrelated with the clock of the FELI
the Nutt-Interpolation, it follows that the distributi
measurements, hence the thermometric codes acqui
TDL, tends towards a uniform distribution [61]; th
us to have an appropriate dataset to use in the neur
(NN).

A. Experimental Results

Firstly, the test firmware is used to estimate th
of samples, denoted as L, for setting up the tre
of the NN. For this purpose, a continuous number
measurements were performed until saturation of th
thermometric codes uniqueness, number marked a
surements [92] provided by TEDIEL S.r.l. [93] was observed. Green curve in Fig. 18 (with ordinate on the
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phic representation of the measurement setup, (top) reference
ected to the PC for data readout, and (bottom) test firmware

osed NN algorithm onboard on the PC.

ows that Therm saturates at 1705 with a number
= 3 · 105 performed measurements; this means

tistics of collecting (pseudo) thermometric codes
nsidered exhaustive. Subsequently, the reference
.e., real-time fully FPGA-based system with sum1s
lowed by bin-by-bin calibrator) was running in the
we noticed that the univocal BinAddress values
r input saturated at 154, due to BEs and merging
e sum1s decoder (red curve in Fig. 18 with ordinate
axis). The gap of 170−154 = 16 between univocal
ermometric codes and decoded ones means that,
at least 16 codes over 170 (i.e., 9.4%) are confused
during the sum1s decoding process, resulting in

e estimation of the BinWidth thus an increase in
n error with respect to the optimal case.
r, the standard deviation of the measurement per-
real-time by the reference firmware (blue curve
with ordinate on the right axis) stabilized at the
lue 13.3 ps r.m.s. corresponding to Therm and
ss saturation. In conditions of saturation of both
s, we have thus confirmed L = 3 · 105 to be the
umber of measurements necessary for training the
way, the NN was trained using 10 measured sets
· 105 samples.
ut of NN is the thermometric-to-time conversion
m the 170 (pseudo) thermometric codes, acquired

st firmware, to picoseconds. This conversion func-
ed to plot Figs. 19 and 20.
ght the extent of “bin merging”, the BEs frequency
eudo) thermometric code acquired with the test
as investigated. Figure 19 shows that MBD was
and only a minimal percentage of the codes is
ss than 10%, to be compared with the 9.4% of
rging effect observed in Fig. 18.
ter plot in Fig. 20 was created by comparing the
ic-to-time conversion map of the 170 (pseudo)

number of (pseudo) thermometric codes does not saturate at
bin value of the bins (i.e., 256) because, in order to ensure

onization between the TDL-TDC and the coarse counter, the

Fig. 18. Number of univocal (pseudo) thermometric codes (gre
with the test firmware, binAddress obtained by sum1s decodi
SSP after bin-by-bin calibration (blue) on the reference firmw
axis represents the L number of performed measurements. Th
represents the number of codes reached by the test/reference firm
the right y-axis indicates the SSP values in ps r.m.s. achieved by
firmware.

Fig. 19. Histograms of bubble error length values measured in
(pseudo) thermometric codes on the test firmware in 28-nm 7-
Artix-7 (CARRY4 primitive).

thermometric codes, acquired with the test firmw
respect to the BinWidth estimated by the reference
and used to generate the BinV alue curve. In this se
scatter plot can be considered as a comparison metr
the test firmware and the reference one, namely be
proposed ML approach (NN described in Section I
classical one (sum1s with bin-by-bin real-time ca
FPGA present in the state-of-the-art).

The scatter plot represents a mapping betwee
BinAddress outputs from the sum1s decoder of the
firmware and the 170 (pseudo) thermometric code
by the test firmware and fed into the NN. In th
each BinAddress that has undergone a “bin merg
is decomposed into its corresponding 2, 3, or
nents of (pseudo) thermometric code. Additionally
BinAddress that has undergone “bin merging” a
in the figure, the quantization contribution offered
slowest (pseudo) thermometric codes (i.e., bigger
of propagation delay) subject to “bin merging”
represented on the x and y axes of the plot.

We positioned the slowest contribution (Biggest
figure), expressed in picoseconds, on the x-axis
secondary contribution (secondBiggestBin in the
the y-axis. As evident from the scales on both
BinAddress has a second contribution that is
TDL introduces a slightly longer delay than the 2.4 ns clock

clock the coarse counter. faster (i.e., smaller in therm of propagation delay) than the
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t one. Therefore, in terms of quantization error,
o) thermometric code responsible for the second

is negligible.

ter plot of the merged bin’s width composition observed on the
s Xilinx Artix-7 (CARRY4 primitive).

achieved by the test firmware was then com-
at of the reference firmware (i.e., 13.3 ps r.m.s.
n blue in Fig. 18) by comparing the histograms
espective standard deviations obtained from a set
× 105 samples, as depicted in Fig. 21. With the
hieved a very similar and better SSP value (i.e.,
.s.). The K samples used to evaluate the SSP in
d reference firmwar are obviously different from

used for training the NN to demonstrate that no
and overfitting issues are present.

purely mathematical standpoint, since the mecha-
rse attribution is common to both, the only differ-
measured value between the test firmware and the

rmware, as referred to in (10), lies in the calculation
component (i.e., SL,Therm · FTherm,1). Indeed,
the test firmware, FTherm,1 corresponds to the

ic-to-time conversion function resulting from the
for the reference firmware, FTherm,1 corresponds
V alue values extracted from the sum1s decoder

-bin calibration mechanism residing in the FPGA.

s obtained with the reference firmware 13.3 ps r.m.s. (left) and
are 13.1 ps r.m.s. (right); in blue, the histogram of the actual
at zero, and in red, the corresponding fitting.

to prevent the presence of underfitting and over-
es dependent on Tmeas, SSP measurements were
n both the reference and test firmware (without
the NN), varying the frequency of Tmeas for 6

of 5 kHz), yielding identical results. This allow
verify that the above-mentioned performances are
dent of the fine contribution value (i.e., T1,fine −
Indeed, from (2), considering the contribution co
floor(Tmeas/TCLK) where TCLK is the 2.4 ns p
feeds the Nutt-Interpolation), resulting in 536, 534,
523, 520 clock pulses for the coarse part, we can e
the fine contribution (i.e., T1,fine−T2,fine = Tmeas

which results in 63%, 19%, 79%, 43%, 11%, 83%
for the 6 different values tested above.

B. Discussions

From the SSP results obtained in Paragraph
the test firmware (i.e., 13.1 ps r.m.s) and the
firmware (i.e., 13.3 ps r.m.s), considering the s
ter σTmeas

equal to 2 ps r.m.s., it was possib
tract the precision σTDC of the two TDCs, re
12.9 ps r.m.s. (i.e.,

√
13.12 − 22 ps r.m.s.) and 13.1

(i.e.,
√

13.32 − 22 ps r.m.s.) respectively. Moreover
ing the contributions σELN and σNI negligible, it w
to extract, using (7), the quantization contribution
the TDL (i.e., σQ =

√
(SSP 2 − σ2

Tmeas
)/2) and t

the LSBEQ using the definition (i.e., LSBEQ =
that result be 31.7 ps and 32.2 ps respectively. By
these two

√
12σQ values (i.e., LSBEQ derived from

possible to notice a difference of only 0.5 ps (or 5.65
attributable to the reduced “bin merging” phenomen
detected in the reference firmware. This reduced ph
explains the similar precision obtained by the two a

The substantial difference between the test firm
the reference firmware is the mechanism of thermo
time conversion. From Fig. 18., it is inferred that f
firmware, 170 (pseudo) thermometric codes are id
the TDL output, and thanks to the NN mechanism, w
a thermometric-to-time conversion curve that utilize
codes, resulting in an LSBEQ (i.e., computed usi
31.6 ps . Conversely, for the reference firmware,
decoder manages to extract only 154 unique codes
170 available, and after the calibration process, we o
width curve characterized by an LSBEQ (i.e., comp
(4)) of 32.1 ps. Also in this case, a small differen
0.5 ps (or 5.64 ps r.m.s.) between the two LSBEQ

The 16 missing codes in the reference firmware
a “bin merging” phenomenon, where the decoder
interpreted two or more different pseudo thermome
with the same number of 1s due to the BE (Fig.
phenomenon is mitigated in terms of SSP since
small (Fig. 19) to plot Figs.

Results are summarized in Tab II.
In addition, the results obtained in this study a

comparable to the precision of 12.7 ps r.m.s. r
the scientific literature, which was achieved using r
Log2 decoding, and bin-by-bin calibration in Xil
FPGA [30]. This indicates that employing a sum1
followed by a bin-by-bin calibrator for the con
(pseudo) thermometric code to time measureme
lues (i.e., from 775 kHz to 800 kHz with a step optimal approach for implementing the TDL based on the
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TABLE II
ISON OF THE SSP, σTDC , σQ , LSBEQ DERIVED FROM (7) (I.E.,

√
12σQ) AND LSBEQ COMPUTED USING (4) OBTAINED WI

FIRMWARE (I.E., SUM1S PLUS BIN-BY-BIN CALIBRATOR) VERSUS TEST ONE (I.E., ML-BASED THERMOMETRIC-TO-TIME CONVE
OVERESTIMATION OF THE TERM

√
12σQ COMPARED TO LSBEQ IS JUSTIFIED BY NEGLECTING σELN (9).

Method SSP σTDC σQ
√
12σQ LSBEQ (4)

sum1s+bin-by-bin [ps r.m.s] 13.3 13.15 9.30 32.2 32.1
ML-based [ps r.m.s] 13.1 12.95 9.16 31.7 31.6

ARRY4. Furthermore, the significant disparity in
f contributions suggests that merging occurs as a
e of BEs caused by statistical effects, which are
events.

TABLE III
ON OF THE σTDC OBTAINED WITH THE CLASSICAL FPGA
.E., SUM1S OR REORDERING FOLLOWED BY LOG2 DECODERS
US BIN-BY-BIN CALIBRATOR) VERSUS ML-BASED

THERMOMETRIC-TO-TIME CONVERSION.

Method σTDC Ref.

m1s+bin-by-bin [ps r.m.s] 13.1 This Work
er+Log2+bin-by-bin [ps r.m.s] 12.7 [30]

ML-based [ps r.m.s] 12.9 This Work

EST AND COMPARISON IN 20-NM KINTEX
ULTRASCALE FPGA

e characterization road map has been carried
e implementation in a Xilinx 20-nm XCKU040-

-2-E Kintex UltraScale of a KCU105 evaluation kit
eed processing (i.e., vn lower than 10mV r.m.s.).
ented TDL-TDC, provided by TEDIEL S.r.l. [93],
a TDL based on CARRY8 fabric primitives, with
(N = 1024) sampled with the same clock of
jitter lower than 90 fs (i.e., negligible σNI ). The
nt signal, a 0V-2V square wave, was generated
AWG-5000 with a slope Sl of 12.5mV/ps and
ectly to the FPGA. Under these conditions, it is
estimate the σELN of 1.13 ps r.m.s. due only to the
tter (i.e., 10mV/12.5mV/ps for both START and
e period under measure is always characterize by a

jitter of 2 ps r.m.s.. For experimental validation,
d the same approach outlined in Section IV. The
as programmed with two different firmwares: one
a reference, implementing a classic TDL-TDC
a sum1s decoder and bin-by-bin calibrator, while

as used as a test, where the (pseudo) thermometric
rated by the TDL-TDC, along with the coarse
nt, were transmitted and stored on a PC via USB

ental Results

2 is the equivalent of Figure 18. The (pseudo)
ic codes of test firmware saturate at Therm = 590
nAddress of reference one at 505, showing a gap
which means a “bin merging” due to the BEs equal

of the use of the CARRY4. The overall saturation
and BinAddress occurs for L= 4.5 · 105 measurem
SSP of the reference saturates at 21.0 ps r.m.s.

Fig. 22. Number of univocal (pseudo) thermometric codes (gre
with the test firmware, BinAddress obtained by sum1s decod
SSP after bin-by-bin calibration (blue) on the reference firmw
axis represents the L number of performed measurements. Th
represents the number of codes reached by the test/reference firm
the right y-axis indicates the SSP values in ps r.m.s. achieved by
firmware.

The output of the NN is the thermometric-to-tim
sion function from the 590 (pseudo) thermometric
quired with the test firmware, to picoseconds. This
function was used to plot Figs. 23 and 24, which cl
the severity of the BE effect compared to the 7-Serie
the sum1s decoder is not effective.

In details, Fig. 23 shows a MBD equal to 17 th
times more with respect to the MBD of 3 in Fig. 1

Fig. 23. Histogram of bubble error length observed on the raw
codes on the test firmware in 20-nm Xilinx Kintex UltraSca
primitive).

Instead, unlike what happens for the Artix-7, usin
adopted to generate Figs. 20 and 24, we have com
almost the 30% of the BinAddress (i.e., 152 ove
505) of the reference firmware is affected by “bin
moreover almost the 40% of the merged bins (i.e
152) offer a contribution of the second biggest b
ecidedly higher than the 9.4% obtained in the case more negligible (i.e., being bigger than 1/10 of the principal
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is due to the fact that the sum1s algorithm is not
solve deterministic BEs in this technology.

er plot of bin width between merged bins observed in the 20-nm
UltraScale (CARRY8).

g the thermometric-to-time function obtained from
ossible to observe a benefit on MBD obtained by
the taps as proposed in [66], whose results are
in Figs. 25 and 26. In Fig. 25, it is possible to
t the MBD is reduced up to 3 and only the 10% of
mometric codes are affected by BE. Similarly, from
lot of Fig. 26, it is possible to see that the BE effect
gligible thanks to reordering, as in Artix-7. In this
ve demonstrated that the better choice to real-time
in FPGA invoke the use not only of the sum1s

d the bin-by-bin calibrator but also to a reordering
followed by Log2 decoder to compensate the BE

rministic issues (i.e, routing and clock skew).

ogram of bubble error length after reordering.

achieved by the test firmware was then compared
e reference firmware (i.e., 21.0 ps r.m.s. as shown
22) by comparing the histograms and their respec-
d deviations obtained from a set of L = 4.5× 105

depicted in Fig. 27. With the NN, we achieved a
of 5.24 ps r.m.s. which is very similar to the SSP of
.s. achieved with reordering mechanism followed
coder. The L samples used to evaluate the SSP in
ware are obviously different from the 10×L used
the NN to demonstrate that no underfitting and

issues are present.
, here, since the mechanism of coarse attribution
to both, the only difference in the measured value

mwares, as referred to in (10), lies in the calculation
component (i.e., SL,Therm · FTherm,1). Indeed,

Fig. 26. Scatter plot of bin width between merged bins after re

thermometric-to-time conversion function resulting
NN, while for the sum1s and reordering followed
decoders plus bin-by-bin calibrator, FTherm,1 co
to the BinV alue values extracted from the dec
calibration mechanisms residing in the FPGA.

The SSP measurements were repeated for differ
of Tmeas (i.e., from 775 kHz up to 800 kHz with a
kHz) in order to expose fine contributions of vary
(i.e., 63%, 19%, 79%, 43%, 11%, 83% of TCLK)
similar results.

B. Discussions

From the SSP results obtained in Paragraph V-A o
firmware (i.e., 5.24 ps r.m.s), the reference firmwa
21.0 ps r.m.s) and the reference firmware where th
decoder is replaced with reordering followed by Lo
5.28 ps r.m.s), considering the sample jitter σTmeas

2 ps r.m.s., it was possible to extract the precision
the three TDCs, resulting in 20.9 ps r.m.s. (i.e.,√

21.02 − 22 ps r.m.s.), 4.89 ps r.m.s. (i.e.,√
5.282 − 22 ps r.m.s.), and 4.85 ps r.m.s. (i.e.,√
5.242 − 22 ps r.m.s.) respectively. Moreover, con

the contributions σELN and σNI negligible, it was
to extract, using (7), the quantization contribution o
the TDL (i.e., σQ =

√
(SSP 2 − σ2

Tmeas
)/2) and th

the LSBEQ using the definition (i.e., LSBEQ =
√

that result be 51.3 ps, 12.0 ps, and 11.9 ps respect
comparing these three

√
12σQ (i.e., LSBEQ derive

(7)), it is possible to notice a difference of only 0.1
1.55 ps r.m.s.) between reordering followed by Log
ML approach, attributable to the reduced “bin mer
phenomenon. This reduced phenomenon explains t
precision obtained by the two approaches. Unlinke
happens between sum1s and the ML-based approac
difference between

√
12σQ of 39.4 ps (or 49.9 ps

observed.

Also in the UltraScale the substantial differenc
firmwares is the mechanism of thermometric-to-tim
the test firmware, FTherm,1 corresponds to the sion. From Fig. 22., it is inferred that for the test firmware,
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ofs obtained with the reference firmware 21 ps r.m.s. (left), reordering 5.28 ps r.m.s. (center), and the test firmware 5.24 ps r.m.s. (ri

of the actual data centered at zero, and in red, the corresponding fitting.

o) thermometric codes are identified at the TDL
thanks to the NN mechanism, we achieve a

ic-to-time conversion curve that utilizes all these
lting in an LSBEQ (i.e., computed using (4))

. Conversely, for the sum1s decoder manages to
y 505 unique codes out of the 590 available, and
alibration process, we obtain a bin width curve
ed by an LSBEQ (i.e., computed using (4)) of 51.1
this case, a difference of 39.6 ps (or 49.8 ps r.m.s.)
e two LSBEQ is present. The 85 missing codes
a “bin merging” phenomenon, where the sum1s
stakenly interpreted two or more different pseudo
ic codes with the same number of 1s due to the

(Figs. 23 and 24) ruining the SSP. On the other
re mitigated thanks to reordering followed by Log2
g. 25) reducing the “bin merging” phenomena (Fig.
ing an LSBEQ (i.e., computed using (4)) of 11.7
-of-the-art SSP. Also in this case, a difference of
.15 ps r.m.s.) between the two LSBEQ is present.
re summarize in Tab IV.
ore, we have compared the precision of
.s achieved with reordering followed by Log2
-bin calibrator with that reported in the scientific
6] on the same hardware that is in the range from
s up to 5.6 ps r.m.s confirming the coherence with
he state-of-the-art. Thus, thank to the ML we have
ed a significantly reduction of the quantization
ed by deterministic BEs due to the reordering

VI. FUTURE DEVELOPMENTS

ing anything similar in the scientific literature and
the numerous degrees of freedom in the design

and in the training process (Paragraph III-A), we
emulate the hardware topology in the software NN
aragraph III-B) and to follow a classic supervised

proach (Paragraph III-C). This decision led us to the
scribed above and used. While aware that the NN
es not necessarily have to mirror the topology of

re decoding and calibration mechanism, we chose to
posed NN because, by analyzing the thermometric-

for the phenomenon of “bin merging” and BE prese
as illustrated in Sections IV and V, thus achieving
Further analysis and optimizations of the NN will
out in future developments. In addition to redesigni
and varying the activation function, other notewor
developments include the evaluation of other op
algorithms as replacements for ADAM [94], the
the dropout parameter [95], and the use of algo
automatic hyperparameter tuning [96].

VII. CONCLUSIONS

FPGAs do not have tunable delay-lines as native
and, consequently, FPGA-based TDL-TDC must
mented with alternative structures, such as the CAR
itive, devoted to carry look-ahead implementation
these elements cannot be finely tuned, they suffer
idealities and other effects, such as BEs (i.e., determ
statistic) and PVT. In a real-time implementation o
FPGAs, PVT variations can be compensated for th
by-bin calibration of the binary code obtained by a
decoding of the thermometric code recorded by
Unfortunately, BEs produce pseudo thermometric
can cause the “bin merging” effect, where differen
thermometric codes are translated into the same
sulting in an increased quantization error. Moreov
statistical contributions to BEs, it is unfeasible to
a priori the best choice from those available in
literature of decoding that minimize this effect.

The main contribution of this work lies in th
for decoding and calibrating the TDL using a N
best of our knowledge, this approach has not been
explored in the literature and has achieved results c
to the state-of-the-art. Specifically, the paper demon
the decoding technique, due to BEs, leads to “bin
phenomena identified through the NN. The ML app
simply the tool employed.

It was decided to address the problem by dev
solution using a NN (run in Python on a PC) traine
supervised learning, minimizing the SSP (i.e., qu
error) with a fast-converging gradient method (SSP
to the absence of prior experiments, the NN was c
based on the hardware structure of the decoders an
version curve, we found a consistent explanation tors, optimizing it with an ADAM algorithm. This approach
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TABLE IV
N OF THE SSP, σTDC , σQ , LSBEQ DERIVED FROM (7) (I.E.,

√
12σQ), AND LSBEQ OBTAINED WITH THE REFERENCE FIRMW

SUM1S OR REORDERING FOLLOWED BY LOG2 DECODERS PLUS BIN-BY-BIN CALIBRATOR) VERSUS TEST ONE (I.E., ML-BASED
RIC-TO-TIME CONVERSION). AN OVERESTIMATION OF THE TERM

√
12σQ COMPARED TO LSBEQ IS JUSTIFIED BY NEGLECTIN

Method SSP σTDC σQ
√
12σQ LSBEQ (4)

sum1s+bin-by-bin [ps r.m.s] 21.0 20.9 14.8 51.3 51.1
reorder+Log2+bin-by-bin [ps r.m.s] 5.28 4.89 3.46 12.0 11.7

ML-based [ps r.m.s] 5.24 4.85 3.43 11.9 11.5

TABLE V
ON OF THE σTDC OBTAINED WITH THE CLASSICAL FPGA
.E., SUM1S OR REORDERING FOLLOWED BY LOG2 DECODERS
US BIN-BY-BIN CALIBRATOR) VERSUS ML-BASED

THERMOMETRIC-TO-TIME CONVERSION.

Method σTDC Ref.

m1s+bin-by-bin [ps r.m.s] 20.93 This Work
r+Log2+bin-by-bin [ps r.m.s] 4.89 This Work
r+Log2+bin-by-bin [ps r.m.s] 4.7÷5.6 [66]

ML-based [ps r.m.s] 4.85 This Work

d to two case studies involving 28-nm HKMG
20-nm FinFET Kintex UltraScale FPGAs using

connected hidden layers all with the leaky ReLU
function (Deep), with 256 nodes for the Artix-7
des for the UltraScale. The purpose of the NN is
the thermometric-to-time conversion recognizing

BEs from deterministic ones and compensate for
ving the precision.
osed methodology has been tested on the two main
rimitives used for TDL implementation in Xilinx
CARRY4 and CARRY8 available in the 28-nm 7-
6/20-nm UltraScale/UltraScale+ respectively; thus,
ave been compared to state-of-the-art fully FPGA-

tions where decoders and calibrators are directly
d in FPGA. The Artix-7 XC7A100TFG256-2 was
the test FPGA for the 7-Series, and the Kintex
FFVA1156-2-E for the UltraScale series. For TDLs
ARRY4, a minimal number of BEs (i.e., MBD of
w “bin merging” rate (i.e., <10%) were observed.
ation indicates that the decoding approach based

followed by bin-by-bin calibration, achieves nearly
recision (i.e., 13.1 ps r.m.s.) as NN approach (i.e.,
.s.), with a negligible deviation, thus validating its
. Moreover, the NN achieve a precision comparable
e-of-the-art on the same technological node [30]
s r.m.s.) where the deterministic BEs are corrected
ering. The only notable difference lies in a sub-
error, which, for certain applications with low area

channel counts, does not justify the increased
associated with the reordered approach.
ther hand, for TDLs based on CARRY8, a sig-

mber of BEs (i.e., MBD of 17) was observed,
non-negligible “bin merging” rate (i.e., 30%). This
decoding based on sum1s ineffective, providing
of 20.93 ps r.m.s. instead of the 4.85 ps r.m.s.

reordering the bins before decoding allows reducing
to 3, limiting the effects of BEs only to stochastic
achieving a precision of 4.89 ps r.m.s. in line wit
the state-of-the-art on the same technological node
4.7 ÷ 5.6 ps r.m.s.). In this case, the reordered a
fundamental to guarantee high-precision.

There is nothing to prevent loading the thermom
version curve processed by the NN into FPGA (s
only its output rather than the entire NN) inste
BinV alue curve. However, this step was not per
the paper. In such a case, an area occupation com
the classical full-FPGA approach (i.e., decoder plus
calibration) would be expected.
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Analysis of Bubble Errors (Bes) on FPGA-Base Tapped Delay-Line Time-to-Digital Converter (T
TDC) using Supervised Learning in order to identify the best hardware solution.
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Analysis on 20-nm Xilinx Kintex UltraScale FPGA with 4.85 ps rms precision
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