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A Coalitional Model Predictive Control Approach for Heterogeneous
Cellular Networks*

Eva Masero1, Luis A. Fletscher2, and José M. Maestre1.

Abstract— Heterogeneous cellular networks (HetNets) are
large-scale systems that comprise numerous base stations in-
teracting with a significant number of users of diverse types.
Finding a trade-off between energy consumption and quality of
service is one of the major challenges in these networks. To deal
with this issue, a coalitional model predictive control (MPC)
approach is proposed for a HetNet powered by renewable
power sources, and compared in simulation with the traditional
best-signal level mechanism and the centralized MPC method.
Furthermore, other key performance indicators associated with
grid consumption such as the number of served users and
transmission rates are also evaluated.

I. INTRODUCTION

Large-scale systems are formed by multiple subsystems
that inter-operate to reach a common global objective and
are distributed over a wide geographical area, e.g., power
systems. These subsystems may be of diverse nature as
happens in heterogeneous cellular networks (HetNets) [1],
which are composed of high-power macro-base stations and
low-power small-cell base stations (see Fig. 1). One of
the main challenges related to the control of large-scale
cellular networks is the coordination of user flows due to the
coupling between subsystems. Another complicating issue is
that centralized control methods are extremely complex or
even impossible to implement in such large-scale systems.
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Fig. 1. Scenario: A HetNet powered by hybrid energy sources.
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In this work, we are interested in the model predictive
control (MPC) strategy [2], which is based on the receding
horizon principle. At each time step, it uses an explicit
model of the system to solve a finite horizon optimization
problem subject to certain constraints to calculate the optimal
control input. For instance, in [3], MPC is applied to manage
the power signal in the base stations (BSs) and reduce the
negative impact of disturbances in the transmission process.
Likewise, the reduction of co-channel interference through
distributed power adaptation using MPC is addressed in [4].

However, centralized MPC demands a high computation
burden that it is hard to provide for the problem considered.
For that reason, many distributed MPC (DMPC) approaches
have been proposed to deal with large-scale problems over
the last decades [5]. The key idea is to divide the system into
subsystems governed by individual controllers (agents) to
achieve a common global objective. The distributed problem
can be formulated following two different approaches: i) a
non-cooperative strategy where agents solve their problems
considering only their local interests [6], and ii) a cooperative
scheme where agents bear in mind other agents interests
as well to obtain better global performance [7]. A halfway
strategy is to consider a dynamic partitioning of the system
so as to achieve a balance between coordination overheads
and local performance, which is the rationale of the recently
proposed coalitional MPC [8], [9].

The main contribution of this paper is the assessment of
coalitional MPC in cellular networks powered by hybrid
energy sources. Indeed, various studies have shown that
using renewable energy sources in HetNets reduces network
costs [10]–[12] and improves environmental factors [13].
Another appealing feature is the possibility of deploying
infrastructure in off-grid and connection limited scenarios
(e.g., in developing countries and disaster-affected areas).
Hence, renewable energies might be a complementary ele-
ment in next-generation cellular networks (NGCN) to make
these systems more self-sustainable [14]. Nevertheless, the
integration of renewable energies in NGCN presents various
challenges related to the management of the network archi-
tecture and the adaptation to the changing energy source
behavior [15], which will put coalitional MPC to the test.
Additionally, the proposed control strategy is compared with
the traditional best-signal-level mechanism and centralized
MPC in simulations based on real data.

The outline of rest of the article is as follows. Section II
states the problem. Section III details user-BS association
mechanisms focusing on the coalitional MPC scheme. In
Section IV, the performance of the proposed strategy is



evaluated in simulation. Finally, conclusions are provided in
Section V.

II. PROBLEM STATEMENT

Let us consider a two-tier downlink HetNet as shown in
Fig. 1, which is composed of a set of B = {1,2, . . . ,B}
subsystems: one macro-base station (MBS) and multiple
small-cell base stations (SCBSs). Specifically, the MBS is
always available and powered by on-grid energy, whilst the
SCBSs are exclusively powered by renewable energy and
also equipped with a battery system. Although the MBS
provides basic coverage, SCBSs are deployed to enhance
network capacity and receive traffic from the MBS.

The discrete-time dynamics of each base station i ∈ B are
given by

xi(k + 1) = Ai xi(k) +
∑

j∈Ci (k)
Bi jui j(k) + wi(k), (1)

where k ∈ N0 indicates the time instant; the state xi ∈ R2

is composed by the number of users being served and the
battery level of BS i; inputs ui j ∈ R are the user flows from
the set of subsystems cooperating with BS i, namely, Ci .
Thus, it holds that ui j = −u ji if i, j ∈ Ci , and ui j = 0
for all j < Ci . The disturbance term wi ∈ R

2 represents
user-generated traffic and weather conditions that affect the
generation of renewable energy. Moreover, Ai is the state
matrix and Bi j is the input-to-state matrix from neighboring
base station j ∈ Ci .

Controllers can cooperate through a network whose topol-
ogy is described by a graph (B,L), where L is the set
of links or edges L ⊆ LB = {{i, j}|{i, j} ⊆ B, i ,
j}. At time instant k, the number of active cooperation
links L ≤ |L| defines the network topology Λ ∈ T ,
{Λ0,Λ1, . . . ,Λ2|L |−1}

1. Note that the coalition problems can
be considered to be decoupled due to the MBS, which is able
to handle all the users coming from the SCBSs at the expense
of decreasing its quality of service. Finally, the disjoint set
of coalitions generated by topology Λ is denoted by B/Λ,
with

⋃
C∈B/Λ C = B and the state evolution of each coalition

C is modeled as

xC(k + 1) = AC xC(k) +
∑

j∈C(k)

BCuC(k) + wC(k), (2)

where xC = (xi)i∈C and uC = (ui j)i, j∈C are respectively the
aggregate vectors of the states and inputs of the subsystems
in C, and wC comprises the coupling with other coalitions
and the influence of weather conditions.

A. Energy Model

The energy consumption of BS i ∈ B is composed of
dynamic power consumption and static power consumption
as [16]

Ei(k) = ∆iδi(k)Ti + ES
i , ∀i ∈ B, (3)

where ∆i is the slope of the load-dependent energy con-
sumption; δi and Ti are, respectively, the traffic load and the

1If the number of links is large, it is possible to consider just a subset of
topologies to avoid combinatorial explosion issues.

transmission power; and ES
i is the static energy consumption.

The latter is related to the energy required for the normal
operation of a BS, while the dynamic power consumption is
the additional energy demand caused by the traffic load.

Since the total energy consumption is the sum of the grid
consumption of the MBS (i = 1) and the green consumption
of all SCBSs i ∈ B\{1}, the decrease in MBS consumption
is essential to increase energy efficiency.

Finally, at time instant k, the green energy EG
i available

in SCBS i is

EG
i (k) = EG

i (k − 1) − Ei(k − 1) + ϕ(k), (4)

with EG
i (k − 1) being the stored green energy, Ei(k − 1) the

green energy consumed at the previous step, and ϕ(k) the
green energy generation rate.

B. Traffic Model

Let us define a geographical area A ⊂ R2 where base
stations are located at positions p ∈ A, and a set of available
base stations Bz(k) ⊆ B that provides service to user z ∈
Z , {1,2, . . . , Z} at time instant k. Let us also consider the
spatial variability of traffic requests as an inhomogeneous
Poisson point process as in [17]. Furthermore, the traffic size,
the arrival rate per area λp , and the average traffic size µp

are independently distributed for all p ∈ A.
Given a mobile user z ∈ Z, its transmission rate, denoted

by rpzi , can be generally expressed according to the Shannon-
Hartley theorem [17] as

rpzi(k) = Wi log2
(
1+ψp

zi(k)
)
, ∀z ∈ Z, i ∈ Bz(k), p ∈ A, (5)

where Wi is the operating bandwidth for all i ∈ Bz(k) and
ψ
p
zi is the received signal at location p from BS i, which is

given by the signal-to-interference-plus-noise ratio (SINR)
and calculated as

ψ
p
zi =

Tig
p
i

σ2 +
∑

j∈Bz\{i } Tjg
p
j

, ∀i, j ∈ Bz(k), (6)

where we recall that Ti ∈ R is the transmission power of BS i;
the channel gain between the i-th BS and the user at position
p is gpi , which reflects the slow fading including the path loss
and the shadowing; and σ2 is the noise power level. Note
that the denominator in (6) represents the interfering BSs
transmission towards user z at location p. Additionally, ψp

zi
must be higher than a threshold so that user z has enough
signal level.

Moreover, it is assumed that each SCBS i ∈ Bz\{1} can
only serve a fixed number zmax

i of users simultaneously.
As for the MBS (i = 1), there is no limit of users served
so that the availability of the service is guaranteed for
all instants. Therefore, considering that mobile users are
uniformly distributed in the coverage area, the traffic load
δi of BS i can be expressed as

δi(k) =


∑

z∈Z yzi(k)
zmax
i

∀i ∈ Bz(k)\{1}∑
z∈Z yzi(k)
|Z|

otherwise,



where yzi is the user association indicator, i.e., if user z is
associated with the BS i, then yzi = 1, and yzi = 0 otherwise.
Furthermore, note that 0 ≤ δi(k) ≤ 1, ∀i ∈ Bz(k).

III. COALITIONAL MPC AND OTHER ASSESSED
METHODS

This section details the proposed coalitional MPC method
and two other alternatives: i) centralized MPC, which pro-
vides an upper-bound of the performance of the proposed
method; and ii) best-signal-level mechanism, which allows
assessing improvements regarding a very popular user BS-
association strategy.

A. Coalitional MPC

The rationale of coalitional MPC is allowing time-varying
cooperation [8], [9] according to the requirements of users
and the energy available in SCBSs to find a balance between
cooperation costs and network performance. Each enabled
cooperation link in topology Λ ∈ T has a specific cost clink
to discourage unnecessary cooperation between base stations.
Otherwise, full cooperation would be used at each time
step and issues derived from the communication/computation
burden might appear, e.g., excessive time to solve the opti-
mization problem.

The goal of each coalition C is to minimize the sum of
a stage cost function lC(·) and a cooperation cost function
gC(·), which can respectively be expressed as

lC(·) = Q
(
xz

1(k + t + 1)
)2
+ R

∑
i∈C

(
ui,1(k + t)

)2
, (7)

gC(·) = clinkLΛ, (8)

where xz
1 is the number of users being served by the MBS;

ui,1 is the traffic flow from BS i to the MBS; Q, R are
definite-positive constant weighting matrices that penalize
respectively the number of users at the MBS and its incoming
flows; and LΛ represents the number of active links of
topology Λ.

The assessed scheme is based on a top-down control
approach [8], where an upper-layer decides the best topology
to implement according to the current disturbances every
Tup = 10 instants. For simplicity, five topologies are con-
sidered in simulation (see Fig. 2):
• Topology Λ1 corresponds to the centralized MPC

scheme where full cooperation is enabled. The number
of active cooperation links is LΛ1 = 24.

• Topology Λ2 refers to a network where SCBSs cannot
communicate between them, but only with the MBS.
The number of enabled cooperation links is LΛ2 = 8.

• Topology Λ3 presents a five-SCBS central coalition with
a total of LΛ3 = 16 cooperation links.

• Topology Λ4 considers two coalitions and presents
LΛ4 = 14 cooperation links.

• Topology Λ5 maintains LΛ5 = 12 enabled cooperation
links.

Once a topology Λ ⊆ L is chosen, it is sent to the lower-
control layer where coalitions implement it. In particular, the

problem solved by coalition C ∈ B/Λ at each time step is

min
uC

Np−1∑
t=0

lC
(
xz

1(k + t + 1),uC(k + t)
)
+ gC(LΛ), (9)

subject to (2) and∑
i, j∈C

ui, j(k + t) ≤ Fi, j(k + t) t = 0, . . . ,Np − 1, (10)

∑
j∈C

ui, j(k) = xz
i (k) i ∈ B k = 0, . . . ,Np − 1, (11)

0 ≤ ui, j(k) i, j ∈ B k = 0, . . . ,Np − 1, (12)

where constraint (10) specifies that the traffic flow between
two BSs cannot exceed certain limits; (11) imposes flow
conservation, i.e., the sum of traffic flows cannot exceed the
load at BS i; and, finally, (12) defines that flows must be
positive.

B. Centralized MPC

When full cooperation is enabled, problem (9) is solved for
the grand coalition C = B at each time instant, i.e., with full
system information. Hence, its sheer performance is the best.
Nevertheless, this method requires full cooperation at each
time step, thus leading to higher cooperation costs, which
may hinder its implementation.

C. Best-signal-level Policy

In traditional cellular networks, mobile users connect to
the BS that offers the best SINR, which depends on BS
power transmission, path loss, and interference from other
BSs. Nonetheless, this mechanism is not entirely adequate
for HetNets because SCBSs with available resources may be
ignored by users receiving a stronger signal from MBS [18].
This procedure will be referred to as traditional scheme and
will be the baseline for evaluating the performance of the
proposed coalitional MPC mechanism.

IV. CASE STUDY

The coalitional control method is evaluated in a simulated
environment using MATLAB R©. The objective is to analyze
its impact on grid-power consumption and stored energy
management. Although the case study used in simulation is
academic, it is sophisticated enough to show the potential of
the proposed method. Moreover, it is representative of a real
scenario where the complexity of the association process is
caused by the number of BSs and active users.

As stated previously, the execution of the user-BS associ-
ation algorithm is assumed to be faster than the dynamical
variability of traffic on the cellular network, so that the
calculations can be updated accordingly as new information
becomes available. Additionally, note that changes on green-
energy arrival and the spatial variability in the behavior of
active users are considered. For this reason, a simulation of
fifty-time instants is sufficient to assess the behavior of the
proposed approach.



MBS
1

SCBS
6

SCBS
2

SCBS
4

SCBS
3

SCBS
7

SCBS
8

SCBS
9

TOPOLOGY 2

SCBS
5

MBS
1

SCBS
6

SCBS
2

SCBS
4

SCBS
3

SCBS
7

SCBS
8

SCBS
9

TOPOLOGY 4

SCBS
5

MBS
1

SCBS
6

SCBS
2

SCBS
4

SCBS
3

SCBS
7

SCBS
8

SCBS
9

TOPOLOGY 5

SCBS
5

MBS
1

SCBS
6

SCBS
2

SCBS
4

SCBS
3

SCBS
7

SCBS
8

SCBS
9

TOPOLOGY 1

SCBS
5

MBS
1

SCBS
6

SCBS
2

SCBS
4

SCBS
3

SCBS
7

SCBS
8

SCBS
9

TOPOLOGY 3

SCBS
5

Fig. 2. Set of topologies considered in the coalitional MPC algorithm.

A. Description

The scenario described in Section II is implemented to
evaluate the proposed mechanism. The system is composed
of one MBS and eight overlapping SCBSs. The MBS is
powered by on-grid energy, ensuring constant coverage over
the area. SCBSs are powered by renewable energy and they
have storage systems. Only path loss is considered between
users and BSs in simulation. Moreover, user requests follow
a homogenous Poisson point process where λp = λ for the
sake of simplicity.

From a telecommunications viewpoint, the technical pa-
rameters of the simulation are defined according to a long-
term-evolution system over the area A = 3.5 km2 [19].
The distance between BSs is 500 m and users are uniformly
distributed. Table I summarizes the parameters used in simu-
lation. According to [20], the consumption slope of MBS and
SCBSs are respectively ∆1 = 4.7 and ∆i = 4.0,∀i ∈ B\{1}.
Additionally, the static power consumption of the MBS and
SCBSs are ES

1 = 130 W and ES
i = 6.8 W, respectively. The

maximum transmission power of the MBS is T1 = 43 dBm
and Ti = 22 dBm for SCBSs. Users move according to a
random walk point model with an average speed of 4 km/h
[21].

To evaluate the performance of our scheme, a dynamic
scenario with controlled renewable energy generation is used.
Specifically, a green energy profile enables different groups
of SCBSs during specific periods. Thus, active BSs change
according to a pre-defined sequence while users are moving.
Fig. 3 presents the arrival of green energy and users in
the presented scenario. Note that user departures are also

TABLE I
SIMULATION PARAMETERS.

Parameter Value Units

Coverage Area 3.5 km2

System LTE -
BW LTE 20 MHz
RB per BS 100 -
No. Macro Base Station 1 -
No. MBS sectors 1 -
No. SCBS 8 -
Inter-site distance 500 m
Transmission power MBS 43 dBm
Transmission power SCBS 22 dBm
Static Power Cons. MBS 130 W
Static Power Cons. SCBS 6.8 W
Consumption Slope MBS 4.7 -
Consumption Slope SCBS 4.0 -
Path loss between MBS and user Cost 231 model -
Antenna Gain 15 dBi
Max. users simultaneously for an SCBS 100 -
Receiver sensitivity −107.5 dBm
Size of request file 500 KB
Time instant length 1 s
Mobility Model Random walk point -
Mobility Speed 4 km/h

considered throughout the simulation time. This information
is used by the MPC to select the best actions for grid
consumption reduction.

B. Energy Assessment

To compare the performance of the coalitional MPC
mechanism with the other schemes presented in Section III,
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Fig. 3. (a) Average green-energy arrival. (b) Users forecast for the MBS.
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five key performance indicators (KPIs) are proposed: i) grid
consumption (kWatts-h); ii) the percentage of consumption
reduction in comparison with the traditional scheme; iii)
average stored energy (Watts); iv) performance cost; and v)
cooperation cost. The simulation scenario is configured to
change the number of active SCBSs according to the arrival
of green energy, and it is also assumed that the batteries
charge are full initially. Furthermore, the prediction horizon
Np used in these MPC mechanisms is 10 time instants.

The first parameter to evaluate is grid consumption, which
is related to the number of users served by the MBS. In
Fig. 4, it is observed how MPC-based mechanisms balance
the traffic load, minimizing the number of users served by
the MBS and increasing those served by SCBSs. In this
sense, Table II shows that centralized MPC reduced grid
consumption by 39.39 %. Coalitional MPC has a 29.54%
of reduction compared with the traditional best-signal-level
mechanism. These results show the effectiveness of MPC-
based schemes to reduce grid consumption and increase
energy efficiency.

Additionally, Table II shows stored energy management
in MPC-based mechanisms. Specifically, centralized MPC
achieves an average stored energy of 16.33 W, while coali-
tional MPC has a stored energy average of 17.14 W. Compar-

ing these results with the 27.60 W of the traditional scheme,
it is obtained an improvement close to 40% in the stored
energy indicator.

Centralized and coalitional MPC are compared in Fig. 5,
where it is shown the evolution of four SCBSs. The first row
shows the renewable energy arrival for each SCBS and the
second row represents the expected users flow throughout
the simulation time. Note that these are disturbances for the
controllers, which compute suitable control actions to reduce
grid consumption and manage the stored energy efficiently.
The third row displays the control strategy followed by MPC
schemes. An overall view of the stored energy behavior
shows the response of the controller in periods without green
energy arrival. For instance, for the time range between time
instants 20 and 25, the number of served users by SCBSs
decrease to preserve battery levels until the next green energy
arrival. Note that this is consistent with the MBS behavior
presented in Fig. 4 (b).

In general, both MPC-based strategies provide a similar
behavior regarding stored energy management, grid con-
sumption reduction, and traffic load of SCBSs. Even so,
the coalitional proposal is more appropriate for distributed
implementations.

C. Cooperation and Performance Assessment

Centralized MPC provides the best performance at the
expense of fixed full cooperation between BSs. On the
other hand, the coalitional MPC scheme varies the network
topology in real-time according to changes in user traffic and
weather conditions.

In the lower-control layer of the proposed coalitional
scheme, the optimization problem (9) is solved by each
coalition C ∈ B/Λ at each time instant k, with weighting
matrices being Q = 100, R = 1, and a cost per cooperation
link clink = 104. The topologies selected over the simulation
are Λhist = {5,5,2,2,2}. Moreover, Table III displays the sum
of accumulated performance (7) and cooperation (8) costs for
all coalitions C ∈ B/Λ in both MPC schemes throughout the
simulation (Tsim = 50 s), i.e.,

Jperf =
∑Tsim

k=0
∑
C∈B/Λ lC(·),

Jcoop =
∑Tsim

k=0
∑
C∈B/Λ gC(·).

(13)

TABLE III
COMPARATIVE OF COSTS IN BOTH MPC-BASED STRATEGIES.

Accumulated Cost Centralized MPC Coalitional MPC

Jperf 1.5209 · 106 2.0746 · 106

Jcoop 1.25 · 107 0.44 · 107

Jtotal = Jperf + Jcoop 1.4021 · 107 6.4746 · 106

Note that centralized MPC has a 26.68% better per-
formance cost than coalitional MPC. However, the latter
presents a cost reduction of 53.82% regarding centralized
MPC when cooperation costs are also taken into account.



TABLE II
SCHEMES COMPARISON IN FULLY-DYNAMIC SCENARIO.

Association Scheme Grid Consumption (kWatts-h) Percentage of Reduction in Grid Consumption (%) Average Stored Energy (W)

Best-signal-level 396.12 - 27.60
Centralized MPC 240.06 39.39 16.33
Coalitional MPC 279.10 29.54 17.14
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Fig. 5. Performance comparison between centralized MPC and the proposed coalitional MPC scheme.

D. User Experience Assessment
Traditional schemes based on signal level typically provide

users with better average transmission rates than those based
on another criterion for user-BS association [22]. Therefore,
the evaluation of the impact of the proposed mechanism on
the user experience is significant.

The percentage of users served and the average trans-
mission rate are the KPIs used to assess user experience.
In particular, the former KPI in MPC-based schemes is
higher than in the best-signal level strategy, as displayed in
Table IV. Regarding average transmission rates, MPC-based
mechanisms have reductions close to 4% in comparison to
the traditional scheme. As stated previously, these results
stem from the relationship between the signal level and the
user rate, being an expected outcome. Conversely, note that
the coalitional MPC scheme maintains the level obtained by
centralized MPC. This result, jointly with other advantages
presented in previous subsections, shows that coalitional
MPC is a suitable option for efficient energy management
in cellular networks.

TABLE IV
EVALUATION OF USER EXPERIENCE.

Mechanism Users Served (%) Transm. Rate Reduct. (%)

Best-Signal Level 95.6 -
Centralized MPC 98.1 4.01
Coalitional MPC 98.3 3.95

V. CONCLUSIONS

An energy efficient coalitional MPC mechanism control
the user-BS association process in a HetNet network powered
by renewable power sources has been studied. The proposed
mechanism becomes a suitable option to reduce grid con-
sumption, discharging user flows from a grid powered MBS
to green SCBSs. Furthermore, the stored energy management
with coalitional MPC outperforms the traditional best-signal
level mechanism while maintaining proper service levels and
preserves the excellent performance of centralized MPC with
a lower cooperation burden and more scalability.



Future work will deal with a fully distributed implemen-
tation of the coalitional scheme, which is hierarchical in its
current form. Furthermore, new linear models and stochastic
formulations that capture the problem dynamics will be
explored. Finally, implementations of these methods in a
larger network and a real benchmark will also be considered.
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