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ABSTRACT 
Conversational agents are emerging as channels for a natural and ac-
cessible interaction with digital services. Their benefts span across 
a wide range of usage scenarios and address visual impairments 
and any situational impairments that may take advantage of voice-
based interactions. A few works highlighted the potential and the 
feasibility of adopting conversational agents for making the Web 
truly accessible for everyone. Yet, there is still a lack of concrete 
guidance in designing conversational experiences for browsing the 
Web. This paper illustrates a human-centered process that involved 
26 blind and visually impaired people to investigate their difculties 
when using assistive technology for accessing the Web, and their 
attitudes and preferences on adopting conversational agents. In 
response to the identifed challenges, the paper introduces patterns 
for conversational Web browsing. It also discusses design impli-
cations that can promote Conversational AI as a technology to 
enhance Web accessibility. 
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• Human-centered computing → Natural language interfaces; 
User studies; Accessibility technologies. 
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1 INTRODUCTION 
The Web has evolved over time, but still, it remains a visual ex-
perience that might be inadequate for certain user categories or 
in certain usage situations. Accessing the Web with limited visual 
abilities can be granted by voice assistive technologies. Screen 
readers are the most adopted tools, especially by blind and visu-
ally impaired (BVI) people. However, their reading paradigm is 
not without problems [15, 58, 60]. On the one hand, despite the 
extended eforts dedicated to investigating how to improve Web 
accessibility [57], many websites are still designed regardless of 
accessibility guidelines, impeding screen readers to read what is 
coded in the HTML. On the other hand, the information published 
on the Web is conceived for visual consumption. Therefore, even 
with perfectly accessible websites, the transposition to the vocal 
paradigm might be critical. 

Conversational AI is emerging as a technology that can support 
a more inclusive interaction with digital services [1, 10], ofering 
benefts not only to BVI users but also to other populations that 
in diferent usage situations may take advantage of voice-based 
interactions [4, 18]. There are works focusing on the design of 
virtual assistants that complement visual pages to ofer direct and 
quick access to the website content (e.g., [14]). Other works propose 
conversational agents (CAs) for searching the Web [16], or enable 
end users to customize their virtual assistants for searching the 
Web [24, 25]. This interest highlights the potential and the feasi-
bility of adopting conversational AI for making the Web truly for 
everyone. Yet, there is still a lack of concrete guidance to inform 
designers and developers about how to deliver efective conver-
sational experiences on the Web [26]. Emerging guidelines and 
heuristics [34, 36, 52] (i) tend to focus on general accessibility and 
not on the specifc interaction abilities of BVI users, and (ii) provide 
general recommendations for CA design that do not capture Web 
browsing aspects. Our work wants to address this gap by analyzing 
practices and challenges for Web browsing by BVI users, to then 
contribute with reusable design patterns that capture solutions to 
conversational Web browsing challenges in informational websites. 

Our goal is also to go beyond what current CAs ofer for brows-
ing the Web. As reported in the literature [16] and remarked by the 
users involved in our studies, "one of the biggest limitations of CAs 
is that they help search and locate something interesting, but then 
they stop just after opening a website". Overcoming these limitations 
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implies not only addressing technological challenges for the inte-
gration of AI models and Web architectures. It also demands a deep 
understanding of the users’ needs, to identify conversational fows 
that can help users browse the Web without the barriers posed by 
current voice-based technologies, both screen readers and CAs. 

Motivated by this goal, we conducted a human-centered de-
sign (HCD) study that, following a “research-through design” ap-
proach [63], involved a sample of BVI users in several sessions, also 
asking them to co-design prototypes as vehicles for inquiring about 
foundational aspects of emerging design challenges. This paper 
illustrates how this process helped us identify a design space char-
acterizing the notion of the Conversational Web, and progressively 
transpose it into a set of design patterns for conversational Web 
browsing. The main contributions of the paper are: 

• The understanding of challenges for Web browsing by BVI 
people, thanks to an HCD process that extensively adopted 
rapid prototyping for ideating and validating with the users 
concrete conversational artifacts, gaining users’ feedback 
directly in the form of conversational solutions embedding 
users’ preferences and desiderata. 

• The identifcation of design dimensions for conversational 
Web browsing, which also suggest how to turn the guidelines 
that for years have characterized the usability of the visual 
Web into opportunities for designing conversational user 
interfaces for the Web. 

• The defnition of conversational patterns, related abstractions, 
and foundations that embed, in a reusable format, the user 
experience and Web browsing strategies elicited through the 
HCD process. 

• Refections on the lessons learned from the collected insights, 
limitations, and emerging design considerations that can drive 
future research towards promoting a Conversational Web. 

After discussing the related works (Section 2), the paper illustrates 
the HCD process and the identifed challenges and design dimen-
sions for conversational Web browsing (Section 3). It then illustrates 
the resulting conversational patterns (Section 4) and their prelim-
inary validation (Section 5). Finally, it discusses limitations and 
further aspects that the studies highlighted (Section 6), which draw 
relevant future work for the design of CAs for the Web (Section 7). 

2 RELATED WORK 
Our work draws on technologies for integrating Conversational 
AI into the Web and explores methods to guide, within this tech-
nological framework, the design of CAs for the Web. With the 
aim of highlighting challenges that are still unsolved, this section 
illustrates related works in these two areas. 

2.1 Bringing Conversational AI to the Web 
The path to a conversational Web started with the early improve-
ments to the linear navigation of screen readers. To lower the com-
plexity of using screen readers, prominent approaches have pro-
posed speech-based extensions that would accept spoken com-
mands as shortcuts to screen reader functionality [6, 55]. Other 
approaches introduced strategies for content organization and navi-
gation, such as machine-based segmentation of content to enable 

navigation through semantically related content [12, 13], summari-
sation of web content [28], and non-visual skimming [3]. Speech 
optimizations, through the exploration of faster text-to-speech [27] 
and multiple speech channels [27, 62], try to speed up and enrich 
navigation by catering to the abilities of BVI users. Web automation 
approaches also enable the user-defned [11] or automatic [5, 31] 
creation of macros for repetitive web-browsing actions. 

Superimposing Conversational AI (CAI) on existing systems is 
now gaining momentum [9] and is suggesting new directions for 
the interaction with digital services. CAI is adopted to grant access 
to data and services at diferent levels, from extending GUIs of apps 
and websites [8, 33, 44], to adding natural-language front ends to 
Web services, processes [45, 47, 54, 61] and data repositories [17, 
42]). On the Web, CAI is often exploited to build pop-up bots [9], 
i.e., assistants embedded within websites that ofer services, such as 
conversational FAQ and help. However, these solutions do not focus 
on website navigation and content fruition. Tighter integration 
between websites and CAI is instead achieved by multi-experience 
websites, which ofer both visual and conversational interfaces on 
the same content and functionality. For example, a recent approach 
proposed by Planas et al. [40] speeds up the development of multi-
experience Web sites thanks to modeling abstractions and a related 
domain-specifc language. However, the developer still defnes the 
conversational experience by hand as a detached application. 

Lately, researchers have proposed approaches that leverage CAI 
to ofer alternative interaction paradigms for the Web. Cambre 
et al. [16] explore the use of open Internet technologies to build a 
virtual assistant for the Web implemented as a plugin for the Firefox 
browser. It enables interactions with browser functionality, and the 
natural-language expression of complex queries on Google Search 
for locating specifc content items on the Web. Ripa et al. [44] then 
focus on facilitating the end-user generation of information bots 
out of website content. The approach is based on Web augmentation 
and relies on an annotation tool, to allow users to structure the 
content feeding the bot, and a fow editor to defne the order and 
structure of responses and reading behavior. The end-user is in 
charge of the conversation design. 

Related to all these approaches, some papers promote the idea 
of a Conversational Web [8] to enable users, especially those chal-
lenged by visual interaction paradigms, to express and fulfll their 
Web browsing goals by engaging in conversations mediated by a 
CA. One fundamental principle for this paradigm is enabling ac-
cess to the web’s wealth of services and information, even when 
websites are not equipped with ad-hoc conversational extensions, 
and provide (to the possible extent) a homogeneous conversational 
interface across websites. Progress towards this paradigm mainly 
refers to technical challenges and directions for tight integration 
between Web platforms and CAI [20, 39]. 

The above works bring valuable contributions, yet there is still 
limited guidance on how to design conversational interactions 
that can be generated by interpreting the structure of an existing 
website and transposing content and functionality of the visual Web 
into conversational experiences. Indeed, most of these approaches 
outsource the design of conversational interactions to developers 
or to the fnal users. Our work wants to take the lessons learned 
from formative user studies to propose reusable design patterns 
that can be natively ofered by websites. 
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2.2 Design guidelines and patterns for 
Conversational AI 

The literature highlights the potential benefts of conversational 
paradigms to enable a better user experience for people with dis-
abilities, including BVI people [2]. At the same time, studies using 
a variety of methodologies have brought a better understanding 
of the design challenges and the unmet needs of this population 
when it comes to designing CAs [1, 2, 41]. Prominent challenges re-
late to the design of input mechanisms, control over the presented 
information, the interaction modalities, and even privacy when 
interacting through voice [1, 2, 41]. Branham and Roy [15] suggest 
that guidelines for the design of voice assistants might contribute 
to solving these challenges, but argue that current proposals do 
not properly meet the needs of BVI people. Here, contributions 
go from general Human-AI interactions guidelines [4], to industry 
and platform-specifc guidelines [59], and recommendations for 
accessible CAI [34, 52]. 

Among the eforts toward accessible CAI, Leister et al. [34] ana-
lyzed 29 diferent sources of guidance under disability classifcations 
and assessed the applicability of Web content accessibility guide-
lines (WCAG 2.1) for CA design. In the end, they derived 23 design 
considerations for accessible conversational interfaces. Stanley et 
al. [52] performed a review of 17 diferent sources from research 
and practice, and synthesized their fndings in 157 recommenda-
tions derived from standards, empirical studies, and UX analysis. 
Similarly, Murad et al. [36] develop (high-level) heuristics for voice 
UIs inspired by GUI guidelines. While extremely valuable, these 
accessibility design considerations are general and not targeted 
to the needs and capabilities of BVI users. More specifc guidance 
comes from a few empirical studies that do leverage the skills and 
capabilities of blind users [21, 30]. For example, Choi et al. [21] 
explored speech-rate confgurations to meet the exceptional listen-
ing abilities of blind users. This study further supports the need 
for specifc design considerations for this population but also high-
lights that solutions might depend on the type of task, content, 
and context of use. Still, these considerations do not address Web 
browsing tasks. 

Design patterns for CAI are unexplored to a larger extent. Progress 
is being made but in specifc solutions, such as VERSE [56], which 
explores the integration of screen reader functionality and voice 
assistance, with a focus on information search on the Web. VERSE 
incorporates interesting design ingredients, such as combining 
breath and depth in search, and supporting navigation commands 
through diferent input modalities. However, the actual approach to 
exploration (of a website) is limited to simple navigation commands 
specifc to Wikipedia. Bouguelia et al. [14] propose patterns for 
task-oriented chatbots for Web services, and highlight the impli-
cations on dialog structure, required abstractions, and supporting 
infrastructure. Our work elaborates on such implications and adapts 
them to conversational patterns for Web browsing. The results il-
lustrated in the following sections are grounded on the analysis 
of the needs and abilities of blind and visually impaired people; 
however, they still can contribute to a much-needed understanding 
of how to leverage CAI for accessing the Web. 

3 FORMATIVE STUDIES 
In the period from April 2021 to January 2022, we conducted a series 
of formative studies that guided the identifcation of patterns for 
the new conversational paradigm (see Figure 1). The studies were 
authorized by the research ethical committee of the Politecnico 
di Milano university (Opinion no.11/2021). In total, we involved 
26 BVI participants1 (6 self-identifed as females while the rest as 
males), reached out through three Italian BVI associations (Unione 
Italiana Ciechhi e Ipovedenti (UICI), Real Eyes Sport, Associazione 
Disabili Visivi (ADV)). The involvement of BVI users allowed us 
to focus on the most stringent requirements for a Web browsing 
paradigm detached from the visual channel. 

As illustrated in the following, at each step of the process the 
insights gained from the users progressively guided the identi-
fcation of conversational patterns for accessing the Web. This 
was also possible thanks to the adoption of a “research-through 
design” approach [63] characterized by the co-design and valida-
tion of intermediate prototypes on which the users could act di-
rectly to express their opinions on conversational solutions. The 
study material and excerpts of the collected data are available at: 
https://tinyurl.com/Studies-data. 

3.1 Remote preliminary interviews with experts 
of assistive technologies 

We started our research in April 2021 with preliminary unstructured 
interviews carried out with 3 digital-technology experts (average 
age: 47), all but one blind, who educate and assist BVI people in 
learning and using assistive technologies. Each interview lasted 
about 2 hours and, due to COVID-19 restrictions, was conducted re-
motely through video-conferencing tools. To learn from the experts 
how to approach the design for BVI people, the whole research 
team (i.e., all the authors of this paper) attended the remote meet-
ing, with two researchers acting as moderators. The involvement 
of the experts was signifcant not only for gathering their personal 
experience when they approach the Web but also as a proxy to un-
derstand the challenges faced by the BVI people they help with their 
educational activities. The discussion revolved around how screen 
readers support Web navigation, and to which extent BVI people 
could accept CAs as an alternative technology. The interviews were 
video-recorded. The transcripts were analyzed by the two modera-
tors, to perform an inductive thematic analysis [35]. Independently, 
they double-checked the material; then, iteratively reduced a few 
variations on the emerging themes (10%), till reaching a complete 
agreement. The results were fnally discussed with the whole team 
that in the end agreed on three main emerged aspects: (i) the com-
plexity of understanding the website structure and locating 
information, even for users who are highly experts in screen read-
ers’ usage; (ii) accessibility issues related to the interpretation by 
screen readers of the page HTML code; (iii) limitations of CAs, 
frst of all, the lack of support for browsing information on the Web, 
which was also in line with fndings from the literature [16, 41]. To 
deepen and verify these aspects with a larger number of users, we 
defned and validated with the experts a mixed-method question-
naire including 25 questions, both closed and open-ended, covering 

1Detailed data on participants are available at: https://tinyurl.com/Studies-data 
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Figure 1: The Human-centered process for the identifcation of challenges and design dimensions for conversational Web 
browsing. 

three   experience with Web browsing  experience 
with screen readers, and experience with CAs. 

main aspects: ,

3.2 Online questionnaire and remote interviews 
In May 2021, we advertised the questionnaire in the monthly newslet-
ter of the UICI association and spread it also among BVI people 
belonging to the other two associations we were in contact with. 
Table 1 reports representative questions for each addressed aspect2. 
We received a total of 23 responses from users aged between 18 
and 65 years;14 were totally blind, and the others had severe vi-
sual impairments. Among several aspects, the gathered answers 
revealed that the Web sites the participants access the most are 
information-intensive and that accessibility errors in a Web page 
layout are barriers that they can tolerate. The answers to the open 
questions, instead, highlighted that more server issues occur for 
content browsing, especially during the initial orientation within a 
website’s content. At the beginning of July, we then conducted semi-
structured interviews with 13 users who in the online questionnaire 
had declared to be frequently engaged with digital services and 
assistive technologies and had expressed their interest in follow-
up activities. They were aged between 18 and 60 years (6 females, 
average age: 42), and 8 were totally blind. Each interview was 
moderated by two researchers, lasted about 1 hour, and was held 
remotely. The discussion was guided by the open-ended questions 
of the online questionnaire referring to the experience with Web 
navigation, screen readers, and CAs, but went deeper into the dif-
ferent challenges, probing participant responses, and encouraging 
them to provide details and clarifcations. The questionnaire had 
highlighted a range of problems and opportunities, but it was the 
interviews that provided depth on the causes. After integrating the 
new data with the ones gathered through the questionnaire, the two 
researchers independently identifed the emerging themes through 
an inductive thematic analysis [35]. The results were discussed in 
2 sessions, after which they agreed upon the relevant fndings and 
came to the defnition of the preliminary challenges illustrated 
here below and summarized in Table 1. 

Experience with Web browsing. The participants highlighted 
an intrinsic lack of accessibility for many websites. P15 said: “Even 
without visuals I would like to experience the Web page without being 
disappointed every time I need to interact with an unreadable visual 

2The whole set of questions (translated to English from the original language), and the 
answers gathered for the closed questions are available at: https://tinyurl.com/Studies-
data 

element that I can’t understand”. They reported usability problems 
(e.g., confusing information architecture) that can impact any user, 
not only BVI people. P24 said: “I cannot detect how the content is 
structured. The real problem is not incorrectly coded links, but not 
being able to fnd the right information”. They also commented on 
difculties in identifying the semantics of links. P5 said: “Sometimes 
I don’t clearly know what I am searching for, and I hope my navigation 
would be guided by meaningful links”. 

Experience with Screen Readers. When using screen readers, 
learning the website’s structure is a necessary frst step. However, 
the participants commented that this is also the most demanding 
activity for many websites. P4 observed: “Sometimes I open a site 
and it takes me 15 mins or more to understand what it is about, where 
I am, and where I can navigate to”. P22 said “It is a mystery to me 
where they [links] can take me. I cannot predict my movements on the 
site”. The participants also complained about the high variability 
of the content organization, which prevents them from identifying 
strategies that can work across diferent websites (P8: “It is challeng-
ing to identify standard exploration strategies for diferent websites” ; 
P21: "I keep going by trial and error. The efort is reduced over time 
thanks to my experience in browsing, but it remains signifcant” ). A 
frequent observation came up about the need of identifying the 
navigational context, i.e., where the users came from and where 
they could navigate to (P12: “Sometimes I get lost because I cannot 
remember the page where I came from, and I cannot even return to 
the home page because I don’t remember the path!” ). Almost all the 
participants reported a high efort to follow the serial reading of 
the page content (P23: "I usually get distracted because I have to 
keep in mind everything that the screen reader tells me. Reading one 
paragraph per time would be more relaxing"). They give up on brows-
ing when they encounter page components with a strong visual 
connotation, such as online forms, calendars, and pop-ups, which 
the screen readers cannot interpret properly or even intercept (P26: 
“Every time I close a pop-up window, I always ask myself what I could 
have accepted.” ). 

Experience with CAs. Frequently when talking about CAs, the 
participants complained about the limited understanding capabili-
ties and the inability to serve many of their information needs (P18: 
“This technology looks intuitive, but I frequently need to rephrase my 
request and often it is unable to give me an answer” ). The partici-
pants also mentioned the lack of a natural conversation fow (P14: 
“Answers are often disconnected or repetitive, it can’t remember what I 

https://tinyurl.com/Studies
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Aspects identifed with the 
Experts 

Representative questions in the question-
naire and interviews 

Preliminary challenges 

Experience with Web browsing What are, in your opinion, the biggest chal-
lenges encountered while browsing the web? 

a) Lack of accessibility 
b) Difcult orientation 
c) Unclear link semantics 

Experience with screen readers What are, in your opinion, the biggest limita-
tions and difculties encountered when using 
screen readers? 

d) Complex memorization of website structure 
e) High variability of the content organization 
f) Forced exploration by "trial and error" 
g) Problems with navigational context identifcation 
h) Difculties in serial reading 
i) Extreme reliance on visual order of page element 

Experience with CAs In what context has your interaction with a CA 
not been particularly useful? 

j) Misleading or partial information acquisition 
k) Lack of natural conversation 
l) Unreliable management of misunderstandings 
m) Lack of feedback when performing tasks 

Table 1: Evolution from the aspects identifed with the help of the experts to the preliminary challenges gathered through the 
questionnaire and the interviews. 

asked before and comes up with the same information.” ). Given these 
lacks, participants remarked they don’t trust current CAs. They 
perceive the technology’s potential but will engage with it only if 
it shows benefts for easing Web navigation. P16 said: “I would be 
happy with a CA retrieving Web content with a minimum number of 
steps, without being overwhelmed with useless embellishments and 
superfuous text”. 

3.3 In-presence focus groups 
To refne the challenges identifed in the previous step, we invited 
the interviewed users to participate in focus groups. 5 participants 
responded to our invitation. They were aged between 18 and 48 
years (2 females, average: 24 years), two of them were totally blind 
and the remaining were afected by severe peripheral visual impair-
ments. In the middle of July, we held two in-presence focus groups, 
the frst with 3 participants, and the second with 2 participants. Two 
researchers moderated the two sessions, in which they observed 
the users while i) browsing the Web with screen readers and ii) 
interacting with a CA purposely designed to browse selected Web 
pages. Since the majority of the previously identifed challenges re-
ferred to information-seeking and content-exploration issues, Web 
browsing was the main investigated dimension. 

3.3.1 Web browsing with Screen Readers. In a 1-hour session, we 
observed the users and discussed with them how they navigated 
websites with screen readers to (i) access content (e.g., reading 
comments on YouTube or an article on a national news Web site3), 
and (ii) perform operations (e.g., leaving a comment for a YouTube 
video or buying a train ticket online). The websites on which they 
operated were chosen considering the browsing habits that users 
reported during the previous interviews, and the usability level4. 

3https://www.studenti.it/
4We referred to Google Chrome Lighthouse (https://developer.chrome.com/docs/ 
lighthouse/overview/), an open-source, automated tool for assessing and improving 
the quality and correctness of websites. 

The participants were asked to browse both accessible and non-
accessible websites. They easily browsed YouTube, and they as-
cribed their success to the “content hierarchy that helps orientation” 
(P23). When navigating an informative website, they remarked 
that an essential factor for orientation is the consistency of the 
navigation strategies across diferent websites (P25: “I fnd useful 
to spot in another website the same structure as Wikipedia, espe-
cially for the linear and clear distribution of content across diferent 
page sections.” ). Several obstacles were instead encountered when 
searching for information on a railway’s website, as the home page 
organization did not suggest a reading order, and the content was 
not adequately segmented (P22: “Accessing this site is stressful and 
tedious, as it is full of unnecessary and confusing information. I keep 
using this site only because the screen reader enables me to skip some 
parts quickly” ). 

3.3.2 Web browsing with CAs. We concluded the focus groups with 
a 30-minute session where we observed the participants interacting 
with a CA for browsing a few Wikipedia pages. The researchers de-
signed the CA by considering the challenges identifed after the in-
terviews and injecting the characteristics summarized in the central 
column of Table 2 as possible solutions. Wikipedia was chosen for 
the familiarity of the participants with this site. In addition, as also 
highlighted by other works [56], its layered, well-organized struc-
ture would have facilitated the analysis of conversational mecha-
nisms to move across diferent layers of a website — not just reading 
a webpage’s content. The resulting prototype addressed conversa-
tional mechanisms for getting oriented, browsing, and reading the 
content available within pages. We thus asked the participants to 
use the prototype to elicit insights, triggered by concrete examples, 
on how they would envision browsing websites mediated by a CA. 
The participants left several positive comments about the way the 
initial orientation and then content browsing were supported by 
the CA (P2: “I get a glimpse of the main information and understand 
the navigation options as soon as I enter the website. This way I can 
start exploring the content without being forced to browse the whole 
site” ), and about the overall experience (P3: “It’s nice to browse the 

https://www.studenti.it/
https://developer.chrome.com/docs/lighthouse/overview/
https://developer.chrome.com/docs/lighthouse/overview/


CHI ’23, April 23–28, 2023, Hamburg, Germany Pucci, Possaghi and Cutrupi, et al. 

Preliminary challenges Focus-group CA characteristics Co-Design (user-defned) CA characteristics 
a) Lack of accessibility Standardized conversational experience detached 

from the visual layout 
Standard welcome message and consistent naviga-
tional commands across diferent Web sites 

b) Difcult orientation Layered content structure and guidance for progres-
sive exploration 

Fast-served requests for specifc content 

c) Unclear link semantic Pertinent link labelling Preview of link’s target content 
d) Complex memorization of website structure Outlining the primary information and navigation 

options on each page 
Landmarks for the main menu and the main navi-
gational paths 

e) High variability of content organization Standardized dialog structure Bookmarking specifc elements with thematic cate-
gories 

f) Forced exploration by "trial and error" Content direct access through keyword-based 
search 

Content access by Q&A 

g) Problems with navigational context identifcation Overview for any reached page Navigational history 
h) Difculties in serial reading Content segmentation Summarization of text segments 
i) Extreme reliance on visual order of page elements Content reading independent of visual layout Feedback on visual content not conveyed through 

conversation 
j) Misleading or partial information acquisition No fltering or alteration of the original content Page segmentation and summarization, but with 

on-demand access to the original content 
k) Lack of natural conversation Rich intent library for CA training Increased dialogue fuency but also conciseness 
l) Unreliable management of misunderstandings Interactive dialogue for narrowing down the user 

goal 
Fallback and scafolding intents 

m) Lack of feedback when performing tasks Informing the user on what the CA understands 
and does 

Providing feedback and asking for confrmation be-
fore executing operations 

Table 2: Solutions to the preliminary challenges as 1) injected in the CA adopted in the focus group (central column), and 2) 
suggested by the users in the co-design session (right-hand column). 

site interactively, as in a real conversation: defnitely less boring!” ). 
The participants found the person-chatbot relationship trustworthy, 
as the CA conveyed transparency and authority in terms of content 
management. P1 stated: “In comparison with the original Web pages, 
the content you are presenting through the CA is not overly fltered 
or cut! The hierarchy of information dictated by visual features has 
been nicely transposed into the conversation. I appreciate it, as I don’t 
want technology to make decisions for me about the content to be 
read”. They however complained about the poor control of the 
navigation fow (P1: “The fow of information is OK, but I should be 
able to stop it if I want and directly access only the information I ask 
for.” ). They also signaled the lack of customization options for voice 
confguration (P2: “I wish I could change the pitch, for example, to 
emphasize when an information item has been successfully found!” ). 
Our prototype did not cover this aspect, as we purposely wanted 
to focus on mechanisms for content organization and navigation. 

3.4 Co-design 
After one week, we organized a 2-hour in-presence co-design ses-
sion with the same 5 participants, moderated by the same two 
researchers as in the previous activities. With the aim of identifying 
further preferences on how to organize the conversation for Web 
browsing, the participants were asked to defne by themselves the 
conversation for browsing a website of their choice. They choose 
the website of an escape room that they, especially the youngest, 
knew very well, yet they claimed it was inaccessible via screen 
readers. As soon as the frst ideas emerged, the researchers helped 
the participants implement the conversations with DialogFlow5 

and deployed them on Google Assistant. Participants could run the 
prototype on their mobile phones and Alexa (see Figure 2). They 

5https://dialogfow.cloud.google.com/ 

played with the prototype and iteratively modifed it to refne their 
ideas. The analysis of the proposed solutions highlighted three 
design dimensions that we discuss in the following. 

Navigation. Similar to the design of the CA adopted for the 
focus group, the participants organized the content hierarchically, to 
enable a layered exploration, but they also proposed new elements. 
They worked on providing feedback on the reached status when 
landing into a new browsing node, and on explaining the possible 
actions that could be invoked next (P22: "First, I want to understand 
where I am and what I can do next; then I want the CA to proceed by 
reading the information on the page” ). They refected on mechanisms 
to formulate fast-served requests for specifc content (P23: “When 
I open the website, I’d like to ask if it can ofer what I am looking 
for, without necessarily having to scroll through everything” ). The 
users also discussed the benefts of tagging nodes and clustering 
them into meaningful categories (P24: “It would be interesting to 
bookmark elements during my navigation, to easily retrieve them and 
get oriented even in successive browsing sessions!". 

Content reading. Similar to the design of the focus-group CA, 
the participants segmented the page content to quickly locate items 
of interest (P26: “A serial content reading is OK, but I would like 
to stop the CA if needed, or to proceed reading only under specifc 
request, for example: "next please!"” ). As a new element, for each 
segment they considered summarization and keyword-highlighting 
techniques (P25: “It always takes me too long to fgure out why this 
content is the result of my research. Highlighting the main concepts 
would help me a lot, similar to the preview in Google Search!” ). 

Bot architecture. The participants confrmed the importance 
of being able to invoke, at any moment, commands for going back, 
asking for help, and navigating to landmark pages. 

https://5https://dialogfow.cloud.google.com
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Figure 2: Co-design session. On the left: the researchers translate participants’ ideas into a running prototype. On the right: one 
participant works on modifying the prototype. 

3.5 Final analysis and validation of the design 
dimensions 

The focus groups and the co-design activities were audio-video 
recorded. The two researchers moderating these activities individ-
ually took notes on signifcant participants’ behaviors and aloud 
comments. They transcribed their notes and their post-experience 
considerations and extended them by integrating the video analyses. 
Separately, they performed a deductive thematic analysis, cluster-
ing codes from in-vivo coding [35] into the themes already identifed 
in the previous phases. The two researchers independently double-
checked 70% of this material. The initial reliability value was 80%. 
After discussion, the researchers agreed upon the diferences and 
reduced the variations till they reached a full agreement. 

As further validation, the participants in the previous co-design 
session were invited to revise the identifed insights. 3 of them (1 
female, average age: 28 years old) accepted to participate in a 2-
hour focus group. To facilitate the discussion, the researchers built 
a new version of the CA previously defned for browsing Wikipedia 
pages, now integrating the additional conversational mechanisms 
that came out during the co-design session. The 3 participants 
were frst asked to interact with the new prototype, then to express 
their opinions on the relevance of the identifed aspects. In the end, 
with the agreement of the 3 participants, the researchers reached a 
consensus on the following design dimensions, which expressed in 
more detail all facets that emerged during the whole process: 

• Map of the navigable space. It is fundamental to provide 
mechanisms for the users to understand the website struc-
ture. Mechanisms for link predictability and for keeping 
track of the navigational context can help users fuidly move 
along the main website areas. These mechanisms subsume 
a hierarchical content organization sustaining a systematic 
exploration through diferent layers. 

• Intelligible and quick navigation mechanisms. The CA 
should support diferent navigation strategies. The partic-
ipants discussed mechanisms for in-depth explorations to 
narrow down navigation options along the content hierar-
chy. Punctual, fast-served content requests were frequently 

discussed as a help to locate desired content, along with 
the capability of bookmarking information nodes for direct 
access to the content of interest. 

• Segmentation and summarization of page content. Un-
needed and tedious reading of content must be prevented. 
Segmenting the page content and summarizing segments 
through short descriptions and keywords could help users 
digest the content and identify in advance whether it is in-
teresting. 

• Conversation-scafolding intents. It is fundamental to 
control the conversation through general default commands, 
i.e., those for invoking fallback and recovery paths and re-
ceiving help, and conversation-oriented default commands, 
i.e., those for accessing landmark pages and bookmarks. 

4 PATTERNS FOR CONVERSATIONAL 
BROWSING 

For each design dimension that emerged from the formative stud-
ies, we considered the solutions embedded in the last CA validated 
with the three participants, and translated the specifc conversa-
tion instances into general conversational patterns. The aim was 
to achieve abstract tools to capture the knowledge gained from 
the users and transfer it as guidance on specifc design aspects of 
CAs for Web browsing [53]. Interestingly, some patterns relate to 
traditional usability dimensions for the Web (e.g., orientation, navi-
gation, content fruition [38]); however, still, their novelty lies in the 
provision of solutions for accessing the Web through CUIs. Since 
the defnition of patterns has implications for abstractions, models, 
and supporting technical infrastructures [14], in the following we 
start from foundational concepts to later dive into solutions that 
respond to the challenges identifed through the formative stud-
ies. Pattern presentation is organized thematically, with categories 
referring to the dimensions outlined in Section 3.5. Final refec-
tions on the dialog structure suggest how to grant homogeneous 
browsing experiences across diferent websites. 
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4.1 Conversation-oriented Navigation Tree 
Our patterns refer to a model, the Conversation-oriented Naviga-
tion Tree (CNT), which suggests a hierarchical organization of the 
content to be conveyed through conversation - the study partici-
pants indeed frequently remarked on this aspect. As illustrated in 
Figure 3, for each page in a website the CNT represents a hierarchi-
cal nesting of both content elements and navigational structures, 
which recalls the HTML DOM organization but introduces new 
conversation-oriented elements. Each node in the tree, which we 
call conversational node, can be a content paragraph, a navigation 
menu, a link, or any other element in the webpage that can be 
presented independently of the others and has a role in the explo-
ration of the website content. More specifcally, the internal nodes 
represent aggregated content structures (e.g., “today’s articles” on 
the Wikipedia Home Page) or navigational indices (e.g., the main 
navigation menu). The leaf nodes then represent the page’s actual 
content. This node granularity serves the purpose of building an in-
cremental exploration of webpage content through tree traversals. 

The CNT enables conversational interactions with websites in 
two crucial ways. First, it organizes the website information archi-
tecture, independently of the visual layout organization and the 
presence of accessibility and semantic tags in the DOM defnition, 
making it easier to navigate and consume content by CAs. Second, 
it contains a minimal set of attributes that are important for the 
generation of conversational interfaces. Each node is indeed as-
sociated with descriptions, which can be already available in the 
HTML code (e.g., alt-text for images), or purposely generated to 
enable the conversation (e.g., summaries of text content [32]) thus 
overcoming the lack of accessibility meta-data that afects many 
websites. A node might also store keys indexing its content, which 
are useful for locating and directly access to nodes. Specifc nodes 
can be labeled as conversational landmarks, to have global visibility 
in the conversation. A node type indicates the role of the specifc 
element and defnes the type of operations that can be performed 
on it (e.g., content, link). Additional attributes can be derived from 
page content processing and attached to the nodes. 

With the above approach, the problem space for enabling conver-
sational interaction with websites is reduced to deriving CNT rep-
resentations. This can be done by relying on automatic approaches, 
already explored in the technical literature [7], that build and han-
dle the CNT during the website navigation by exploiting HTML 
annotations purposely added during the website authoring, or by 
employing techniques for the automatic segmentation [23] and 
summarization of webpage content [32]. 

4.2 Orientation - Shaping the map of the 
navigable space 

The CNT organizes information so that, by applying tree-traversing 
strategies and providing content previews for the traversed nodes, 
a CA can help the user grasp the overall website organization. 

View in the large. As soon as the user enters a website, the 
interaction with the Home Page must convey the main thematic 
areas and the main navigational components. Figure 4 illustrates an 
example of a conversation with the Wikipedia Home Page. On the 
left side, the CNT represents the hierarchy of the page components. 
The related conversation, on the right side, starts with a short 

description of the website content, as extracted from the CNT root 
node, plus a preview of the main thematic areas linked from the 
Home Page and the navigation header - these last are the child 
nodes of the CNT root. The same strategy can be adopted when the 
user enters the inner areas of the website, by recursively visiting 
any subtree representing content aggregations. Rollback actions 
and direct access to landmark nodes (see Section 4.5) further sustain 
the exploration of the content organization. 

Navigational context. Every time the user enters a new nav-
igation node, the CA must ofer information on the navigational 
context. As reported in Figure 4, besides presenting a short descrip-
tion of the reached node, the children nodes can be introduced to 
help the users understand where they can move to (e.g.:“Here you 
can read the introduction or follow one of the available links [...]” ). 
Each node can dynamically store a reference to the node the user 
came from, which can be presented to the users as an option to 
easily go back (e.g.: “You came from the Home Page” ). To keep the 
conversation fuid, context information can be supplied on demand, 
i.e., only if the user asks for it (e.g.: “Do you need more information 
for localizing the node?” ). 

Link predictability. A preview of the content reachable through 
a link can help understand a-priori what the target content is about 
and avoid useless navigation steps. Considering the CNT model, 
each node representing a link can store a short description of the 
target content. It can be derived from the HTML link-title tag, 
when available; the CNT can also provide more contextualized 
descriptions, extracted from the target CNT node the link points to. 
The last part of the conversation in Figure 4 illustrates an example. 

4.3 Navigation – Intelligible and quick 
navigation mechanisms 

The hierarchical content organization suggested by the CNT lets the 
user browse the navigable space by moving down in the hierarchy 
(in-depth exploration) and exploring the content at each layer (in-
breadth exploration). The indexing keys associated with each node 
also allow the users to locate content by direct queries. 

Exploration of thematic areas. As represented in Figure 5, 
the CA assists the exploration of each thematic area by allowing 
the users to i) move horizontally across the pages at a level of 
the content hierarchy (e.g.: “[. . . ] you can fnd “Name and Symbol”, 
“Physical Characteristics”, [. . . ]” ), and ii) move vertically (e.g.: "Go 
down to “Composition” ) to reach inner layers ofering further details 
on a given topic. Considering the CNT representation of a website, 
this pattern requires strategies for traversing subtrees representing 
thematic clusters of conversational nodes. 

Q&A. The users must be able to formulate punctual, fast-served 
requests for specifc content. If we consider the CNT representation 
of a website, this requirement implies that each node in the tree 
is labeled with keys characterizing its content and serving node 
localization and direct access (e.g.: “Is there anything about “Jupiter’s 
rings”, in Figure 5). 

Bookmarking. The users must be able to bookmark nodes for 
later access to important pieces of information; this can be benefcial 
for personalizing the navigation experience and have a positive 
impact on orientation. The CNT addresses this requirement by 
storing in each node possible user-generated labels. As illustrated 
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Figure 3: Simplifed CNT model for the Wikipedia Home Page. The tree nodes represent page elements, following the hierarchical 
organization of the visual content. The dotted rectangles highlight the node metadata that feed the conversation. 

Figure 4: Orientation Patterns. On the left: visual organization of two Wikipedia pages and related CNT. On the right: example 
of conversation supporting the exploration of the two pages. Natural-language requests trigger reading and navigation actions. 

in Figure 5, the CA must then be able to understand and serve User-defned node clustering. This is a specialization of the 
user intents to i) label the nodes, and ii) retrieve those nodes in bookmarking pattern, which allows the users to group bookmarked 
successive browsing sessions (see Section 4.5). nodes in clusters representing thematic areas that are meaningful 
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Figure 5: Navigation patterns for Jupiter’s Wikipedia article. 

to them and could help them recall a navigation context (e.g., the 
category “Astronomy” in Figure 5). 

4.4 Content reading – Summarizing and 
segmenting the page content 

Content reading patterns suggest how to segment, summarize, and 
index the website content, and how to let the user move through 
the resulting conversational nodes thanks to dedicated content-
reading commands. The original page content must be preserved 
and should be entirely accessible if the users ask for this option. 

Content Segmentation. Page content can be divided into seg-
ments that the users can quickly scroll through appropriate com-
mands. Figure 6 reports an example of content reading based on 
segment scrolling. The CNT can support this pattern if an adequate 
node granularity is defned. Besides considering the DOM structure 
of a webpage, vision algorithms can be applied to parse the visual 
appearance of a webpage and identify segments [22, 23]. A vision-
based segmentation preserves the consistency between the visual 
and the conversational Web - a desire users frequently expressed 
during formative studies. 

Skimming mechanisms. Content summarization can give a 
preview of a node, for example when a new node is entered or 
when a link must be traversed and the user wants to know a-priori 
what can be found in the target node. It can prevent unwanted, or 
unneeded, content readings and navigations. An example of this 
pattern is reported in Figure 6, where the CA presents a summary 
of what can be found in the Jupiter article before reading the entire 
page. Summaries can be manually defned by the CA designer or 
automatically generated by summarization techniques [32]. 

Conversational tag cloud. Inspired by the visual Web, conver-
sational tag clouds can convey the key concepts characterizing a 
node’s content. Together with summaries, tags can help users assess 
the relevance of a node before fully reading it. In the example in Fig-
ure 6, the CA lists tags that represent the most relevant information 

within the reached node. In a CNT, each node can store these tags, 
which can be extracted through summarization techniques [32]. 

4.5 Conversation control – Providing access to 
conversation-scafolding intents 

The        
data stored in each node help manage intents for controlling the 
conversation and the navigational context, such as: 

• Default actions: for invoking help, moving back and forth 
along the conversation steps, listening again to a CA utter-
ance, and accessing bookmarked nodes. 

• Current status: for grasping what the CA is doing and 
where the reached content is located, i.e., answering ques-
tions such as “Where I came from?”, and “Where can I go 
from here?” 

• Landmark nodes: to quickly move to the Home Page and 
to other nodes that are representative of the main thematic 
areas. All the nodes labeled as landmarks are globally reach-
able in the CNT; the CA must be able to present them at any 
step of the conversation, upon users’ request. 

Figure 7 illustrates examples of conversations where the user in-
vokes control commands. 

tree-based organization of conversational nodes and the meta-

4.6 Dialog structure 
An important factor for orientation, extensively highlighted by 
our formative studies, is the homogeneity of browsing strategies 
across diferent websites, which is very difcult to achieve given 
the variability of website designs. Variability in the visual Web 
might not constitute a problem as visual cues can guide the users 
to understand how the website is organized. With conversational 
experiences, it is instead paramount to prioritize consistency across 
diferent websites or webpages, to speed up the familiarization with 
the information structure [46]. 
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Figure 6: Content reading patterns for Venus and Jupiter Wikipedia article. 

Figure 7: Conversation-control patterns for Solar System and Jupiter Wikipedia articles. 

Independently of the visual organization of webpages, the CA 
should provide consistent mechanisms that can help the users re-
trieve familiar conversational strategies. This can be achieved by 
adopting a consistent dialogue fow across diferent websites, with 
the same mechanisms for exploring and navigating into the avail-
able areas, accessing node content, and invoking general commands 
for conversation control. Figure 8 schematically shows a typical 
dialog organization based on the patterns illustrated above. The 
vertical arrow highlights a possible “conversational journey”, with 
a fow of user intents that go from orientation to navigation and 
then content reading. This fow is not rigid, as the user’s adoption 
of the available commands might depend on the specifc use and 
navigational context. However, the CA must support those Web 
browsing intents, together with control intents (represented by the 
horizontal arrow) that can be invoked at any conversational step. 

4.7 CNT and pattern implementation 
The identifed patterns were implemented within a platform, Con-
Web, that sustains the conversational Web browsing paradigm. As 

described in [7], ConWeb is a middleware that acts in between the 
Web client issuing webpage requests and Web servers providing the 
pages. Every time a webpage is accessed, its HTML code is parsed 
and the CNT is built automatically by instantiating its nodes with 
the detected page elements. For those websites natively designed 
for being accessed through ConWeb, the page parsing can rely 
on purposely added meta-data. When meta-data are not available, 
techniques for page visual segmentation and text summarization 
are used, as described above for each pattern. 

The platform then automatically generates the dialogue for serv-
ing the user requests. On the client side, a Web browser extension 
handles the voice-based interaction using libraries for speech-to-
text and text-to-speech conversion. Thanks to the integration with 
an NLP pipeline [43], server-side components: i) interpret the user 
natural-language request to extract intents and entities, and maps 
these elements onto one of the available patterns, each pattern be-
ing implemented as an intent handler ; ii) using a headless browser 
[49], transform the interpreted requests into navigation actions to 
keep the navigation status updated, and iii) automatically generate 



CHI ’23, April 23–28, 2023, Hamburg, Germany Pucci, Possaghi and Cutrupi, et al. 

Figure 8: In-the-large organization of the dialog fow. The vertical arrow highlights the typical sequence of intent invocation. 
Control intent represented by the horizontal arrow can be invoked at any conversational step. 

natural-language responses based on the activated intent handlers. 
The technical feasibility, the performance of the NLP-based gen-
erative techniques for handling the dialog, and the optimization 
strategies to achieve low response times are discussed in [7]. 

5 VALIDATION 
Thanks to the availability of the ConWeb prototype, in January 2022 
we conducted a preliminary evaluation of the identifed patterns. 
We confgured a CA to browse three Wikipedia pages: the Home 
Page and two other pages presenting content on the Solar System. 
The examples reported in Figures 4-7 are excerpts of the supported 
conversations. We then tested the prototype with 4 users who had 
previously participated in our user research activities (1 identifed 
herself as a female; the others as males; average age: 30). Three of 
them already knew the idea behind the new conversational par-
adigm, having been involved in the previous formative activities. 
One of them had participated only in an initial interview and his 
involvement was interesting for validating the paradigm’s ease of 
learning. Due to COVID restrictions, the sessions were organized 
remotely. ConWeb was installed on a server at the Politecnico di 
Milano. To avoid asking each participant to install the required Web 

browser extension, we deployed the CA on a purposely confgured 
Web site. Thus, the participants were asked to connect to the web-
site URL and from there they could navigate the Wikipedia pages 
through conversation6. 

The participants were individually asked to use the CA. After a 
brief introduction about the goal of the validation, the users were 
provided with general instructions about how to run the CA in 
their browser. Then they were assigned 9 browsing tasks, purposely 
defned to trigger the adoption of the defned patterns: 3 tasks on 
the Wikipedia Home Page focused on orientation aspects; 3 tasks on 
the Solar System article were conceived to assess content browsing 
aspects; 3 fnal tasks on the Jupiter and Venus articles focused on 
content reading. The CA fully integrated scafolding commands 
to control navigation. The users were encouraged to navigate the 
site without further guidance. The researchers took note of the 
strategies adopted by the users. 

Overall Performance and Experience. The participants suc-
cessfully performed the tasks, except for P22 who reported dif-
fculties while performing Task 1. He formulated a request that 

6A video demonstrating the scenario used for pattern validation is available at https: 
//tinyurl.com/demo-validation 

https://tinyurl.com/demo-validation
https://tinyurl.com/demo-validation
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did not specify explicitly what he was looking for (“I want to read 
again the other paragraph”), and the CA responded with a generic 
error alert. P22 commented that the answer should have been more 
specifc about the error: “I would like to fgure out what to do or 
how to ask for help. ConWeb could ask me: What information do you 
want? Can you tell me what you would like to read?”. This request 
suggests that the context tracking and the feedback on the system 
status could be improved [48]. However, in line with the fndings 
of previous research investigating human-chatbot relationships 
[50, 51], it also lets us think that the participant considered the 
paradigm natural, til the point that he expected a very accurate 
language comprehension. 

In general, the users manifested a good attitude and engagement 
with the interaction paradigm (P23: "Controlling the website with my 
voice It’s amazing"; P24: "Truly, it appears as a handy explorational 
method"). They found it consistent with other CAs (P23: "I fnd it 
natural to ask these things to ConWeb because with Alexa I’m used 
to doing this way"). They liked the dialog-based interaction even if 
personalization was not allowed (P22: "The conversation is very clear 
and pleasant, even if I was not able to confgure the speech speed"). 
The interaction paradigm was considered easy to learn (P21: "After 
trying it two or three times, it comes naturally to me asking these 
things as I easily learned that ConWeb can do that"). 

Orientation. With the frst proposed scenario on the Wikipedia 
Home Page, we wanted to assess orientation aspects. When per-
forming these tasks, the users appreciated the ease of understanding 
the website structure and the navigational context. P22 said: "Hav-
ing an initial page preview, for deciding later whether to explore the 
page in detail or not, helps me create my model of the site organization 
without accessing in detail any piece of content”. One unexpected re-
sult is that the users extensively used the Q&A intent since the very 
frst interactions with the site, although in our design hypotheses 
this mechanism was not conceived to facilitate orientation (P23: 
"I like it because it’s like fnding a location on a map, I don’t have to 
remember too many things"). 

Navigation. The 3 successive tasks were designed to understand 
how the users would perceive the patterns for content browsing. 
The users tried all the commands to explore the available areas. 
P24 commented: “There is a signifcant reduction in mental efort: 
it is possible to memorize smaller portions of the website, as the CA 
reminds the available navigation options, and it is easier to move along 
the diferent levels of the content hierarchy, also from the bottom to 
go up and reach the Home Page". As for the previous tasks, the 
most appreciated feature was the Q&A command (P21: “Asking 
directly for a topic is an impressive option and represents one of the 
best features for me” ). 

Content reading. For the last groups of tasks, the webpage 
content was chunked and organized according to the Skimming 
and Content Segmentation patterns. These mechanisms were not 
only spotted, yet also appreciated (P22:"[. . . ] I like that ConWeb is 
not "choosing for me", but rather makes it clear what I am selecting and 
which paragraphs I can listen to later."). The participants positively 
commented on the intuitiveness of content reading mechanisms and 
the ease of moving along the diferent segments (P21: "It anticipates 
many of the reading actions I’m thinking about, especially having 

pauses between diferent paragraphs, and being enabled to return to 
a previous intermediate segment"). 

Conversation control. In all three navigation scenarios, partic-
ipants found the interaction with the CA reliable. Even if they re-
marked the need for customization options (see next section), which 
were not considered in the defned patterns, the users perceived 
the CA as reliable thanks to the direct mapping of its information 
structure with the webpage content (P22: “There seems to be a high 
adherence with and a faithful interpretation of the Wikipedia content: 
the content is not redundant, and I understand the logic of the ConWeb 
proposal” ). Scafolding patterns, such as knowing the actions that 
can be invoked at a given step, proved highly efective. More in 
general, users were not suspicious of the technology. Instead, they 
highlighted the potential of such a CA, also devising its use for 
screen readers’ augmentation (P23: "I’ve always wanted a hybrid 
between a screen reader and a voice assistant!” ). 

6 DISCUSSION 
The HCD process adopted in this work allowed us to progressively 
move from practices and challenges faced by BVI users to design di-
mensions and ultimately conversational patterns for Web browsing. 
In this section, we further refect on the insights gained during the 
process and discuss the implications of our fndings for the design 
of accessible conversational experiences on the Web. 

6.1 Specifcity for Web browsing 
Current literature ofers a valuable general framework for design-
ing accessible conversational experiences [34, 37, 52] but the focus 
on Web browsing is limited. Our HCD process specifcally refected 
on Web browsing practices and challenges faced by BVI, and in-
volved the observation, analysis, and co-design of conversational 
experiences across diferent informational websites. We run the 
evaluation on Wikipedia for having a quality representative base-
line (i.e., a well-structured and accessible website) with which the 
users had prior experience, so that to gather user feedback on 
Web browsing and navigation through conversation, not on other 
factors that might derive from an unnecessary complexity in the 
website structure and accessibility problems. Thanks to the specifc 
attention posed on content browsing mechanisms, also in compari-
son with other prominent solutions addressing Wikipedia, such as 
VERSE [56], our proposal goes beyond basic navigation commands 
and proposes articulated patterns that seem to respond to the Web 
browsing challenges identifed during the HCD process. 

6.2 Web browsing by BVI users 
The preliminary validation suggests that the devised patterns can 
efectively support Web browsing while addressing some of the 
most prominent challenges faced by BVI users today. Participants 
perceived that the conversational paradigm enabled a more natu-
ral interactions, allowing them to more directly express their Web 
browsing requests without having to enact complex user work-
fows operating a screen reader. They perceived a reduced cognitive 
efort, ofoading the need for memorizing the structure of websites. 
They acknowledged being facilitated in the creation of a mental 
map, without having to explore the entire content of websites, and 
that the dialog fow lowered the barriers to learn the navigational 
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Figure 9: Two participants interacting with the ConWeb during the fnal pattern validation. 

approach and capabilities. While these results are preliminary, the 
response was positive and provides a foundation for larger-scale 
studies on the impact of the conversational paradigm and patterns 
in Web browsing scenarios. 

6.3 Conversational Web for all 
The patterns for conversational Web browsing were developed 
through close engagement with BVI people as users who can bene-
ft from the technological development behind the idea of a conver-
sational Web. However, refecting on extreme cases is a powerful 
design approach and can also inform the design of a more general 
solution [2]. Our intuition is that the identifed patterns can be ben-
efcial for other user categories, including sighted users. However, 
further large-scale studies are needed to verify to what extent these 
patterns apply to a larger population and can thus contribute, in 
general, to the design of conversational agents. 

6.4 Customization for specifc needs and 
preferences 

Besides aiming at an approach that can be benefcial for a large 
user population, it should be noted that going beyond the conver-
sation fow and addressing the actual information presentation and 
consumption would require more tailored solutions. In this case, 
bringing voice-based interactions to a common denominator could 
hinder the accessibility for BVI users [15]. At the same time, other 
specifc needs for inclusivity could also be hampered. The feedback 
from our own evaluation, as well as prior research on screen readers 
[27, 62] and numerous studies on voice-based interactions for BVI 
users [1, 21] suggest a need for a wider spectrum of voice-based 
interaction solutions, and high-level of control and confgurabil-
ity over the diferent nuances of the user experience (e.g., pitch, 
style, speed, multiple channels) that would not ft a single persona. 
Our studies have not investigated these aspects, as we purposely 
wanted to focus on content browsing and navigation. However, the 
literature ofers multiple fndings (e.g.,[1]) that can be integrated 
into our conversational paradigm. 

Likewise, users expressed diversifed needs for content reading, 
especially concerning in-text link detection: from communicating 
explicitly the presence of a link (P2: “Personally, I would like to 
hear the word “link” every time, but I am aware that in Wikipedia 
this could be irritating for someone” ), to providing recognizable 
earcons (P1: “I prefer a nice background sound instead of listening 
to an interrupted dialogue” ), or even to disabling any mechanism 
to prevent annoying repetitions (P4: “I frst read the entire text and 
then proceed by searching for links I could be interested in” ). 

This variability in the participants’ preferences for voice-based 
content presentation lets us think that the confgurability of con-
versational elements is the key to improving the conversational 
experience for any user, and will therefore be the object of further 
studies and design activities. 

6.5 Further insights 
The HCD process shed light on several aspects. For the defnition 
of patterns, also considering the recurrence of the emerged themes, 
we focused on content browsing dimensions. However, several com-
plementary perspectives, relevant to conversational Web browsing, 
were also unfolded. We summarize here the most prominent con-
siderations as suggestions for future research directions. 

Direct queries vs exploration. Recent studies have identifed 
undergoing changes in mental structures for fle browsing and 
storing among young people [19]. Years of googling and social 
network browsing have changed how information is perceived and 
retrieved. During the validation phase, participants tried indeed to 
access information with direct queries, both for getting oriented 
and exploring the navigation options. Even while consuming the 
content of single pages, direct requests were the most used (“What 
about x?” ; “Where can I fnd y?” ). Contrary to our expectations, the 
layered exploration from the home page to the inner nodes, which 
emerged as a need during the formative studies, was then mostly 
abandoned. Future investigations could examine whether this trend 
is confrmed with a more extensive and diversifed set of users. 

Multi-experience paradigms. Participants with visual capabil-
ities, who use the visual segmentation of the text and the length 
of paragraphs to orient themselves within a webpage, pointed to a 
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deeper synergy among visual and conversation paradigms (P23: “I 
can also orient myself "by sight" while using ConWeb! I cannot read 
the text, but I identify the correspondence between text reading and 
the “visual shape" of the paragraphs."). In line with previous works 
[40], one interesting direction to meet the diversity of needs could 
therefore be a mixed paradigm that, besides leveraging the conver-
sation, could also ofer an integration of visual and conversational 
access. As reported in the literature this would be benefcial for 
other classes of users, for example, older adults [29]. 

Integration with screen readers. For most of the participants, 
the opportunity of naturally conversing with a webpage was thrilling, 
yet some participants expressed doubts. P22, who in the fnal phases 
of the study expressed great enthusiasm for the new paradigm, in 
the initial focus groups had observed: "Screen readers will always 
be my preference as assistive technology for their "passive" nature 
as I would not be forced to have a verbal interaction". Also in line 
with previous work [56], this suggests that the next studies should 
put efort into discovering new synergies among existing assistive 
technologies (such as screen readers) and the conversational para-
digm, to give the users a chance to choose the most adequate one 
depending on their tasks and the context of use. Since the identifed 
patterns and the logic governing our technological platform do not 
prescribe any specifc input and output mode, the integration is 
feasible and can be achieved through adequate communication and 
synchronization mechanisms, with the conversational paradigm 
becoming an orchestrator. 

6.6 Limitations 
Together with the previous considerations, the limitations of our 
work will be worth addressing as future work to consolidate the 
notion of the Conversational Web. 

Patterns coverage. Our studies focused on conversational expe-
riences often inspired by informational websites with a regular and 
consistent organization, e.g., Wikipedia. If, on the one hand, this 
allowed us to addressmany aspects of conversational Web browsing, 
on the other hand, it could constitute a limitation for the general-
ization of the approach to other classes of websites. The need to 
address the presentation of dynamic components already emerged 
during the conducted studies: when using the screen reader to in-
teract with a train-reservation website, the participants were not 
able to select the departure date on a calendar component (P25: 
“These letters spoken by the screen reader I believe are the days’ ini-
tials, but it took me a bit to fgure out” ; P26: “We had a lot of troubles 
inserting the departure time since we had to select it from a calendar 
visualization” ). So far, we have given priority to the design of pat-
terns focusing on textual content within Web pages but our current 
work is already devising solutions for intercepting and presenting 
dynamic page components. We will also extend the evaluation to 
the navigation of more complex websites. However, we are con-
fdent that the defned patterns can still provide a solid basis for 
organizing conversational access. 

CNT management. On the technical side, our approach relies 
on the construction of the CNT model, which is built automatically 
every time a webpage is accessed. The dialog is also automatically 
built depending on the created CNT instance. In our current pro-
totype, these mechanisms work perfectly if the website HTML 

is augmented with proper tags (i.e., for websites natively instru-
mented to be accessed through ConWeb). They are highly accurate, 
even in the absence of ad-hoc tagging, when websites have a reg-
ular structure, while the page interpretation may fail with highly 
dynamic websites and dynamic components. This might hinder the 
adoption of ConWeb, and that is why further work will focus on 
making page interpretation more robust. 

Diversity of study participants and sample size. One limita-
tion of the studies was the age of the participants who were almost 
all young adults. The recruitment for these phases was done on a 
volunteering basis and the young adults were the most enthusiastic. 
While on one side this can hinder the representativeness of the 
insights for the regular user population, on the other side user com-
ments pinpointed the youngest users as the adequate target. Older 
participants might be too accustomed to screen readers to appreci-
ate or even show an attitude toward new technology. For example, 
P17 said: “Learning screen reader technology was a slow and difcult 
process. At my age [64 years old] I do not want to spend even more 
time trying something new because what I use already works enough 
for me!”. Also, participants were particularly hard to fnd for the 
study, resulting in a limited sample size. Future studies can specif-
ically focus on assessing the attitude toward the new proposed 
technology among users of diferent ages, thus enhancing diversity 
and improving the robustness of the results. Gender-related issues 
could also be investigated, since out of the 26 participants in our 
studies only 6 were female. Finally, the study participants were 
very interested and motivated to adopt the assessed technology. 
Diversity in relation to the participants’ experience with screen 
readers and digital technology should be pursued. 

7 CONCLUSIONS 
This paper has discussed a new paradigm for conversational Web 
browsing, as emerged from a human-centered process conducted 
with a sample of BVI users. The illustrated results aim to fll the 
current gap in the literature about concrete guidance on how to 
design conversational agents for the Web. Our belief is that efec-
tive guidelines are those defned by directly involving the users to 
co-design with them possible solutions. To consolidate this strategy, 
we are planning new and large-scale studies, with a balanced in-
volvement of participants based on their diverse characteristics, to 
further validate the identifed patterns and investigate in detail how 
the nuances emerged during the studies, yet not covered by our 
patterns, can be captured by meaningful conversational solutions. 

More in general, in line with recent standardization initiatives7, 
our goal is to promote the notion of Conversational Web by means 
of innovative Web technologies that can natively support conver-
sational access. Our current eforts are therefore devoted to consol-
idating the ConWeb prototype, to understand how Conversational 
AI and NLP techniques can efciently sustain the generation of a 
dialog system like the one discussed in Section 4. In our current 
prototype, the CA capability of enabling Web browsing relies on 
the availability of ad-hoc HTML tags within the webpage code that 
enable the CNT construction. We are now consolidating techniques 
for the lightweight integration of NLP and AI techniques with 
Web technologies, to build “domain knowledge” by automatically 

7An example is the conversation tag introduced by schema.org 

https://schema.org
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extracting from the HTML code relevant features of the website 
content and functionality. The dream is to have technologies “in-
clusive by design”, that seamlessly grant access to the Web through 
voice interfaces, without any extra efort for the development of 
ad-hoc conversational agents. 
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