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A B S T R A C T   

Masonry buildings are vulnerable to extreme hydrodynamic events such as floods or tsunamis. Post-disaster 
surveys have shown that waterborne debris impacts can significantly damage masonry walls during these 
events. To simulate these actions, the current design or research practice is to compute the force–time diagram of 
the impact and then use it for dynamic analyses. Standing on the current knowledge, debris impacts are highly 
impulsive, but it is not clear if such loads are fast enough to activate the high strain rate effects in masonry, i.e. 
the strain rate dependency of material properties. The present study aims to answer this question, for the first 
time, following nonlinear Finite Element (FE) simulations. Simulations are conducted on a masonry wall, 
following a micro-modelling strategy, subjected to water flow and waterborne debris impact under different 
scenarios. It is found that the strain rates exceed the critical threshold after which strain rate effects are 
considerable. Such a finding, initially obtained using the minimum design demand for log-type debris imposed by 
ASCE/SEI 7-22, is further extended to a range of impact force–time diagrams different in impact duration and 
peak force (corresponding to different debris properties or flow velocity). It is also shown that the impact 
location (i.e. midspan or close to the boundary) affects the strain rate magnitude because of the changes in the 
impact stiffness and the activated failure mechanisms. Furthermore, it is found that the dynamic tensile post- 
elastic behaviour of the materials is the most influencing parameter in the structural response. These results 
open a new area in the field of assessment and design of masonry structures to waterborne debris and guide the 
development of future experiments, numerical simulations or design relations.   

1. Introduction 

Residential masonry buildings are widely used in many countries. In 
the case of extreme hydrodynamic events, like tsunamis or floods, such 
structures are highly vulnerable as post-disaster surveys show that ma-
sonry walls can collapse under water pressure [46,25]. In cases where 
the structure resists the flow actions, significant damage can still occur 
due to waterborne debris impacts [25]. With the increasing frequency of 
extreme hydrodynamic events due to climate change [49], there is a 
critical need to understand masonry structural response during such 
events. This need motivates the present study. 

The current engineering practice, including design provisions by 
ASCE/SEI 7-22 [3], to model debris impacts is based on calculating the 
impact force–time diagram with a simplified analytical model, e.g. the 

impulse-momentum [15] or the contact-stiffness [35], and using it in a 
dynamic structural analysis. However, the research supporting this 
practice is limited and mainly focused on the response to flow actions 
only. Previous studies have confirmed the high vulnerability of masonry 
walls to combinations of water depth and velocity associated with these 
events, i.e. 1m depth and 2m/s speed, using nonlinear macro (i.e. 
homogenised masonry representation) Finite Elements (FE) models or 
Limit Analysis (LA) procedures applied to homogenised masonry rigid 
blocks [33,7,21]. Regarding the waterborne debris impacts, however, 
experiments are still unavailable according to the author’s knowledge. 
Numerical studies are more developed, although also limited. Some 
authors have studied the occurrence of debris impact on masonry walls 
using an elastic macro FE model and computing the impact force with 
the impulse-momentum model [20,19,48]. Others have used Smoothed 
Particle Hydrodynamic (SPH) simulations to quantify the hydrodynamic 
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and debris impact forces on a rigid masonry arch bridge [32,31] and 
eventually applied those forces to a nonlinear FE macro model of the 
same structure [31]. All of these studies highlighted that debris impacts 
cause a significant stress concentration at the collision point and 
cracking of masonry, but, also due to the low level of details of their 
models, none of these analysed the mechanic of the local failures. As the 
debris impact loads are characterised by force–time diagrams with a 
duration in the order of 10− 2s and peak force in the order of 105N 
[35,39], such loads can be highly impulsive. Therefore, it is possible that 
debris impacts on masonry structures activate the strain rate effects in 
the masonry constituents, i.e. the strain rate dependency of material 
properties when such rates pass a certain threshold [17]. However, the 
literature does not contain any investigations into this possibility, with 
consequent uncertainties about the reliability of simulations currently 
neglecting them. Moreover, in case the rate effects are activated, it is 
unknown if some of the rate-dependent material properties affect the 
structural response more than others, with possible implications in 
optimising the DIF data collection process in experimental campaigns. 

In this paper, we aim, for the first time, to investigate the strain rate 
effects in masonry structures under waterborne debris impacts. In 
particular, we want to demonstrate whether such impulsive loads can 
cause strain rates high enough to activate the high strain rate effects in 
masonry, if the impact location affects the strain rate values and if there 
are material properties which are more involved than others in the rate- 
dependent response. A Finite Element (FE) modelling strategy, validated 
with experimental results, is followed to answer this research question. 
The simulations are focused on an individual masonry wall represented 
following a micro-modelling approach (i.e. detailed masonry represen-
tation), which we introduce for the first time in the field of debris im-
pacts on masonry and that opens the possibility of investigating the 
mechanic of the local failures in detail. The wall is subjected to the flow 

actions and debris impact load, firstly as recommended by ASCE/SEI 7- 
22, then investigating how different debris and flow properties influence 
the strain rate effects. The flow is assumed in subcritical conditions as it 
is more relevant to such natural hazards that can lead to debris transport 
[37]. Also, as such scenarios are less aggressive, the general belief is that 
the waterborne debris impacts are less severe in such scenarios, the 
accuracy of which is under interrogation in the presented paper. The 
material models consider the strain rate dependent properties using a set 
of experimental Dynamic Increase Factors (DIF). The results are pre-
sented and discussed in terms of strain rates introduced to the wall under 
different impact loading scenarios and their effects on the structural 
response, i.e. displacements and crack patterns. 

The structure of the paper is as follows. Section 2 describes the 
structural model. Section 3 defines applied load, their modelling and the 
input parameters. Finally, Section 4 presents the results and their dis-
cussion. Conclusions are drawn in Section 5. 

2. Structural model 

2.1. Masonry micro-model 

The model of a masonry wall is created in the FE software Abaqus/ 
CAE 2018 [1] by adopting a 3D micro-modelling strategy to simulate 
local failures accurately. Bricks and mortar are modelled individually as 
nonlinear materials, assuming a perfect bond along their interfaces [45]. 
The materials are considered isotropic at the Gauss points. The elastic 
behaviour is defined by Young’s modulus E and Poisson’s ratio ν, and the 
post-yield response is simulated with the Concrete Damage Plasticity 
(CDP) model, which is widely used in the masonry field [14]. The yield 
surfaces are adapted from Lubliner et al. [30] and Lee and Fenves [26]. 
A non-associated potential plastic flow based on a Drucker-Prager 

Nomenclature 

Ad Log debris cross-section area 
b/w Blocking ratio 
Chd Drag coefficient 
Cp Pressure coefficient 
d Wall horizontal displacement 
DIF Dynamic Increase Factor 
E Young’s modulus 
fC Cut-off frequency 
Fd Debris impact force 
Fr Froude number 
g Gravity acceleration 
Gt

f Tensile fracture energy 
Gc

f Compressive fracture energy 
hw Water depth 
lec Finite element characteristic length 
Kc Ratio of the biaxial to uniaxial compressive yield stresses 
kd Debris stiffness 
keff Effective elastic impact stiffness 
ks Structure stiffness 
ld Debris length 
md Debris weight 
p Pressure on the wall surface 
qhd Hydrodynamic pressure 
qhs Maximum hydrostatic pressure 
s Mesh size control parameter 
td Debris impact duration 
vd Debris velocity 
vw Flow velocity 

δ Crack width 
Δt Simulation time increment 
∊ Eccentricity parameter 
ε Strain 
ε̂max Maximum principal strain 
ε̂min Minimum principal strain 
εck

t Tensile cracking strain 
ε̃pl

c Compressive equivalent plastic strain 
ε̃pl

t Tensile equivalent plastic strain 
ε̇inst

c,i Instantaneous rate of the minimum principal strain 
ε̇inst

t,i Instantaneous rate of the maximum principal strain 
ε̇c Filtered rate of the minimum principal strain 
ε̇t Filtered rate of the maximum principal strain 
μ Viscosity parameter 
ν Poisson’s ratio 
ρ Material density 
ρw Fluid density 
ρd Debris density 
σ Stress 
σ̂max Maximum principal stress 
σ̂mid Medium principal stress 
σ̂min Minimum principal stress 
σb0 Biaxial compressive yield stress 
σc Uniaxial compressive strength 
σc0 Uniaxial compressive yield stress 
σt Uniaxial tensile strength 
φd Log debris cross-section diameter 
ψ Dilation angle 
ω Smoothing factor for filtering  
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hyperbolic function is used. The plasticity input parameters are the 
dilation angle ψ, the eccentricity parameter ∊, the ratio of the biaxial to 
uniaxial compressive yield stresses σbo/σc0, the ratio between the second 
stress invariant on the tensile meridian to that on the compressive me-
ridian Kc and the viscosity parameter μ. The material behaviour is 
defined with uniaxial compressive and tensile stress–strain laws. A 
softening branch is included to model material cracks and to simulate 
the degradation of the structure stiffness during the analysis. The 
equivalent plastic strains in compression (ε̃c

pl) and tension (ε̃t
pl) are the 

internal hardening variables, which are functions of the principal 
stresses and strains and define the post-yield status at Gauss points. The 
strain rate dependence of material properties is also implemented (see 
Section 2.3). 

2.2. Materials constitutive laws 

The post-elastic uniaxial compressive behaviour of bricks and mortar 
is represented by the parabolic model proposed by Feenstra [13] for 
plain concrete and validated for masonry constituents by Drougkas et al. 
[12]. The expression is: 

σ(ε) =

⎧
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(1)  

where ε is the total strain, σ is the stress, σc is the compressive strength, 
and 

εc,3 =
1
3

σc

E
, εc =

5
3

σc

E
, εu = εc +

3
2

Gc
f

lecσc
(2)  

where Gc
f is the compressive fracture energy, εc,3 is the loss of linearity 

strain, εc is the strain at peak and εu is the ultimate strain. Gc
f is the 

compressive fracture energy, which is computed as: 

Gc
f = dσc (3)  

where d is a ductility parameter, which is recommended equal to 1mm 
for both bricks and mortar [12]. Finally, lec is the characteristic element 
length, which is used to remove the mesh sensitivity due to the lower 
dissipated energy upon mesh refinement that is usually observed in 
nonlinear FE simulations. This method, called the Crack Band Method 
[5], assumes that a crack occurs along a single-element layer. lec is the 
ratio between the volume and the largest face area for linear elements or 
half of it for quadratic ones [2]. 

The post-elastic uniaxial tensile behaviour of bricks and mortar is 
represented by the exponential softening curve proposed by Hordijk 
[18] for plain concrete and is validated for bricks and mortar by Pluijm 
[40]. The expression is: 

σ(w) = σt

{[

1 +

(

c1
w
wc

)3
]

e− c2
w

wc −
w
wc

(
1 + c3

1

)
e− c2

}

(4)  

where w is the crack width, σt is the tensile strength, c1 = 3, c2 = 6.93 
and wc = 5.14 • Gt

f/σt. Gt
f is the tensile fracture energy. To convert the 

stress-displacement curve (Eq. (4)) to the stress-cracking strain one 
required as input, the cracking strain (εck

t ) is computed as in Alfarah 
et al. [2]: 

εck
t =

w
lec

(5) 

Finally, the tensile fracture energy is computed as in Ghiassi and 
Milani [14]: 

Gt
f = 0.025

(σc

10

)0.7
(6)  

where Gt
f and σc are expressed in N/mm and MPa, respectively. 

2.3. Strain rate effects 

The strain rate effects are included using rate-dependent material 
properties, also called dynamic properties. These are obtained by 
multiplying the static properties for the related Dynamic Increase Fac-
tors (DIF), which express the ratios of the dynamic to the static pa-
rameters as functions of the strain rate. The DIF are applied to E for the 
elastic behaviour, to σt and Gt

f for the post-elastic tensile behaviour and 
to σc and Gc

f for the post-elastic compressive behaviour. The DIF equa-
tions by Hao and Tarasov [17] for σc and E for bricks and mortar are used 
(see Eqs. 7–10 and Fig. 1. These equations show that the critical 
threshold to have significant high strain rate effects is in a range between 
1s− 1 and 10s− 1. In the absence of specific data for the dynamic tensile 
strength, the DIF of σc is used for σt [43,47]. The same is done for Gc

f and 
Gt

f , for which the same DIF of the strength are used [4]. Referring to the 
tensile post-elastic behaviour with the subscript t and the compressive 
post-elastic one with c, and to the mortar with m and bricks with b, the 
expression used for the mortar behaviours is: 

DIFt,m = DIFc,m =

{
0.0372 ln(ε̇) + 1.4025 2 × 10− 5s− 1 < ε̇ < 13s− 1

0.3447 ln(ε̇) + 0.5987 13s− 1 < ε̇ < 200s− 1

(7) 

The expression for Em is: 

DIFEm = − 0.02272 ln(ε̇) + 0.7601 2 × 10− 5s− 1 < ε̇ < 13s− 1 (8) 

The expression for the bricks tensile (t) and compressive (c) behav-
iours is: 

DIFt,b = DIFc,b =

{
0.0268 ln(ε̇) + 1.3504 2 × 10− 6s− 1 < ε̇ < 3.2s− 1

0.2405 ln(ε̇) + 1.1041 3.2s− 1 < ε̇ < 150s− 1

(9) 

The expression for the Eb is: 

DIFEb =

{
0.0013 ln(ε̇) + 1.0174 2 × 10− 6s− 1 < ε̇ < 7.3s− 1

0.3079 ln(ε̇) + 0.4063 7.3s− 1 < ε̇ < 150s− 1 (10) 

The dynamic material laws are implemented using a VUSDFLD 

Fig. 1. DIF equations as a function of the strain rate by Hao and Tarasov [17].  

A. De Iasio et al.                                                                                                                                                                                                                                



Engineering Structures 297 (2023) 116911

4

Fortran subroutine [1]. In this subroutine, the strain rates are continu-
ously computed at each Gauss point during the analysis and used for 
calculating the DIF values according to Eqs. (7–10) to update the me-
chanical properties. The rates are computed backwards at the beginning 
of the ith time step, based on the values of the ith and the (i − 1)th steps, 
separated by a time interval of Δti. The instantaneous strain rates for 
tension, ε̇inst

t,i , and compression, ε̇inst
c,i , are calculated as: 

ε̇inst
t,i =

ε̂max,i − ε̂max,i− 1

Δti
, ε̇inst

c,i =
ε̂min,i − ε̂min,i− 1

Δti
(11)  

where ε̂max and ε̂min are the maximum and minimum principal strains, 
respectively. However, the ε̇inst

t,i and ε̇inst
c,i values cannot be used directly 

because of the presence of high-frequency oscillations, which introduce 
spurious damage to the structure and lead to inaccurate results [27]. 
Therefore, the strain rates are filtered to obtain ε̇k,i by applying the 
following equation [27]: 

ε̇k,i = ωε̇inst
k,i +(1 − ω)ε̇k,i− 1 (12)  

where the subscript k is represented as c (if compression) or t (if tension), 
and ω is the smoothing factor, which is computed as in Cahuzac et al. 
[6]: 

ω =
2πfcΔti

̅̅̅
3

√ (13)  

where fc is the cut-off frequency. As the frequency of non-physical os-
cillations is unknown, a sensitivity analysis is conducted to identify the 
best value for fc (see Section 4.1) 

It is worth noting some features of the strain rate effects modelling. 
First, the strain rate effects are not considered in the unloading phase, as 
there is no evidence that different unloading speeds change the material 
behaviour. Second, E is unique at the integration points as isotropic 
materials are used (see Section 2.1), thus, it can be associated with one 
strain rate value only. The literature does not specify a methodology for 
this, so either ε̇t and ε̇c are used, and their results are compared (see 
Section 4.3). Finally, upon reaching a plastic strain threshold, here 
selected as 1% of the static peak stress equal to that proposed by Abaqus 
to ensure numerical stability [1], the elements are deemed to have 
failed. Consequently, the strain rates are fixed to zero in those elements 
to avoid obtaining fictitious maximum rates. Preliminary analyses 
showed that the maximum rates are overestimated by up to 50% in some 
cases if this procedure is not followed. 

2.4. Model validation 

The structural model is validated with the experimental tests by 
Chong [8] on the SB01/05 and SB02 walls (Fig. 2). These are running 
bond masonry walls of 5.615m wide and 2.475m tall. The bricks are 
215 × 102.5 × 65mm3 fired-clay bricks, bonded by 10mm thick cement: 
lime:sand (1:1:6 in volume) mortar joints. The base is fixed, the vertical 
edges are simply supported, and the top edge is free. SB01/05 has no 

openings, while SB02 contains a 2.26 × 1.125m2 window, horizontally 
centred and at 0.9m from the ground. The walls were tested until failure 
by applying an incremental uniformly distributed load to their surface 
with airbags, while only the self-weight acted vertically. The tests were 
monitored by measuring the internal airbag pressure to quantify the 
applied load and the horizontal displacement of a control point at the 
midspan of the top free edge. 

The mechanical properties of bricks and mortar are reported in 
Table 1, where ρ is the material density and the other parameters were 
previously defined. Only some of them have been experimentally 
measured by Chong [8], thus, the missing parameters required for the 
numerical simulations are obtained from the literature. In the following 
notation, the subscript b refers to “bricks” and m to “mortar”, respec-
tively. Eb is assumed equal to 16700MPa [29,11].Em = 4000MPa is 
determined after numerical investigation of the wall elastic response, 
consistently with Kaushik et al. [23]. σt,b is considered 10 % of σc,b [14]. 
σt,m is set equal to 0.58MPa following Lourenço [28]. Gc

f ,b and Gc
f ,m are 

taken from Eq. (3). Gt
f ,b is computed using Eq. (6). Instead, two different 

literature values are initially considered for Gt
f ,m. One value is obtained 

from Eq. (6) and one from Lourenço [28] and Pantò et al. [36]. The 
theoretical calculations (Eq. (6)) show that Gt

f ,m should be in the range of 
28N/m. Conversely, Lourenço [28], and successively Pantò et al. [36], 
considered a tenfold value (320N/m, obtained by inverse fitting) in 
replicating the same experiments, which seems unreasonably high for 
this type of mortar if compared with the data by Pluijm [40] (which 
aligns with Eq. (6), instead). The results related to these two values are 
compared later in this section. Finally, ψm is set to 43◦ to replicate the 
shear failure at bed joints under the vertical loads [40], while ψb is set to 

Fig. 2. Walls geometry and boundary conditions [8]: (a) SB01/05 and (b) SB02.  

Table 1 
Mechanical properties of bricks and mortar selected for simulating walls SB01/ 
05 and SB02.  

Parameter Bricks Source Mortar Source 

ρ[kg/m3] 1590 
[8] 

2113 
[8] 

E[MPa] 16,700 
[29] 

4000 
[23] 

ν[-] 0.20 
[29] 

0.20 
[29] 

σc[MPa] 38.20 
[8] 

11.50 
[8] 

Gc
f [N/m] 38,200 Eq. (3) 11,500 Eq. (3) 

σt[MPa] 3.82 
[14] 

0.58 
[28] 

Gt
f [N/m] 64 Eq. (6) 28 Eq. (6) 

320 [28]  

Table 2 
Plasticity input parameter for the CDP.  

ψm[◦] ψb[◦] ∊[-] σbo/σc0[-] KC[-] μ[-] 

43 35  0.1  1.16  0.667 0  
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Fig. 3. (a) Wall mesh layout with s = 35mm, and (b) mesh sensitivity results for the wall SB01/05.  

Fig. 4. Role of mortar tensile fracture energy on the numerical results: (a) SB01/05 and (b) SB02.  

Fig. 5. Crack patterns at peak load for both the considered Gt
f ,m (a) SB01/05 – front, (b) SB01/05 – back, (c) SB02 –front and (d) SB02 – back. The thresholds used in 

the plot contour are set at 30% and 70% post-peak strength loss for mortar. The same values correspond to 60% and 98% of the bricks. 
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35◦ following data from Wosatko et al. [50] for plain concrete without 
specifics for clay bricks. The default Abaqus values are set for the other 
CDP input parameters (i.e. ε, σbo/σc0, Kc and μ, see Table 2). The analyses 
are carried out using a Riks’ procedure with an implicit solver. 

The model is meshed with hexahedral elements. A view of the wall 
surface shows the mesh layout in Fig. 3-a. The mortar layers contain only 
one element across their thickness. Aiming at reducing the computa-
tional effort by merging the meshes of bricks and mortar, nodes are 
forced to coincide at the bricks-mortar interfaces. This creates layers of 
elements across bricks and mortar which have one of the three di-
mensions fixed by the mortar thickness. Given these constraints, the 
mesh size is uniquely controlled through the parameter s (see Fig. 3-a). 
Using Gt

f ,m from Eq. (6), the mesh sensitivity is investigated on the SB01/ 
05 wall using three mesh sizes (s = 35, 20 and 10mm) together with 
reduced integration hexahedral linear (C3D8R) and quadratic elements 
(C3D20R). 

The results (Fig. 3-b) show that the wall elastic stiffness related to 
C3D20R elements is not significantly affected by the mesh size ( − 0.17% 
passing from s = 35mm to s = 20mm). In contrast, the wall elastic 
stiffness related to C3D8R elements gradually converges to the quadratic 
elements results when decreasing the mesh size as, taking as a reference 
the results using C3D20R with s = 20mm, it differs by − 11.8%, − 3.9% 
and − 1.2% when s = 35mm, 20mm and 10mm, respectively. The peak 
load decreases by 8.1% when using linear elements with respect to 
quadratic elements in the case of s = 35mm. The models with s = 20 and 
10mm aborted before reaching the peak load due to the high computa-
tional demand, but the available data are sufficient to judge the mesh 
sensitivity. Taking as a reference the results using C3D20R with s =
35mm and considering the displacement range of 0.005m to 0.01m, the 
predicted loads are on average − 5.7% and +0.1% when s = 20mm and 
C3D8R and C3D20R, respectively, are used. This difference decreases to 
− 1.4% when s = 10mm and C3D8R are used. Overall, it is noted that the 
general shape of the load–displacement curves and the predicted peak 
loads are different from the experimental results in all cases. The reason 
behind such observation is discussed next. 

As shown in Fig. 4, using the theoretical value of Gt
f ,m (i.e. 28N/m 

computed from Eq. (6)) leads to achieving a lower out-of-plane capacity 
compared to the experiments ( − 17.5% for SB01 and − 20.1% for SB02) 
but a similar global response to the numerical results of Chong [8] and 
correct cracking patterns (Fig. 5). Meanwhile, using a higher fracture 
energy as adapted by other authors (i.e. 320N/m from Lourenço [28]) 
will lead to a good agreement between numerical and experimental 
results in terms of force–displacement curves using our modelling 
strategy (+6.5% for SB01 and +4.6% for SB02 for the peak load). This 

confirms that our numerical model is able to capture a global response 
that is more aligned with experiments when a very high, but unrea-
sonable, value of Gt

f ,m is used for mortar as adapted by other authors. It is 
worth noting, the cracking patterns obtained from Gt

f ,m = 320N/m are 
the same as those from the other fracture energy value. 

Considering that the aim of this work is to investigate the activation 
of the high strain rate effects in masonry under debris impact loads, 
which do not require getting the best fit with the experimental results, 
but rather to develop a reliable numerical model that can accurately 
capture the nonlinear response and failure modes of masonry under out- 
of-plane loads, the authors believe that the selection of reasonable ma-
terial input parameters (including the value of Gt

f ,m equal to 28N/m) is 
important for drawing reliable conclusions from numerical simulations. 
However, it is also worth noting that the authors confirmed that the 
conclusions drawn from the paper do not change if a higher tensile 
fracture energy is considered for the mortar (see Appendix B). 

3. Flow and debris impact loads 

The loading scenario is shown in Fig. 6. Two main horizontal loads 
are applied to the wall surface: the flow actions, which are the hydro-
static (qhs) and hydrodynamic (qhd) pressures, and the debris impact 
force (Fd). The water depth hw is assumed to increase gradually until a 
steady-state condition is reached. Then, the debris impact generates an 
impulsive load on the wall. A log is selected as one of the most common 
debris types [15]. The flow and the log are assumed to hit the wall 
orthogonally, and debris damming is not considered. 

3.1. Loads modelling 

The hydrostatic pressure on the wall surface has a triangular profile 
along the water column and is uniform along the width. The value at the 
bottom is computed using Stevin’s formula [9]: 

qhs = ρwghw (14)  

where ρw is the fluid density, g is the gravity acceleration. The structure 
interior is considered dry, as it is the most critical condition under the 
hydrostatic pressure [24]. The hydrodynamic component is caused by 
the water flow, which is considered fully turbulent and in shallow-water 
conditions [9]. Consequently, the flow velocity profile is modelled as 
uniform along the water depth and width. It follows that qhd is also 
uniform along the same directions [24,37,21,3]. The flow is assumed in 
subcritical condition as it is more relevant to such natural hazards that 

Fig. 6. Vertical section view of the case study.  
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can lead to debris transport [37]. Also, as such scenarios are less 
aggressive, the general belief is that the water-borne debris impacts are 
less severe in such scenarios, the accuracy of which is under interroga-
tion in the presented paper. It is worth noting that the choice of 
subcritical conditions is the worst-case scenario for the aim of this study 
(see Section 1) because it is associated with lower flow velocity than the 
supercritical condition at the same water depth and, through the lower 
impact force (see Eq. (19)), with likely lower strain rates (while this 
study investigates if the induced strain rates are high enough to activate 
the high strain rate effects). The subcritical condition is adopted in the 
framework of the shallow water assumption by considering uniform 
water level along the structure perimeter and ensured by using a Froude 
number, defined as [42]: 

Fr =
vw
̅̅̅̅̅̅̅̅
ghw

√ (15) 

lower than the critical Froud value Frc. vw is the flow velocity, and Frc 

is estimated using the following expressions [42]: 
(

1 −
CHb

δ

)
1

2Fr4/3
c

+

(

1 −
Chdb
2δ

)

Fr2/3
c =

(

1 −
CHb

δ

)
1

2Fr4/3
dc

+Fr2/3
dc (16)  

Frdc =

(

1 −
CHb

δ

)1/2

(17)  

where b is the structure width, δ is the channel width, CH is experi-
mentally calibrated as 0.58 and Frdc is the downstream critical Froude 
number. δ is the relative distance between adjacent buildings for a real 
hydrodynamic event [41]. A sparse environment is assumed as one of 
the possible real scenarios, therefore, δ≫b, b/δ→0 and Frc = 1. Finally, 
qhd is [42]: 

qhd =
1
2

ρwChdv2
w (18)  

where Chd is the drag coefficient, which measures the global resistance a 
structure opposes to the flow. Chd is, for full buildings, determined from 
the local pressure coefficients Cp around the structure [21]. Therefore, if 

a single wall is analysed, as in the present case, it is more accurate to 
replace Chd with the wall Cp to define the hydrodynamic loads [21]. This 
study uses Cp = 1.5 following the experimental data by Jansen et al. 
[21]. 

The method prescribed by ASCE/SEI 7-22, based on the contact- 
stiffness approach [35], is used to determine the debris impact force-
–time diagram. This formulation assumes that both the structure and the 
debris are elastic. The peak force is: 

Fd,max = vd
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
keff md

√
(19) 

and the duration is: 

td =
2mdvd

Fd,max
= 2

̅̅̅̅̅̅̅md

keff

√

(20)  

where vd is the debris velocity, which is assumed to be equal to vw, 
consistently with experimental and numerical findings at the quasi- 
steady stage of the transport ([34,44,51]; Ruffini et al., 2023), and md 
is the debris mass. keff is the effective elastic impact stiffness and ac-
counts for the debris-structure interaction. It is computed as [16]: 

1
keff

=
1
kd

+
1
ks

(21)  

where kd is the debris stiffness and ks is the structure stiffness. kd for a log 
debris is the axial stiffness of a beam-like element and is equal to: 

kd =
EdAd

ld
(22)  

where Ed is the longitudinal Young’s modulus, Ad is the cross-section 
area, and ld is the length. Instead, ks is obtained from preliminary sim-
ulations using an arbitrary concentrated force applied along the impact 
direction. ks is calculated as the ratio between the force magnitude and 
the displacement at the application point and parallel to the force. Such 
a force is implemented as a uniform pressure on an area equal to Ad. 
Further analyses (not reported here) also showed that this area does not 
significantly influence ks (a 2.8% decrease was observed with area 
diameter reduced by 90%). 

The total flow load has a trapezoidal profile (Fig. 7-a) and is applied 
following the Variable Height Pushover (VHPO) method [37], where the 
water depth is monotonically increased from zero to hw while keeping Fr 
constant (Fig. 7-a). This method simulates the rising water depth during 
an extreme hydrodynamic event [37]. After the application of the flow 
action, the debris impact force is applied as a uniform pressure over an 
area equal to Ad, following a triangular force–time diagram (Fig. 7-b) 
with a maximum force of Fd,max (Eq. (19)), and a duration of td (Eq. (20)). 
Although a rectangular force–time diagram is imposed in ASCE/SEI 7-22 
for expressing the debris impact load, recent experimental evidence has 

Fig. 7. (a) Flow action evolution during the analysis; (b) Triangular force–time diagram for the debris impact.  

Table 3 
Input parameters for loads definition.  

Water flow data Debris data 

hw[m] 0.9 ρd[kg/m3] 690.4 

Fr[-] 0.6 φd[m] 0.305 
b/δ[-] 0 ld[m] 9 
Cp[-] 1.5 Ed[MPa] 7580 
ρw[kg/m3] 1100 md[kg] 454 
vw[m/s] 1.78 kd[kN/m] 61,300  
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shown that a triangular force–time diagram is more accurate for log-type 
debris [39]. 

3.2. Loads calculation 

hw is set as 0.9m, the lowest height at which ASCE/SEI 7-22 considers 
debris floating. Fr is assumed equal to 0.6 as a possible case of subcritical 
flow. Once hw and Fr are fixed, vw, qhs and qhd are calculated with Eqs. 
(15), 14 and 18, respectively. ρw = 1100kg/m3 to account for the sus-
pended sediments entrained in the flow [3]. The debris properties are 
selected according to the minimum demand imposed by ASCE/SEI 7-22 
for log-type debris: md = 454kg and kd = 61300kN/m, which corre-
spond to a length of ld = 9m, a diameter of φd = 0.305m and a Ed =

7550MPa. ρd = 690.4kg/m3 from such data. The loads input parameter 
are reported in Table 3. 

The value of ks depends on the location of the impact with respect to 
the boundary conditions. Therefore, different impact points are pre-
liminarily considered (Fig. 8-a). Following the guidelines by ASCE/SEI 
7-22, which prescribe that debris impact loads do not need to be com-
bined with other water flow loads, ks is calculated for the undamaged 
structure (i.e. not considering the possible stiffness reduction due to 
damage after the water flow loads application). However, the stiffness of 
the water-damaged structure is also computed to compare results. Both 
values are reported in Fig. 8-b. The stiffness reduction of the damaged 
structure increases going from Point 1 ( − 9.3%) to Point 6 ( − 32.4%). As 
a consequence, if considering the damaged structure, Fd,max decreases by 
2.1% at Point 1 and by 15.2% at Point 6, while td increases by 2.1% at 
Point 1 and 17.9% at Point 6. Considering such limited variations, and 
aiming at following ASCE/SEI 7-22 provisions, the undamaged stiffness 
is used hereafter. However, using the values of the damaged structure 
would not affect the paper conclusions, as demonstrated in Section 4.4. 

Taking as a reference the values at Point 6, the results show that ks at 
Points 4, 5 and 6 are similar, as ks increase only by 1.1% and 4.4% at 
Points 5 and 4, respectively. Conversely, the increment is higher near the 
boundaries and equal to 21.2%, 98%, and 610.6% at Points 3, 2 and 1, 
respectively. As such, Points 1 and 6 are selected for the simulation, and 
their results are compared. This is expected to cover an acceptable range 

of structural stiffnesses and failure modes as bending failure is mainly 
expected at midspan (i.e. Point 6), while shear failure is likely for impact 
close to the boundaries (i.e. Point 1). This also aligns with the ASCE/SEI 
7-22 recommendations to apply impact loads at positions that maximise 
bending or shear. The load values are reported in Table 4. Such values 
also allow to validate the hypothesis of elastic debris made for Eq. (20). 
Indeed, the maximum impact force considered in this study leads to a 
peak compressive stress in the debris of ≅ 3 MPa, which is lower than 
the typical compressive strength of wood, which ranges between 30 MPa 
and 50 MPa [22]. 

4. Debris impact simulations 

With the aim of assessing the importance of strain rate effects, the 
waterborne debris impact on a masonry wall is simulated here following 
the loading scenario defined in Section 3. The SB01/05 wall, used for 
validation of the numerical modelling strategy in Section 2.4 with the 
mechanical properties shown in Table 1, is used for this purpose. No 
structural damping is introduced as it has little importance in controlling 
the maximum response of a structure to impulsive loads [10]. Unlike the 
validation process, where the Abaqus implicit solver was more adequate 
to replicate the selected experiment, the explicit solution scheme is used 
here due to its better performance in handling fast-load applications and 
large element deformations [1]. However, the validation still holds for 
the explicit solver, as shown in Appendix A. The mesh size, s, is set equal 
to 35mm to minimise the computational effort, and the linear elements 
(C3D8R) are selected as the only hexahedral element typology allowed 
by Abaqus explicit [1]. It is worth noting that using C3D8R elements 
resulted in a lower structural capacity compared to using C3D20R or a 
smaller mesh size (Fig. 5). However, the mesh sensitivity analysis of the 
impact simulations shows that s = 35mm is sufficient to reach mesh 
independency (see Appendix A). 

The self-weight of the wall is applied first, followed by the quasi- 
static application of the flow action, as described in Section 3. The 
automatically calculated stable time increment Δts is used in this phase, 
which is based on the time a sound wave needs to pass across the 
element thickness [1]. Then, the impact load is applied following the 
force–time diagram described in Section 3 and using Δt = 10− 7s, which 
is selected to be one order of magnitude lower than Δts, as recommended 
by Li [27]. The simulation is stopped when a time equal to 3td passed 
after the end of the impact duration. 

To investigate if some of the dynamic material properties affect the 
structural response more than others, DIFs are applied to a different 
range of properties, considering the following cases: 

Fig. 8. Structural stiffness (vertical symmetry is exploited): (a) discretised points on the wall and (b) ks values for the damaged and undamaged structure.  

Table 4 
Applied actions.  

Water flow loads Debris loads  

Point 1 Point 6 

qhs[MPa]  0.00971 Fd,max[kN]  227.49  126.67 
qhd[MPa]  0.00262 td[s]  0.0071  0.0128  
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• DIF applied to the elastic modulus and the tensile and compressive 
strength and fracture energy, labelled as “DIF(t, c, E(t))” if tensile 
strain rates are used for calculating the DIF of E, or “DIF(t, c, E(c))” if 
compressive strain rates are used.  

• DIF applied only to the tensile and compressive strength and fracture 
energy, labelled as “DIF(t, c)”.  

• DIF applied only to the tensile strength and fracture energy, labelled 
as “DIF(t)”.  

• DIF not applied at all, labelled as “NoDIF”. 

Table 5 
Analysed Gauss points.  

Gauss 
point ID 

Position Stress state Monitored 
rate 

Notes 

GP1 Mortar head joint, 
close to the 
impact 

Tension ε̇t εt≫εc 

GP2 Mortar bed joint, 
close to the 
impact 

Vertical compression 
+ horizontal shear 

ε̇c εt ≈ εc  

Fig. 9. Strain rate time histories for GP1 using (a) DIF(t, c, E(t)) and (b) DIF(t), and GP2 using (c) DIF(t, c, E(t)) and (d) DIF(t).  

Fig. 10. Horizontal displacement time histories for impacts at Point 6 using different fc: (a) DIF(t, c, E(t)) cases and (b) DIF(t) cases.  
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4.1. Choice offc 

As indicated in Section 2.3, the computed strain rates are filtered 
using Eq. (12), which is a low-pass filter controlled by the smoothing 
factor ω. The latter is computed from Eq. (13), where the only inde-
pendent parameter is fc since Δt is fixed for the impact analyses pre-
sented in this study. As the choice of fc is not established in the literature, 
it is here investigated how the strain rates are affected by fc. To do this, 
their time histories are measured at two different Gauss points (GP), GP1 
and GP2 (Table 5), representing a tensile and a compression-shear 
failure mode to monitor the tensile and compressive strain rates. The 
sensitivity of the structural displacements and crack patterns is also 
investigated. The baseline outputs are those related to the nonfiltered 
simulations. 

To select the range of fc to use in the sensitivity analysis, the power 
spectra of the non-filtered rate signal are analysed. These outputs indi-
cate that the most powerful frequencies are lower than 150Hz, which 
likely are the physical oscillations. For higher frequencies, data clearly 
show a low power noise, with some peaks between 2500Hz and 4500Hz, 
which could be due to non-physical oscillations, but this cannot be 
confirmed. Considering this information, the selected fc for the sensi-
tivity analysis are 100Hz, 300Hz, 700Hz, 1500Hz, 2500Hz and 5000Hz. 

In the DIF(t, c, E(t)) cases, the maximum tensile and compressive are 
reduced, respectively, by 74.1% and 98.1% in the monitored Gauss 
points when fc = 100Hz (Fig. 9 - a and c). Moreover, the maximum 

displacement of the control point is reduced by 40.3% when fc = 100Hz 
(Fig. 10 – a). The crack patterns have also visibly changed as fc is 
decreased (Fig. 11 - a to d). Conversely, in the DIF(t) cases, the sensi-
tivity is generally lower. Indeed, the maximum tensile and compressive 
are reduced, respectively, by 33.1% and 82.7% (Fig. 9 - b, d), and the 
maximum displacement at the control point is increased by 3.7% when 
fc = 100Hz (Fig. 10 - b). The crack patterns are also not visibly changing 
with decrement of fc (Fig. 11 - e, f). The discussion made for DIF(t, c, E 
(t)) and DIF(t) holds also for the DIF(t, c, E(c)) and DIF(t, c) cases, 
respectively. These observations are summarised in Table 6 for different 
DIF cases. 

The results shown here support the hypothesis that the sensitivity to 
fc is high only when the DIF of the material Young’s moduli are included, 
likely because the strain rates signal contains much more oscillations in 
these cases (see Fig. 9). Such oscillations might be due to the changes in 
the global stiffness matrix caused by the rate-dependent Young’s 
moduli. The high strain rate oscillations are causing much higher dis-
placements and damage, consistently with the observation made by Li 
[27]. More general guidelines on the selection of fc require further in- 
depth studies. However, as the sensitivity of the results to fc di-
minishes for fc ≅ 300 (see Fig. 9, Fig. 10 and Fig. 11), this value is 
chosen hereafter. Such frequency corresponds to ω = 0.000109 from Eq. 
(13), which is in agreement with Li [27], in which ω = 0.000102, with 
fc = 200Hz and Δt = 1.4 10− 7s. 

Fig. 11. Crack patterns on the inside face at t = 4td using DIF(t, c, E(t)) and (a) no filtering, (b) fc = 5000Hz, (c) fc = 300Hz, (d) fc = 100Hz. Also using (e) DIF(t) 
with no filtering and (f) DIF(t) with fc = 300Hz. 

Table 6 
Sensitivity of the results to filtering frequency (fc).  

Case Strain rates Displacements Cracks Notes  

Level Effect Level Effect Level Effect 

DIF(t) Moderate Decrease Low Increase No significant 
variation 

None The maximum displacements slightly increase since the dynamic strength 
decrease when the strain rates decrease. 

DIF(t, c, E 
(t)) 

Significant Decrease Significant Decrease Significant Decrease The reduction of the maximum displacements is likely due to removing the 
high-frequency oscillation effects [27].  
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4.2. Activation of the strain rate effects 

The maximum strain rates in tension and compression computed at 
the studied wall are presented in this section. To understand the 
importance of the wall out-of-plane stiffness and the induced internal 
actions (i.e. bending and shear), two cases of debris impact are consid-
ered: one impact at Point 6 and one at Point 1. 

The envelopes of the maximum strain rates are presented in Fig. 12. 
In the case where the impact occurs at Point 1, the maximum tensile 

strain rate, ε̇t, is 50s− 1 (Fig. 12-a), while the maximum compressive 
strain rate, ε̇c, is 49s− 1 (Fig. 12-c). The corresponding ε̇t and ε̇c for the 
impact at Point 6 are 50s− 1 and 49s− 1, respectively (Fig. 12-b,d). These 
results demonstrate that the strain rate effects are activated in such 
scenarios as the strain rate values exceed the critical threshold (identi-
fied in Section 2.3) over which strain rate effects are considerable. It is 
worth noting that ε̇t and ε̇c are two times and five times higher, 
respectively, for impact at Point 1 compared to impact at Point 6. 
Moreover, the maximum ε̇c for impact at Point 6 are localised on a 

Fig. 12. Envelope of the maximum strain rates on the inside wall face (see Fig. 6): (a) ε̇t and (c) ε̇c for impact at Point 1, and (b) ε̇t and (d) ε̇c for impact at Point 6.  

Fig. 13. Crack patterns for impacts at (a) Point 6 in cases (a) NoDIF and (b) DIF(t), and at Point 1 in cases (c) NoDIF and (d) DIF(t).  

Fig. 14. Evolution of stresses, strains and strain rates component at GP1 for impacts at Point 6.  
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smaller area than Point 1. Such results highlight that the impact location 
along the wall affects the strain rate values. This is because of the dif-
ferences in the structural stiffness and activated failure modes when the 
impact occurs at these two locations. The higher stiffness at Point 1, 
which determines higher peak force and shorter impact time (see Sec-
tion 3), causes higher strain rates. Furthermore, the crack patterns 
(Fig. 13) help better understand why the compressive rate values are 
different between Points 1 and 6. Indeed, impact at Point 6 mainly 
causes bending cracks in the wall, where tensile stresses and strains are 
primarily active. Conversely, impact at Point 1 also causes shear cracks, 
along which significant compressive stresses and strains (and, conse-
quently, strain rates) develop. 

Finally, the evolution of stresses, strains and strain rates at GP1 (see 
Table 5) is shown in Fig. 14 as an example. Here, σ̂max, σ̂mid and σ̂min are 
the maximum, intermediate and minimum principal stresses, the time t1 
is the moment at which the material enters the post-elastic phase, and t2 
is when the material is failed (see Section 2.3). The other parameters 
present in Fig. 14 were previously defined (see Section 2). It can be 
observed that the GP1 is under a triaxial tensile stress state and enters 
the post-elastic phase at t1, where it reaches a peak σ̂max equal to 
0.79MPa (Fig. 14 - a). The deformation process is visible in Fig. 14 - b, 
where ε̂max is monotonically increasing, and ε̃pl is approaching its 
maximum at t2, confirming the material failure. In this framework, ε̇t is 
small before t1 (where it is equal to 0.1s− 1), and it grows rapidly between 
t1 and t2, reaching a maximum of 18.2s− 1. After t2, ε̇t is fixed as zero (see 
Section 2.3). The maximum achieved σ̂max confirms that the high strain 

rate effects are active as the static tensile strength is 0.58MPa (see 
Table 1). It is also interesting to note that the low strain rates recorded at 
t = t1 (end of the elastic stage) correspond to a small DIF for Em (Eq. (8)) 
and almost a DIF of 1.0 for Eb (Eq. (10)). Therefore, the dynamic 
enhancement of the materials stiffness is very low in the studied cases. 

4.3. Most influential dynamic material properties 

The importance of different dynamic material properties is presented 
in this section by analysing the displacement time histories and the crack 
patterns. The time histories of the horizontal displacements d of the 
walls for impact at Points 1 and 6 are shown in Fig. 15. The results show 
that the maximum displacement dmax is 20% less than that of the NoDIF 
case, independently from the impact location and the DIF cases used. 
Moreover, the different DIF cases give similar outputs. Comparing the 
results for cases with DIF(t) and DIF(t, c), it is noted that results are 
similar for impact at Point 6, and the cases with DIF(t, c) show only a 
slightly lower d ( 5% maximum) than the cases with DIF(t) for the 
impact at Point 1. Similarly, passing from DIF(t, c) to DIF(t, c, E(t)) or 
DIF(t, c, E(c)), dmax increases 1% for the impact at Point 6 and 5% at 
Point 1. 

These findings highlight that the dynamic tensile post-elastic 
behaviour of the materials is the most influencing dynamic material 
behaviour that affects the structural response of the studied wall. On the 
other hand, the importance of the dynamic compressive post-elastic 
behaviour is correlated with the impact location, in line with what has 

Fig. 15. Horizontal displacement time histories for impacts at (a) Point 1 and (b) Point 6. The control point is the impact one.  

Fig. 16. Force-time diagrams used for the sensitivity analysis on the importance of the strain rate.  
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been reported in Section 4.2. There, it was pointed out that the signifi-
cant shear cracks that arise for the impact at Point 1 cause compressive 
strain rates significantly higher than those at Point 6. In light of the 
displacement results presented in this section, it is possible that, 
notwithstanding the compressive strain rate exceeded the critical 
threshold also for the impact at Point 6 (see Section 4.2), the limited area 
covered by the maximum compressive rates in such case (see Fig. 12) is 
not sufficient to modify the structural response (Fig. 15-b). Conversely, 
the bigger extension of the high compressive rate zone observed for 
impact at Point 1 (see Section 4.2), together with higher compressive 
strain rates, modifies the structural response (Fig. 15-a). Finally, the 
small variations in the displacements time histories when using the 
strain rate dependent Young’s modulus (Fig. 15) confirms the observa-
tion made in Section 4.2 about the low importance of the dynamic 
elastic behaviour, although the influence of fc on the results should also 
be carefully considered for drawing any conclusions. To support this 
finding, it is also worth comparing the maximum strain rate maps 
(Fig. 12) with the crack patterns (Fig. 13) and noting that maxima and 
minima strain rates develop along the main cracks, which confirms the 
strain rate effects are significant mainly where the materials are in the 
post-elastic phase. 

4.4. Activation of the strain rate effects for different force–time diagrams 

In the previous sections, it is shown that significant strain rates were 
developed in the studied masonry walls under the impact of a debris 
with minimum mass and stiffness proposed by ASCE/SEI 7-22. To 
evaluate the applicability of the conclusions of the present study to a 
broader range of debris impact scenarios, further numerical simulations 
are conducted considering a set of less severe force–time diagrams. The 
additional force–time diagrams are defined using a wider range of debris 
typologies by varying kd and md, or flow regimes, by varying Fr to obtain 
a lower peak force or higher impact duration. The impact loads are 
applied at Point 6 (see Fig. 8-a). It should also be noted that these values 
are chosen to investigate the extreme debris and mass combination 
scenarios and do not necessarily correspond to realistic debris 
typologies. 

The changes in the vw, kd (and consequently keff ) and md lead to 
changes in the force–time debris impact diagrams as shown in Fig. 16. 
The key variation of the force–time diagram parameters and the findings 
of these simulations are reported in Table 7. It is observed that the 
maximum strain rates depend on the applied load, and their values are 
lower than in simulations presented in Section 4.2, but still exceed the 
strain rate effects threshold. Moreover, the difference in the displace-
ment with respect to the NoDIF case is not negligible as it is for the re-
sults presented before (see Section 4.3). These results show that the 
activation of the strain rate effects is not limited to the minimum debris 
properties suggested by ASCE, but it also holds for a broader range of 

debris impact scenarios, i.e. different boundary conditions, materials 
properties, impact location and flow velocity. Such a finding also 
demonstrated that the force–time diagram obtained from the reduction 
of the structural stiffness due to structural damage before the impact 
does not affect the conclusions of this study. 

5. Conclusions 

A numerical investigation was presented in this study to understand 
if high strain rate effects (i.e. the strain rate dependency of the material 
properties) are activated when analysing the response of masonry 
structures to waterborne debris impact. The impact load was considered 
to occur during an extreme hydrodynamic event compatible with 
shallow-water flow conditions and following the recommendations of 
ASCE/SEI 7-22. Nonlinear FE simulations were carried out by modelling 
a masonry wall following a micro-modelling approach (used for the first 
time in this field) and applying the flow actions and debris impact loads 
as equivalent forces. To account for the strain rate effects, the strain rate 
dependent material properties were included in the model using a set of 
experimental Dynamic Incremental Factors (DIF) taken from the liter-
ature. A cut-off frequency fc was applied to the strain rate signals to 
remove the oscillations associated with numerical solutions. After hav-
ing carried out a series of sensitivity analyses on its value, fc = 300Hz 
was selected as a reasonable choice for this work because this was the 
value for which the results sensitivity sensibility slowed down, and that 
reduced the high damage, also observed by Li [27], caused by poor 
filtering. The need for further investigations in this area was also high-
lighted, but the conclusion of this paper would not change if a higher fc 
have been chosen as the maximum strain rates increase as fc increases 
(see Fig. 9). Moreover, the chosen fc determines a similar smoothing 
factor ω to Li [27] (see Section 4.1). The main conclusions of this paper 
are as follows:  

1. The strain rate effects were activated in the studied scenarios as the 
tensile and compressive strain rates were higher than the critical 
thresholds above which the strain rate effects are usually considered 
significant. This opens a new research area in this field and presents a 
critique of the accuracy of previous efforts in numerical simulation or 
experimental characterisation of such scenarios. This finding, 
initially obtained using the minimum design demand for log-type 
debris imposed by ASCE/SEI 7-22, was further extended to a range 
of impact force–time diagrams different in impact duration and peak 
force (corresponding to different debris properties or flow veloc-
ities). It was also found that the maximum rates depend on the 
impact location along the wall. This was because of the differences in 
the structural stiffness and activated failure modes. Higher values of 
structural stiffness at the impact location were associated with 
generally higher rates. Instead, different failure modes induced 

Table 7 
Outputs for different force–time diagrams.  

Case Variation of Fd,max Variation of td Maximum ε̇t at GP1 Maximum ε̇c at GP2 Reduction of dmax from the NoDIF case. 

1.0 md– 1.0 keff  

1.0 Fr 

− − 22 3.9 20% 

0.1 md– 0.1 keff  

1.0 Fr 

− 90% 0% 0.15 0.025 2.5% 

0.1 md– 5.0 keff  

1.0 Fr 

− 29.3% − 85.9% 8.4 0.31 14% 

5.0 md– 0.1 keff  

1.0 Fr 

− 29.3% + 607.1% 25 2 8% 

1.0 md– 1.0 keff  

0.5 Fr 

− 50% 0% 12 0.15 19%  
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different maximum values of tensile and compressive rates because 
bending cracks mainly caused high tensile strain rates, while shear 
cracks caused both high tensile and compressive strain rates. These 
findings show that a reliable evaluation of the structural response 
requires considering the currently neglected effect of high strain rate 
effects in materials constitutive laws. Moreover, they indicate the 
need for consideration of the debris impact at a number of critical 
locations along walls at the design or assessment stages.  

2. By comparing the displacement time histories, the dynamic tensile 
post-elastic behaviour of bricks and mortar was found to be the most 
influencing dynamic material behaviour that affects the structural 
response, as the differences between the simulations that included 
the DIF on the tensile post-elastic behaviours only and those that 
implemented the DIF on both tensile and compressive post-elastic 
behaviours and the elastic material stiffness were limited (5% dif-
ference at maximum). The compressive post-elastic behaviour was 
found to be more significant when the compressive-shear failure 
mechanism was activated (i.e. for impacts close to the vertical 
boundary). Finally, the dynamic elastic behaviour was found to be 
irrelevant as the strain rates only became sufficiently high in the 
post-elastic phase of the response. This conclusion can guide future 
design of experiments (not only in water-borne debris impact sce-
narios, but also in other studies that involve high strain rate out-of- 
plane loading on masonry) to ensure that relevant and sufficient 
data are captured for reliable numerical simulations. 

The results presented in this study are a first step towards under-
standing the response of masonry to waterborne debris impacts. Hence 
there is a need for future investigations in this field. An important lim-
itation of the present study is the assumption of elastic structure when 
calculating the impact force. As the inelastic behaviour of the debris 
decreases the peak force and increases the impact duration [38], the 
structure nonlinearities may have similar effects, but this has never been 
investigated before. This represents a potentially valuable future 
research topic to improve numerical methods to simulate waterborne 
debris impacts on masonry structures. 
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Fig. A1. (a) Validation of the explicit solver results. (b) Mesh sensitivity for the impact analyses using the explicit solver.  

Fig. B1. Envelope of the maximum strain rates on the inside wall face (see Fig. 6) using Gt
f ,m = 320N/m: (a) ε̇t and (c) ε̇c for impact at Point 1, and (b) ε̇t and (d) ε̇c for 

impact at Point 6. 

A. De Iasio et al.                                                                                                                                                                                                                                



Engineering Structures 297 (2023) 116911

15

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Data availability 

Data will be made available on request. 

Acknowledgements 

The Faculty of Engineering of the University of Nottingham is 
acknowledged for funding Alessandro De Iasio’s PhD scholarship. The 
University of Nottingham HPC cluster Augusta has been accessed to 
perform the numerical simulations.  

Appendix A 

The validity of the explicit solver to simulate the experimental results shown in Section 2.4 is proved in Fig. A1 - a. The mesh sensitivity of the 
impact analysis is negligible since the increase of the maximum displacement is 0.13% when using s = 20mm (Fig. A1 - b). 

Appendix B 

Fig. B1 demonstrates that the strain rate effects are activated in the studied scenarios also if Gt
f ,m = 320N/m is used in the simulations as the strain 

rate values exceed the critical threshold (identified in Section 2.3) over which strain rate effects are considerable. Therefore, the main conclusions 
drawn from the paper do not change if a higher value of Gt

f ,m is considered. 
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