
Journal Pre-proof

Dynamical modelling and experimental validation of a fast and accurate district
heating thermo-hydraulic modular simulation tool

A. Dénarié, M. Aprile, M. Motta

PII: S0360-5442(23)01791-7

DOI: https://doi.org/10.1016/j.energy.2023.128397

Reference: EGY 128397

To appear in: Energy

Received Date: 17 March 2023

Revised Date: 4 July 2023

Accepted Date: 9 July 2023

Please cite this article as: Dénarié A, Aprile M, Motta M, Dynamical modelling and experimental
validation of a fast and accurate district heating thermo-hydraulic modular simulation tool, Energy
(2023), doi: https://doi.org/10.1016/j.energy.2023.128397.

This is a PDF file of an article that has undergone enhancements after acceptance, such as the addition
of a cover page and metadata, and formatting for readability, but it is not yet the definitive version of
record. This version will undergo additional copyediting, typesetting and review before it is published
in its final form, but we are providing this version to give early visibility of the article. Please note that,
during the production process, errors may be discovered which could affect the content, and all legal
disclaimers that apply to the journal pertain.

© 2023 Published by Elsevier Ltd.

https://doi.org/10.1016/j.energy.2023.128397
https://doi.org/10.1016/j.energy.2023.128397


CRediT authorship contribution statement 

Alice Dénarié: Conceptualization, Methodology, Software, Writing – original draft, 
Writing – review & editing. 
Marcello Aprile: Conceptualization, Methodology, Software, Writing - Review & Editing. 
Mario Motta: Supervision, Project administration, Funding acquisition. 
 

 

Jo
urn

al 
Pre-

pro
of



 

 

1 

 

 

Title 1 

Dynamical modelling and experimental validation of a fast and accurate district heating thermo-hydraulic 2 

modular simulation tool.  3 

Authors 4 

A. Dénarié (1), M. Aprile, M. Motta 5 

Department of Energy, Politecnico di Milano, 20156 Milano, Italy 6 

 7 

Highlights  8 

• A model for fast and realistic simulation of district heating network is presented 9 

• The heat-transmission pipe is modelled with the method of characteristics with a Lagrangian approach 10 

• An entire big scale district heating model is validated with yearly monitoring data, proving the model 11 

usability 12 

• Simulation results agree with temperatures at distant user’s substations and peak demand at generation 13 

plant  14 

                                                      

 

1 Corresponding author. Tel.: +39 02 2399 3850; fax: +39 02 2399 3868. 

E-mail address: alice.denarie@polimi.it (A. Dénarié). 

 

Jo
urn

al 
Pre-

pro
of



 

 

 

2 

 

 

Abstract  15 

This paper presents a new thermo-hydraulic model for district heating systems simulations, which 16 

aims at being a fast and accurate tool to simulate highly renewable networks characterized by 17 

fluctuating energy profiles. The main novel aspect of the tool lies in the heat transmission modelling 18 

over long pipes based on a Lagrangian numerical approach. In comparison to other existing models, 19 

this approach significantly reduces computational time and it increases results’ accuracy. The 20 

elaborated method avoids numerical diffusion in the results and consequently allows proper 21 

prediction of temperature propagation, especially in case of fast changes of fluctuating profiles. The 22 

tool is built following a modular procedural programming approach in order to facilitate the 23 

simulation of multicomponent system. Thanks to its modular structure, every components of the 24 

system is built with the same structure that is differently declined according to each component’s 25 

requirements. In this way, new additional elements’ models easily fit the existing ones. 26 

The model is validated under real operating conditions with hourly monitoring data of an Italian 27 

district heating network. 28 

The results show good correspondence also in the most peripheral nodes of the network, where the 29 

largest deviations are normally encountered, thus making the model a reliable and fast simulation tool 30 

for district heating network design and operational control.  31 
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Abbreviations 57 

DH District Heating  58 

Nomenclature 59 

𝑎 friction coefficient, m-2 kg-1 60 

𝐶 linear heat capacity, J m-1 K-1 61 

𝐹 force, N 62 

ℎ linear heat transfer coefficient, W m-1 K-1 63 

𝐿 pipe length, m 64 

𝑚 mass, kg 65 

�̇� mass flow rate, kg s-1 66 

𝑝 pressure, Pa 67 

�̇� heat, W 68 

𝑇 temperature, °C 69 

𝑡 time, s 70 

𝑣 fluid velocity, m s-1 71 

𝑈 internal energy, W 72 

�̇� work, W 73 

𝑥 pipe section length, m 74 

Greek symbols 75 

𝜃 temperature, advection problem solution, °C 76 

∆ delta, difference 77 

Subscripts 78 

𝐵 equivalent boundary layer (water boundary layer and steel pipe) 79 
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𝑐 turbulent core 80 

𝑑𝑖𝑠𝑠 dissipation losses 81 

𝑒 edge 82 

𝑒𝑙 electric 83 

𝑒𝑥𝑡 external environment 84 

𝑔𝑒𝑛 generation plant 85 

𝑖 pipe number 86 

𝑖𝑛 inlet 87 

𝑖𝑛𝑠 insulation 88 

𝑙𝑜𝑠𝑠 heat losses 89 

𝑛 node  90 

𝑜𝑢𝑡 outlet 91 

𝑤 water 92 

1 INTRODUCTION 93 

District heating systems are energy infrastructures allowing the reduction of primary energy consumption [1] 94 

through the exploitation of local synergies between demand and available sources such as waste heat recovery 95 

and large use of renewable energies [2]. The exploitation of local renewable energy sources, especially in 96 

urban areas where free space is an issue, has brought to several projects of distributed integration of renewables 97 

and waste heat in existing and new DH systems [3–7]. In future energy systems, where heating and electrical 98 

sectors are strongly interconnected though DH, [8] demand side management techniques and flexibility 99 

potentials strategies will be realized in DH systems especially in new generation ones such as 4GDH and 100 

5GDH systems with distributed users located heat pumps [9].  101 

Following this trend, DH networks are going to be more complex, with several generation systems distributed 102 

along the network and characterized by highly fluctuating energy profiles A detailed representation of 103 

temperature fluctuation propagations and pressure drops along these networks is therefore essential for both 104 

planning and operational optimisation. More specifically, it is desirable to evaluate, in each point of the 105 

network and over time, the variables that uniquely describe the status of the system: temperatures, flowrates 106 
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and pressures. This to better forecast the performances of the distributed generation systems and their impacts 107 

on the network. Despite the well-known governing equations and the existing modelling approaches, the 108 

development of a fast and accurate DH simulation tool capable to predict the thermal and hydraulic behaviour 109 

of a DH network is not a trivial task that still needs further developments. Because of the large extension and 110 

the number of ramifications that usually characterize the DH systems, the effectiveness of thermal networks’ 111 

modelling is still an open topic that the work here presented addresses: this paper presents a new thermo-112 

hydraulic modular simulation model conceived for complex DH systems. The tool novelty lies in the inclusion 113 

of a pipe heat transmission model based on the Lagrangian method of characteristics. The approach, that has 114 

been presented and validated by the authors for one singe pipe in [10], is here integrated in a full simulation 115 

tool applied to a big scale DH system. In addition, the tool main advantage is that it’ built with a modular 116 

procedural programming approach that facilitates the construction of multiple components models. The 117 

thermo-hydraulic full model accuracy of the entire network is here investigated under real operating conditions 118 

by the comparison with yearly monitoring data of an Italian DH company located in the municipality of Lodi.   119 

1.1 EXISTING MODELS 120 

The simulation of DH systems involves the description of both the hydraulic and thermal behaviours. The most 121 

commonly used mathematical model of thermo-hydraulic networks is the pseudo-dynamic [11], which has a 122 

steady-state formulation of the hydraulic problem and a dynamic solution of the thermal one.  123 

1.1.1 Models of the hydraulic problem 124 

The first approach to solve flow and pressures propagation over meshed network was developed by Hardy-125 

Cross and it’s based on the independent solution of each network loops by iteration. For a given pipe loop with 126 

known inlet and outlet flowrates, the unknown pipes’ flowrates are calculated by an iteration process based on 127 

initially guessed flow values and a corrective factor. Flows’ continuity equations at pipe nodes and pressures 128 

drops balances inside the loops are iterated until the corrective factor is zero. The Newton-Raphson method 129 

has been later used to solve water networks problems by applying it to pressure drops function. The method is 130 

matrix based, again iterative, but with multiple corrective factors, one for each flowrate value, and it’s based 131 

on linear approximation of pressure drops functions.  132 

In [12] the equations describing the hydraulic and dynamic thermal behaviour are solved simultaneously in a 133 

coupled Newton-Raphson power flow calculation. In [13] a new method to solve steady state hydraulics of 134 

complex networks is presented as more efficient an easier than the Hardy Cross method.  135 

Some works include hydraulics dynamic behaviours in the modelling such as [14]. 136 
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In [15] a DH model designed for multiple loops network is presented: the hydraulic problem is solved through 137 

the loop equation method, while the thermal one is solved with an upwind finite-difference method.  138 

In [16] a method to solve both thermal and hydraulic problems of DH systems involving loops is presented. 139 

The model solves separately the transportation and the distribution networks to reduce computational costs; 140 

mass, momentum and energy conservation equations are written in a matrix form for all networks nodes.  A 141 

similar model is applied in [17] to show how to exploit DH flexibility to shave peaks thanks to optimized flow 142 

rate control, while in [18] a model for the optimisation of meshed network is presented. 143 

1.1.2 Models of the thermal problem 144 

Several works dealing with the dynamical simulation of temperature propagation along the network have been 145 

found in literature and they are described in the following.  146 

Simplifying approaches such as black box models [19] and aggregation methods [20] are useful to reduce 147 

simulation’s time; nevertheless they are not adequate to study distributed energy connections in the networks 148 

since the connection with the network topology is lost.  149 

Physical models, which explicitly describes the system’s physical aspects, are preferred in this work  150 

application [15]. Heat transport physical models can be distinguished according to the method used to solve 151 

the advection problem; two main approaches can be identified: finite element and plug flow. Benonysson 152 

presents these two approaches in [11]: the element method is a finite difference method solving energy balance 153 

equations; the node method calculates pipes’ temperature using time history of inflow temperature and mass 154 

flowrate being a version of plug flow approach.  155 

Despite its great accuracy, the element method has two major drawbacks which affects its usability: the 156 

calculation time length and the occurrence of artificial numerical diffusion. Palsson [21] describes a different 157 

discretization scheme to be used in the element method, QUICK, intending to limit the numerical diffusion of 158 

upwind different scheme. Further work on finite difference modelling can be found in [22],[23] where a new 159 

model of pre-insulated twin pipes is presented and in [15] where a model based on finite element is proposed 160 

to simulate networks with multiple meshes.  161 

Concerning the node method, its strength is that, based on the plug flow approach, it only calculates incoming 162 

water segment propagation time and thermal losses. In this way, computational efforts are significantly smaller 163 

and artificial diffusion is avoided. The node method tracks the propagation time and the temperature value of 164 

all the water volumes travelling through the pipe. Nevertheless, its drawback can be found in the outlet result 165 

calculation that loses accuracy by mixing outlet volumes temperatures in a single value. Gabrielaitiene has 166 

given major contribution in analysing the node method performances thanks to several studies in comparing it 167 

with other modelling approaches [24], with commercial software TERMIS [25], [26], [27] and with monitoring 168 
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data [28]. The outcome of these analyses is that the node method is faster and it doesn’t’ show numerical 169 

diffusion, but it presents inaccuracies in distant point of the network with sharp temperature variations. Starting 170 

from the investigations of the node method inaccuracies, the authors of this work have developed a new 171 

Lagrangian numerical approach to simulate heat transmission in DH pipes by solving these issues. The pipe 172 

model presented in [10] is therefore here integrated in a full system model. 173 

A similar approach is used in the pipe modelling of TRNSYS software [29]. An implementation of a 174 

Lagrangian approach to deal with the thermal simulation of piping network is presented in [30]: the author 175 

presents a district cooling network model emphasising the success of this modelling approach in particular 176 

with the elimination of numerical diffusion. A more recent paper [31] presents the comparison between the 177 

node method and the full implicit and Crank–Nicolson finite difference approaches: the results aim at helping 178 

future DH optimization tool designers to choose an adequate pipeline model. In [32] a new model approach 179 

combining the features of plug-flow and discrete stirred tank includes the longitudinal dispersion of turbulent 180 

fluid, a novel aspect which is usually neglected, but that gain importance in low flow regime.  181 

 182 

1.1.3 DH systems models 183 

Using the presented approach, DH full system simulation tools have been found in existing works. An 184 

optimisation tool for DH network in [33] uses the pipe model presented in [10] as a planning tool for systems 185 

management. In [16] a full DH model for meshed network is presented based on finite elements approach. 186 

In [34] a Lagrangian approach is used in a DH simulation tool: the tool focuses on the solution of the complex 187 

challenges of this numerical approach when a water segment has to traverse a highly branched network using 188 

recursive methods within the timestep. The tool has a particular accuracy in describing the mathematical 189 

approach and is rich in components variety, nevertheless is not validated under real operating conditions. 190 

In recent year there has been a growing interest in using object-oriented modelling to simulate DH system. The 191 

plug flow approach has been preferred in this type of application: in [35], Giraud et al. present a Modelica 192 

library conceived to simulate DH networks and solar thermal integration; in [36], Van Der Heijde et al. show 193 

a Modelica software implementation of a thermo-hydraulic plug-flow model for thermal networks and validate 194 

it experimentally.  195 

Following the purpose of open source models, some Python [37] based libraries have been built. DHNx [38,39] 196 

is the package inside the Oemof [40]optimisation framework that contains DH network optimization and 197 

simulation models. In [41], DiGriPy, a newly developed Python tool for the simulation of DH networks based 198 

on the TESPy [42] package is presented. 199 
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Concerning the use of these models in real operational conditions, there’s a general lack of works presenting 200 

validations based on long period measurements of real networks: in [28] the author presents an entire network 201 

validation for 2 winter days, in [27] 4 spring days are considered to validate a DH network, while in [43] a 202 

small DH network is validated during one winter day. 203 

1.2 MOTIVATION OF THE WORK 204 

The analysis of existing models presented in the previous section highlights the advantages and limits of the 205 

most commonly used models based on finite element discretization. For these reasons the authors have chosen 206 

to developed a thermo-hydraulic model, which is here presented and investigated in its accuracy, with a novel 207 

modelling approach depending on the spatial extension of the system components.  208 

The main strength of the work here described is represented by the modularity of the simulation tool, able to 209 

model complex system and flexible enough to choose the appropriate modelling approach for each component 210 

with the ambition to pursue a good compromise between simulation’s accuracy and rapidity. The modular 211 

procedural programming approach used in the coding phase is particularly suitable for the modelling of 212 

multicomponent phase system. In fact, this programming syntax keeps the same common modelling 213 

framework for all the elements but it allows every component to be described by its own characteristic 214 

equations solved with different approaches.  215 

The flexibility of the instrument is best expressed in the choice of the approaches to solve the thermal problem, 216 

different for each component. For all components that do not have a prevailing geometric dimension, a lumped 217 

capacity approach is used where the spatial discretization coincides with the single element. For the network 218 

pipes’ model, the variable spatial discretization defined by the method of characteristics is chosen as presented 219 

by the author in [10]. In [10], the turbulent flow heat transmission model has been tested in a single pipe 220 

application: the results have shown that the temperature profile over long pipes is properly reproduced. Still, 221 

the benefits of this modelling approach can be fully appreciated only at the entire system scale, especially big 222 

scale system, which is instead shown in this paper. The aim of this paper is to show that the promising results 223 

presented in [10] for a single pipe are confirmed along the entire network together with the hydraulic behaviour 224 

prediction. The validation through the entire network modelling is particularly important in the Lagrangian 225 

approach because, differently from existing models, it allows the water volumes tracking though the entire 226 

network, in junctions and mixing points. The full model here presented allows fast simulations of big scale 227 

system with high quality accuracy especially in peripheral network points in case of rapid temperature 228 

variations. 229 
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After recalling the main assumptions and equations constituting the thermal and hydraulic models, the paper 230 

presents the comparison between the temperatures predicted by different simulations and their experimental 231 

counterparts. 232 

 233 

2 METHODOLOGY 234 

The aim of this work is to present the developed model and to validate its accuracy by applying it to a real DH 235 

network to simulate its behaviour. The main methodological steps are shown in Figure 2.1 and described in 236 

the following. 237 

 238 

Figure 2.1 Methodological steps 239 

First the geometry of the DH system, the network in particular, is taken from a GIS (Geographical Information 240 

System) file and converted in a mathematical graph as described in paragraph 2.1.1.The network graph is the 241 

input of the second step, the dynamical model, that is described in detailed in this chapter. The general modular 242 

modelling framework is developed and declined to every component’s model to solve the hydraulic and 243 

thermal problem, solved in parallel, as described in 2.1.2, 2.2 and 2.3. The two available approaches to solve 244 

the thermal model, the lumped capacity upwind discretization and Lagrangian characteristics method, are 245 

described in  2.3. The Lagrangian approach implemented in this model can be used for tree shaped network 246 
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only, for meshed network the lumped capacity upwind scheme is used. The model is written in Matlab and can 247 

be used to simulate city scale DH system with several users (in this case almost hundreds).  248 

The built model is then applied to a real network in the north of Italy where a reference year has been used to 249 

simulate the hourly behaviour of the entire system. Finally the results of the simulations are compared to 250 

monitoring data in the main generation system, paragraph 3.2.2 and in user substations 3.2.1.  251 

2.1 THE MODEL 252 

This section describes the structure of the simulation tool and the mathematical model built to simulate pressure 253 

drops and temperature transient along the network. The main purpose of this modular simulation tool is the 254 

solution of the thermal and hydraulic problems characterizing the overall DH system that is here represented 255 

by a graph with edges and nodes. Each element’s thermal and hydraulic behaviour is modelled through the 256 

equations of mass, momentum and energy conservation, declined differently for each component. The obtained 257 

outputs are the independent variables describing the system behaviour, in time 𝑡 and space 𝑥 in each 𝑖 node of 258 

the network: 259 

• Temperature 𝑇𝑖(𝑥, 𝑡) 260 

• Pressure 𝑝𝑖(𝑥, 𝑡) 261 

• Mass flowrate �̇�𝑖(𝑥, 𝑡) 262 

The network is mathematically represented by a graph whose edges are the components constituting the system 263 

and the nodes represent the joints where the balance equations occur. 264 

The model is based onto the following hypothesis: 265 

• the water is considered as an incompressible and homogenous fluid; 266 

• the material properties have constant values; 267 

• the timestep is constant; 268 

• the Lagrangian approach is used for pipes in tree shape network while finite difference is used for 269 

meshed network. 270 

The model currently includes the following elements models that are described in detail in the Appendix: 271 

• Pipe: main element of the distribution network that generates heat losses and pressure drops. 272 

• Pump: element that increases the pressure in the system and covers the friction losses thanks to 273 

electrical consumption. Two types are available fixed and variable speed. It usually represents the 274 

main pumping sites in the central plant. 275 

• Generation plant: heat producer with a certain efficiency responsible for keeping a certain set point of 276 

supply temperature. 277 
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• User substation: heat exchanger that represents the heat consumption at customers’ substation causing 278 

a temperature reduction and pressure drop between supply and return line. 279 

2.1.1 The network components’ representation 280 

The system is mathematically built as a graph where the components are modelled as edges connected by 281 

initial and final nodes. Every element has one lumped capacitance thermal node and two zero-capacity 282 

hydraulic nodes, characterized by their relative variables, temperature 𝑇𝑖 and pressures 𝑝𝑖, as shown in Figure 283 

2.2. 284 

 285 

Figure 2.2 Scheme of equivalent edge model: two blue hydraulic nodes and one single red thermal node 286 

The temperature of the edge is assimilated by its outlet node temperature. Every system’s component is 287 

modelled by its constitutive equations: a unique modelling structure is however kept common for all the 288 

components to facilitate elements’ connections following a procedural programming approach. 289 

The network geometry input is built from the network GIS (Geographical Information System) shape file that 290 

is processed with a sequence of steps that connects edges and nodes and identify common nodes between 291 

edges. In particular, the application of the Depth-First Search algorithm [44], one of the most common graph 292 

algorithm, allows the subsequent numbering from the root point - the generation plant - towards the most 293 

peripheral points of the tree graph - the users. In this model, the supply and return line are symmetrical so the 294 

path is done backword for the return line. Figure 2.3 shows the resulting numbering of the system elements. 295 

This ordered graph representation of the network is of particular importance since the solution of the 296 

distribution network heat propagation model is performed with a Lagrangian approach, so the order of the 297 

elements solution has an impact on the calculation. 298 
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 299 

Figure 2.3 Exemplification of the numbering of DFS algorithm 300 

The mathematical description of the entire system is therefore a graph composed by 𝑁𝑛  nodes and 𝑁𝑒 edges, 301 

where the edges are constituted by the network elements, such as pipes, pumps, heat exchangers, generation 302 

plant etc.; the nodes represent the points that connect the edges. 303 

Two main structures are generated to contain all the information of system’s geometry in order to solve the 304 

thermal and hydraulic network: the edge-node matrix and the node-path function. The edge-node 𝑁𝑒 × 𝑁𝑛  305 

matrix contains 1, -1 or 0 if an edge flow is entering or leaving a node or it is not connected [16]. 306 

The node node-path function, built applying the Dijkstra's Shortest Path Algorithm between the node and the 307 

root node, describes, for every node, the sequence of all nodes crossed in the path to the generation plant. This 308 

function therefore creates the sequence of flow propagation from the generation plant to users’ substations and 309 

back [15]. The flow propagation order defines therefore the elements simulation sequence of the thermal 310 

problem. 311 

2.1.2 The model structure 312 

A pseudo-dynamic solution method is used in this tool since the hydraulic problem is solved as steady state – 313 

hydraulic nodes has no capacitance- while the thermal problem incudes capacities and therefore dynamics. 314 

The appendix describes the detailed equations for every elements model. 315 

Figure 2.4 summarises the main steps performed in the modelling tool to solve the entire system simulation 316 

that are afterwards detailed in the Appendix. 317 
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 318 

Figure 2.4 Structure of model solution’s steps 319 

In each simulation time step, the hydraulic problem is solved with a steady-state approach, starting from the 320 

calculation of the flow rates �̇�𝑢𝑠𝑒𝑟,𝑡  required at current timestep 𝑡  at users’ substations. In this step all 321 

flowrates �̇�𝑖 and pressures 𝑝𝑗  of all edges 𝑖 and nodes 𝑗 are calculated along the network with the use of the 322 

edge-node matrix as described in section 2.1.1. Substations flowrates are determined with the customers 323 

required heat �̇�𝑢𝑠𝑒𝑟,𝑡  and with the supply temperatures to the heat exchangers 𝑇𝑛𝑜𝑑𝑒𝑠,𝑡−1 , being the latter 324 

calculated from the solution of the thermodynamic problem at the previous timestep. Within the time step 325 

when the thermal problem is solved, the flow rates are assumed to be constant. Thanks to the known flowrates 326 

in all the edges, the propagation of the input temperature from the generation plant 𝑇𝑔𝑒𝑛,𝑡 is calculated along 327 

the supply line of the network. Similarly, in the return line, the temperature profiles coming for the return 328 

temperature at user substations is propagated to the generation plant. The temperatures in all the points of the 329 

network 𝑇𝑒𝑑𝑔𝑒,𝑡  and 𝑇𝑛𝑜𝑑𝑒,𝑡  are therefore calculated at the new timestep 𝑡 in a dynamic way so including also 330 

previous timestep values as described in section 2.1.1. The new obtained temperature distribution allows the 331 

flow rates calculation in the following time step. An unavoidable time-lag of one-time step, due to the 332 

calculation method, is therefore maintained in the simulation. The appendix shows the details of the procedural 333 

approach used in every modelling step and the variables calculation. 334 

2.2 THE HYDRAULIC PROBLEM 335 

Pressures and flows’ calculation is based on the mass and momentum continuity equation.  336 
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The mass conservation equation ( 2.1) is applied at every node to calculate the flowrate distribution along the 337 

network.  338 

 ∑𝑚𝑖 = 0

𝑖

   
( 2.1) 

The known terms are represented by the flowrate required at user substations which are usually known from 339 

monitoring results or calculated from users’ consumptions. The inlet and outlet flows at every node are 340 

identified by the edge-node matrix. Once the flowrates are obtained, the steady state momentum balance 341 

equation is applied to all 𝑁𝑒 edges to calculate pressure drops in pipes. 342 

 
𝜕𝑝𝑖
𝜕𝑥

+ 𝐹𝑓𝑖 = 0   
( 2.2) 

Using the pipe length as spatial discretization in equation ( 2.2), the pressure drops can be calculated as: 343 

 ∆𝑝𝑖 = −𝑎𝑖𝐿𝑖�̇�𝑖
2 

  
( 2.3) 

Where 𝑎𝑖  is the friction coefficient and 𝐿𝑖 is the pipe length. The 𝑁𝑒  equations ( 2.3) give the pressure 344 

distribution in the entire network from the pumping systems to the expansion vessel. The expansion vessel is 345 

considered as the reference node of the hydraulic circuit with an assigned pressure value. 346 

In case of tree structured network, the system with 𝑁𝑛 equations of mass continuity on nodes is determined. In 347 

case of meshed network with closed loop, the system is not determined. It is therefore necessary to add one 348 

additional equation for every mesh to obtain the mass flowing inside the loop: the sum of pressure drops inside 349 

the mesh should be equal to zero. To solve these additional equations, the Hardy Cross method has been used 350 

in this work. 351 

2.3 THE THERMAL PROBLEM: TWO SOLUTIONS 352 

The equation governing the problem is the conservation equation of energy ( 2.4):  353 

 𝜌𝑖𝐴𝑖𝑐𝑝,𝑖
𝜕𝑇𝑖
𝜕𝑡

+ 𝜌𝑖𝐴𝑖𝑣𝑖𝑐𝑝,𝑖
𝜕𝑇𝑖
𝜕𝑥

+ 𝐴𝑖𝑣𝑖
𝜕𝑝𝑖
𝜕𝑥

+ �̇�𝑖 + �̇�𝑖 = 0 
  

( 2.4) 

The equation represents the energy balance over the cross sectional area, so expressed in a linear form: the rate 354 

of change of the energy stored in the water section 𝐴 is equal to the flux of enthalpy crossing the element and 355 

the heat �̇� and the electrical work �̇� entering the element. (e.g. heat supplied by the generator in the boiler 356 

model, electrical input in the pump model, etc.). The solution of the energy balance equation in the thermal 357 

problem allows obtaining the variable 𝑇𝑖(𝑥, 𝑡). Two numerical approaches are here used to solve the thermal 358 

problem: the lumped capacity method for punctual elements and the method of characteristics for pipes. The 359 
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“punctual” components are the ones for which parameters describing them do not change over the longitudinal 360 

direction such as pumps, heat exchangers and generation systems. 361 

2.3.1 The lumped capacity method 362 

According to the lumped capacity method, the elements are modelled as a single node with the entire capacity 363 

concentrated in one single point and uniform temperature. The hypothesis of temperature uniformity allows 364 

substituting the temperature spatial derivative with the temperature difference between input and output in the 365 

energy balance. Using an upwind discretization scheme, all the capacity is lumped at the outlet section of the 366 

element. In this way, the element i temperature difference between inlet and outlet becomes the temperature 367 

difference between element i and the previous i-1.  368 

 
𝑑𝑇𝑖
𝑑𝑥

=
(𝑇𝑖,𝑖𝑛 − 𝑇𝑖,𝑜𝑢𝑡)

∆𝑥
=
(𝑇𝑖−1 − 𝑇𝑖)

𝐿𝑖
   

( 2.5) 

Consequently, for elements’ thermal node, equation ( 2.4) becomes: 369 

 𝜌𝑖𝐴𝑖𝑐𝑝,𝑖
𝜕𝑇𝑖
𝜕𝑡

= �̇�𝑖𝑐𝑝,𝑖
(𝑇𝑖−1 − 𝑇𝑖)

𝐿𝑖
+ 𝐴𝑖𝑣𝑖

(𝑝𝑖−1 − 𝑝𝑖)

𝐿𝑖
+ 𝑄𝑖 +𝑊𝑖 

( 2.6) 

 370 

2.3.2 The characteristics method 371 

The heat transmission over distribution pipes has been modelled with a new numerical approach [10] based on 372 

characteristics method [45]. The detailed description of the method can be found in [10] and it is here 373 

summarized. The model includes also the turbulent flow characteristics therefore the energy balance equation 374 

applied to the pipe is split between the water core and the boundary steel pipe including the boundary water 375 

layer. The energy balance equation ( 2.4) applied to the network pipes is split in the system ( 2.7): 376 

 

{
 

 
𝜕𝑇𝑤
𝜕𝑡

+ 𝑣
𝜕𝑇𝑤
𝜕𝑥

+
ℎ𝐵
𝐶𝑤
(𝑇𝑤 − 𝑇𝐵) = 0

𝜕𝑇𝐵
𝜕𝑡

+
ℎ𝐵
𝐶𝐵
(𝑇𝐵 − 𝑇𝑤) +

ℎ𝑖𝑛𝑠
𝐶𝐵

(𝑇𝐵 − 𝑇𝑒𝑥𝑡) = 0

 
  

( 2.7) 

The first equation is the energy balance for turbulent water core; the second is for a boundary layer including 377 

water viscous and diffusive layer and the steel pipe, as Figure 2.5 shows. The thickness of the sublayer and its 378 

linear heat transfer ℎ are calculated according to Gnielinski formulation [46].  379 
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 380 

Figure 2.5 Two nodes model of heat transmission in water pipe 381 

The mathematical approach used to solve the system is the splitting approach [47] which consists in splitting 382 

the system in the advection problem ( 2.8) and the source problem ( 2.10) 383 

 
{

𝜕𝜃𝑤
𝜕𝑡

+ 𝑣
𝜕𝜃𝑤
𝜕𝑥

= 0

𝜃𝑤(𝑥, 𝑡0) = 𝑇𝑤0(𝑥)
   ( 2.8) 

The advection problem is solved with characteristics method for which 384 

𝜃𝑤 = 𝑇𝑤(𝑥0) = 𝑇𝑤(𝑥 − 𝑣 Δ𝑡)   ( 2.9) 

Boundary layer’ thermal capacity and heat losses effects are accounted for by solving the source problem: 385 

 

 

[

𝑑𝑇𝑤
𝑑𝑡
𝑑𝑇𝐵
𝑑𝑡

] =

[
 
 
 −
ℎ𝐵
𝐶𝑤

ℎ𝐵
𝐶𝑤

ℎ𝐵
𝐶𝐵 

−
ℎ𝐵 + ℎ𝑖𝑛𝑠

𝐶𝐵 ]
 
 
 

[
𝑇𝑤
𝑇𝐵
] + [

0
ℎ𝑖𝑛𝑠
𝐶𝐵

𝑇𝑒𝑥𝑡
] 

𝑇𝑤 (𝑥, 0) = 𝜃𝑤 (𝑥, 𝑡)

𝑇𝐵 (𝑥, 0) = 𝜃𝐵 (𝑥, 𝑡)
 

 

 

( 2.10) 

Where 𝑇𝑤  is the temperature of the water turbulent core and 𝑇𝐵  is the temperature of the boundary layer. The 386 

system is analytically solved by being in the form of ordinary differential equation 
𝑑𝑇

𝑑𝑡
= [𝐴] 𝑇 + 𝑏. Following 387 

the Lagrangian approach, the solution order of pipes’ equations is defined by the node-path function presented 388 

in 2.1.1.   389 
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3 THE CASE STUDY 390 

The installation of Lodi district heating dates to 2004 and, at the end of 2012, 90 users were connected, 391 

corresponding to 1 267 600 m3 of building volumes (approximately 10 000 inhabitants). Out of this volume, 392 

560 600 m3 is the share of residential buildings while 707 000 m3 represents administrative, commercial and 393 

tertiary users. The generation park consists of a natural gas cogeneration plant with a capacity of 3.86 MWel 394 

and 3.83 MWth and 29 MWth of natural gas back up boilers. The renewable share of thermal production is 395 

given by the heat recovery from a third party biomass ORC [48]. An important extension project has started 396 

in 2014 which implies approximately 30 new substations per year till the end of 2018, reaching 200 users. In 397 

this work the system is analysed in the configuration of 2013 before the extension. DH provides 36.7 GWh of 398 

heat, of which the 16% is represented by heat losses. The heating season lasts from mid-October to mid-April. 399 

During summer, the system delivers heat only to produce domestic hot water which represents the 14% of the 400 

total heat production over the year. DH consumers to whom heat is delivered heat for DHW production usually 401 

have centralized distribution system with storage tanks, instead of producing DHW instantaneously; this leads 402 

to a quite flat load profile for DH systems in summer time. The winter months, on the contrary, are 403 

characterized by a much more variable profile: space heating systems are generally radiators which are 404 

regulated with night set-back and intermittent operation during the day. This leads to a fluctuating demand 405 

profile with pronounced peaks. 406 

 407 

Figure 3.1 Lodi district heating system network in 2013. 408 
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A 600 m3 storage tank helps reducing peak demands at the generation plant and it allows a better management 409 

of the generation systems. Figure 3.1 shows the district heating system: the distribution network is 15 km long 410 

and it is made of pre-insulated pipes ranging in diameter from 32 to 300 mm. 411 

Consumers are connected through flat plate heat exchangers: the primary side of the substation is regulated by 412 

a control system which reacts to consumer behaviour to guarantee temperature set points on the secondary 413 

side.  414 

The main effect of user energy demand is a variation in flow rate and return temperature on the substation; on 415 

the heat generation side, the DH supply temperature is set in order to supply enough energy to all consumers.  416 

3.1 MEASUREMENT DATA 417 

Monitoring data used in this study includes temperatures, flowrates and energy delivered on the primary side 418 

of users’ substations as well as supply temperature from the generation plant. Data were collected with 1-hour 419 

time step along the year by the remote data logging systems installed on the substations. The generation plant 420 

data logger instead records data every four days a week in the heating season, from October to March. The 421 

uncertainties related to measurement tools are shown in Table 3.1 422 

Position Measure Tool Error Unit 

Substation Flow rate 
Ultrasonic 

flowmeter 
±(2 + 0.02 ∙

�̇�𝑛𝑜𝑚𝑖𝑛𝑎𝑙

�̇�
)  % 

Substation Temperature Pt 500 ±(0.5 + 3 ∙
∆𝑇𝑚𝑖𝑛
∆𝑇

) % 

Central plant Flow rate 
Magnetic 

flowmeter 
±(0.5 ∙ �̇�)  % 

Central plant Temperature Pt 500 ±(0.3 + 0.005 ∙ 𝑇) [°C] 

Table 3.1 Uncertainty of measurement data 423 

Simulations’ results have been analysed to validate the model ability to properly predicts network dynamics. 424 

The comparison between model outcomes and monitoring data has been done at the inlet of users’ substations, 425 

to check supply temperatures to consumers, and at the generation plant, to check the overall network return 426 

temperature. Particular attention has been given to this last value and to peripheral users’ supply temperatures 427 

since the main outcome from previous studies about existing models [26] is that the discrepancies between the 428 

predicted and measured temperatures are bigger for distant consumers.  429 

For winter regime, five days of December (9th to 14th) have been analysed, while for mid-season regime, with 430 

low space heat demand, the last days of October (21st to 28th) have been considered. 431 

For yearly performances validation, the simulated total heat production and heat losses are compared with 432 

monitoring data given by the DH company. 433 
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3.2 SIMULATION RESULTS 434 

In this section the results of the dynamic simulation of the entire system are presented and compared to 435 

monitoring data in order to validate the model. Specific attention is given to the temperature propagation in 436 

the network in terms of the value of the temperature but also of the timely profile. To do this, the variables 437 

requiring specific analysis are the simulated temperatures at the furthest points from the input data: namely the 438 

supply temperatures at the users’ substations to verify the propagation on the supply line and the return 439 

temperature at the main generation plant to verify the results on the return line. 440 

With regard to the first point, the average error and the mean square deviation of the supply temperatures at 441 

the users’ substations are presented in 3.2.1. First some significant substations, marked on the map of Figure 442 

2.1, are analysed in detail and then the error trend of all substations is reported in Figure 3.12  in relation to 443 

their distance from the central plant station. This aspect in particular is emphasised since one of the literature 444 

review outcome is that the simulation error increase with the distance from the input point. The aim here is to 445 

show that the developed model neither amplifies nor propagates the error along the network. In a specular way, 446 

the propagation of the error on the return line is shown to be avoided by verifying the simulation result with 447 

the monitoring of the network return temperature at the generation plant in paragraph 3.2.2. The overall DH 448 

system simulation results in terms of energy, e.g. annual production, heat losses and electrical consumptions 449 

for the circulation pumps, are finally illustrated in comparison with the monitoring data in paragraph 3.2.2 to 450 

validate the overall model of the entire system in terms of consumptions. 451 

3.2.1 Substations supply temperature 452 

Supply temperatures at user substations are here presented comparing simulation results to monitoring data. 453 

Figure 3.1 shows the analysed users: they are located in peripheral nodes of the network, they have different 454 

load profiles and they serve buildings with different use. They have been chosen to test the model validity with 455 

respect to temperature propagation along the network with fluctuating water flows and input temperatures. 456 

Figure 3.2-Figure 3.11 show the results from the selected users and Table 3.2 summarizes the differences 457 

between modelled and monitored temperatures as a function of the distance from the generation plant. 458 
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 459 
Figure 3.2 Supply temperature and flow rate for user 59 – residential - December 460 

 461 

Figure 3.3 Supply temperature and flow rate for user 59 – residential - October 462 

Looking at simulations outputs, it can be noticed that the model results are in substantial agreement with 463 

monitored data for all load types and without particular influence of the substation distance on the deviations. 464 

User 59 is a residential building with the typical flow profile characterizing residential heat demand in Italy. 465 

Night setbacks with the consequent important morning peaks demand clearly stand out from Figure 3.2. The 466 

model proves to satisfactorily simulate the temperature propagation as well as the evening temperature drop 467 

and the fast and wide increase after the morning switch on. It’s worth noticing that user 59 is the most distant 468 

from the generation plant: temperature wave has not been smoothened and transmission time is respected.  469 
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 470 

Figure 3.4 Supply temperature and flow rate for user 62 – residential – December 471 

 472 

Figure 3.5 Supply temperature and flow rate for user 62 - residential - October 473 

 474 
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 475 

Figure 3.6 Supply temperature and flow rate for user 31 – residential - December 476 

 477 

Figure 3.7 Supply temperature and flow rate for user 31 – residential - October 478 

Consumers 62 and 31 (Figure 3.4-Figure 3.5 and Figure 3.6-Figure 3.7) have a quite irregular load demand 479 

with important fluctuations during the day, with no night set back. 480 

Consumer 31 is located close to 59 so in the most peripheral area of the DH system; user 62 is located in the 481 

area of the system in which the network is meshed. The validation of the model in this point allows validation 482 

of the hydraulic solution of the meshed network. 483 
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 484 

Figure 3.8 Supply temperature and flow rate for user 48 – educational - December 485 

 486 

Figure 3.9 Supply temperature and flow rate for user 48 – educational - October 487 

User 48 is the last consumer on the left branch of the network and it’s also the biggest user with an annual heat 488 

load corresponding to 11% of the total DH heat demand. Finally, Figure 3.10 and Figure 3.11 show results for 489 

consumer 38: this user has an almost constant flowrate which allows validating the propagation phenomena 490 

from generation plant alone without the influence of user dynamics.  491 

 492 
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 493 

Figure 3.10 Supply temperature and flow rate for user 38 – health - December 494 

 495 

Figure 3.11 Supply temperature and flow rate for user 38 - health - October 496 

Table 3.2 summarizes supply temperature’s average errors and their standard deviations for all the presented 497 

users. The table includes also the users’ distance from generation plant. No particular correlation between the 498 

error and the user location can be observed: neither on the average error, neither on its standard deviation.  499 

  500 
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  December October 

User 
Distance 

[m] 

Av. error 

[°C] 

St. dev. 

[°C] 

Av. error 

[°C] 

St. dev. 

[°C] 

59 4 405 0.12 1.60 -0.44 6.30 

64 1 017 0.18 2.91 -0.05 3.46 

62 2 811 0.09 1.55 0.39 4.62 

31 4 302 0.16 1.51 0.06 5.71 

48 941 0.05 2.68 -0.14 3.27 

38 1 863 0.02 1.55 -1.33 5.51 

Table 3.2 User supply temperature: average error and its standard deviation, root mean square error related to user location 501 

Table 3.2 summarizes the error in simulating the supply temperature for the selected users presented in the 502 

previous section. The same results but for the entire set of network’s users are calculated and presented in a 503 

graphical form in Figure 3.12. It appears that neither the average errors neither its standard deviation increase 504 

with the distance from the generation plant. The average errors between monitored and simulated supply 505 

temperatures are due to incorrect estimation of the heat loss. There are many factors for this: the aging of the 506 

insulation which can vary the heat conductivity of pipes, non-uniform soil, the lack of insulation in some pipes 507 

or part of it, a certain inaccuracy in estimating the ground temperature. A deeper investigation on single aspects 508 

and components characteristics would reduce this error by better calibrating heat loss coefficients. The average 509 

errors do not measure the ability of the model to simulate temperature dynamics, which is instead evaluated 510 

by the standard deviation. Bigger errors can be noticed in October simulation. This can be explained by the 511 

monitoring data quality. In this period, heat demand and, consequently, flow rate are small, thus the 512 

measurements are affected by a larger uncertainty. The cause of bigger standard deviation errors can be the 513 

monitoring data logging time. In fact, in this period, frequent turning on and off can be noticed. Even if 514 

simulation time step is smaller, monitoring data are taken instantaneously every hour and linearly interpolated. 515 

This can cause an artificial time lag in the comparison of result. The level of accuracy of monitored data cannot 516 

give a sure explanation, these considerations remains possible reasons according to the authors. A more 517 

frequent and accurate monitoring system would be required to further analyse the cause of these errors.  518 

 519 
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520 

 521 

Figure 3.12 Correlation between supply temperature errors and user location in the network in December (a) and in October (b) 522 

3.2.2 Return temperature and energy production of generation plant 523 

The return temperature at generation plant predicted by simulation is presented in Figure 3.13, along with 524 

temperature and flowrate monitored data. Five, non-consecutive, days have been analysed. The model output 525 

profile is very close to the real one: the average error over the five days is -0.1 °C while its standard deviation 526 

is 1.12 °C.  527 
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 528 

Figure 3.13 Return temperature and flow rate at the generation plant – December  529 

As for comparison at user’s substations, the propagation time is satisfactorily simulated, especially considering 530 

that the monitoring data frequency is 1 hour. The morning peak demand, which here corresponds to the 531 

moments in which the return temperature has the minimum value, is the most critical day event for the 532 

generation plant: the model shows to predict it in an accurate way, considering both time correspondence and 533 

temperature values. The difference between predicted temperatures and the monitored ones is not uniform. 534 

The biggest discrepancies can be noticed in the very first hours of the day. In particular, on the 17th and the 535 

21st of December, the simulated temperatures are higher than monitored ones; the lack of monitoring data in 536 

the previous time steps makes further investigations difficult.  537 

Finally, the results of one-year simulation are presented in Table 3.3: the forecasted values come out being 538 

very close to energy production data given by the utility. Simulation time of the entire network composed by 539 

485 edges is 2 hours and 7 minutes (Processor i-5 CPU 2.5GHz).  540 

 

Heat losses 

[MWh] 

Heat production 

[MWh] 

Simulation 5 710 36 642 

Monitoring 5 832 36 769 

Error -2.1% -0.3% 
Table 3.3 Comparison between simulation and real measured heat losses and energy production at generation plant 541 

Once the model is validated with monitoring data, it’s worth comparing its performances with the other existing 542 

methods to see if all this work has been worth.  543 
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 544 

Figure 3.14 Return temperature at the generation plant FVM vs New approach simulation results –December 9th 545 

Figure 3.14 shows the difference between the new model results and a finite volume method with lumped 546 

thermal capacity ( FVM with) different discretization mesh in time and space: the picture highlights the 547 

artificial diffusion which characterizes the discretization of FVM and it shows how the new approach produces 548 

results which are closer to monitoring data. Considering yearly energy results, the FVM with the same 549 

simulation time step, dt=0.25h, produces results with 3% and 0.5% errors respectively on heat losses and heat 550 

production, so generally bigger than the ones shown in Table 3.3. But most of all the difference lies in the 551 

inaccurate time delay which the FVM shows in Figure 3.14. 552 

 

Simulation New method 

(dt=0.25h) 

FVM 

(dt=0.25h) 

Simulation time [s] December 9th 4.04 seconds 416 seconds 

Standard deviation on 

return temperature [°C] 

December 9th 

-0.3 -0.4 

Average error on return 

temperature [°C] 

December 9th 

0.6 1.5 

Error on heat losses Entire year  -2.1% 3% 

Error on heat 

production 

Entire year 

-0.3% 5% 
Table 3.4 Comparison between FVM and the developed method performances 553 

 554 

50

52

54

56

58

60

62

64

66

68

70

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

[°
C

]

Time [h]

December 9th

Monitoring data FVM dt 0.1h

FVM dt 0.25h FVM dt 0.5h

FVM dt 1h New approach dt 0.25

Jo
urn

al 
Pre-

pro
of



 

 

 

30 

 

 

4 DISCUSSIONS AND CONCLUSIONS  555 

In this work the accuracy of a new modelling tool to simulate DH systems is investigated. The strength of the 556 

simulation tool lies in the flexibility of the modelling approach that can be chosen for each component in order 557 

to have better accuracy and lowest computational effort. The modularity of the model makes it suitable to 558 

simulate multicomponent systems such as city scale DH. The inclusion of the Lagrangian approach to model 559 

the network increases significantly the accuracy of the final results, avoiding the numerical diffusion effects 560 

still noticeable in existing models and reducing the simulation time. Nevertheless, the limit of this approach is 561 

that, in the current configuration, it can be used only for tree shaped network where the flow directions are 562 

known a-priori. 563 

This work joins the list of few DH modelling tools that have been fully validated at system level with 564 

monitoring data. The monitoring data of a DH system in northern Italy have been used here to validate the 565 

presented model. The most important validation step is the comparison of its performances with real DH 566 

network monitoring data. This test is difficult to carry out because the quality of collected data in such a big 567 

and complex systems is often non satisfactory: monitoring data are often incomplete, monitoring devices are 568 

sometimes defective at user substations as well as at the generation plants or data logging works improperly. 569 

A general problem is the inaccuracy of flow meters at very low loads which leads to bigger inaccuracies in 570 

mid-season and summer.  571 

The validation of the model has been done accordingly to monitored data quality,: a certain degree of 572 

uncertainty still remains but the overall results are satisfactory. Especially results at distant points of the 573 

network show good correspondence to monitoring data and the model shows to properly forecast the peak in 574 

the central generation plant.  575 

Looking at the validation outcomes, the model can be considered appropriate to make realistic assessments of 576 

the network behaviour in the presence of hypothetical structural changes, such as new branches or peripheral 577 

generators, in order to assess its economic convenience.  578 

Considering its currents use, for validation or network optimisation’s purposes, the model needs to be fed by 579 

a significant quantity of monitoring input data in all users’ substations, with all the problems previously 580 

mentioned. 581 

A general problem of lack of good quality monitoring data in big systems is identified, especially for the 582 

hydraulic system behaviour. Nevertheless, dynamic simulation tools can be used exactly for this purpose so to 583 

predict the system’s performances in all the points with no measurement devices. 584 
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Future development of the model incudes the development of the Lagrangian approach for meshed networks 585 

and the estimation of user substations’ behaviour in order to reduce the need of monitoring data.  586 
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Appendix 590 

In this section the structure of the model describing the elements composing the network is described. The 591 

different elements’ models are defined as Types. The type model is composed by equations and parameters set 592 

up functions grouped in cases which are called at every timestep.  593 

General structure of the type 594 

Case 1 – Initialisation of the variables 595 

Case 2 – Inputs: read external files, parameters and previous steps results (+ calculation of substation flowrates 596 

in user type) 597 

Case 3 – Hydraulic problem: flowrates �̇�, pressures 𝑝 and dissipation losses calculations �̇�𝑑𝑖𝑠𝑠  598 

Case 4 – Thermal problem: temperatures 𝑇, heat losses �̇�𝑙𝑜𝑠𝑠, internal energy change ∆𝑈 calculations 599 

Case 5 – Energy balance components (outputs): Work input and output, heat input and output, heat generation, 600 

heat losses and internal energy change calculations 601 

Solution steps of the types 602 

Following the simulation steps of the model presented in Figure 2.4, here the functional programming approach 603 

is described. For every step the suitable cases are recalled 604 

Simulation 

step 
Case 

Types 
Nodes 

Pipe Pump User Generation 

Initialisation 

1 𝑇𝑖𝑛, 𝐿 𝑇𝑖𝑛 𝑇𝑖𝑛 𝑇𝑖𝑛 𝑇𝑛𝑜𝑑𝑒𝑠 - 

energy 

conservation 
2 𝑇𝑒𝑥𝑡  �̇�𝑢𝑠𝑒𝑟, �̇�𝑢𝑠𝑒𝑟 𝑇𝑔𝑒𝑛 

Flowrates 

calculation 
3 �̇� �̇�  �̇� 

Mass 

conservation 

Pressures 

calculation 
3 𝑝, �̇�𝑑𝑖𝑠𝑠 𝑝, �̇�𝑑𝑖𝑠𝑠 𝑝, �̇�𝑑𝑖𝑠𝑠 𝑝, �̇�𝑑𝑖𝑠𝑠 

Momentum 

conservation 

Temperatures 

calculations 
4 𝑇, �̇�𝑙𝑜𝑠𝑠 

𝑇, 

�̇�𝑙𝑜𝑠𝑠 , ∆𝑈  
𝑇, �̇�𝑙𝑜𝑠𝑠 , ∆𝑈 𝑇, �̇�𝑙𝑜𝑠𝑠 , ∆𝑈 

 

Outputs 5 �̇�𝑙𝑜𝑠𝑠, ∆𝑈, �̇�𝑑𝑖𝑠𝑠 
�̇�𝑙𝑜𝑠𝑠 , ∆𝑈, 

�̇�𝑑𝑖𝑠𝑠, �̇�𝑖𝑛 
�̇�𝑢𝑠𝑒𝑟 , �̇�𝑑𝑖𝑠𝑠 �̇�𝑔𝑒𝑛, ∆𝑈, �̇�𝑖𝑛 

 

Table 4.1 Simulation steps and relative cases and calculates state variables and outputs 605 
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 606 

Model equations of the types 607 

Pump 608 

Hydraulic curve ∆𝑝 = 𝑑 ∆𝑝𝑚𝑎𝑥 (1 + 𝑘1 |
�̇�

�̇�𝑚𝑎𝑥
| − (1 + 𝑘1) |

𝑚

𝑚𝑚𝑎𝑥
|
2
 )  

Momentum 𝑝𝑜𝑢𝑡 − 𝑝𝑖𝑛 = ∆𝑝 − 𝑎 𝐿 |�̇�|�̇�  

Efficiency curve 𝜂 = 𝑒0 + 𝑒1 (
�̇�

�̇�𝑚𝑎𝑥
) + 𝑒2 (

�̇�

�̇�𝑚𝑎𝑥
)
2
  

Heat dissipation �̇�𝑑𝑖𝑠𝑠 = 
�̇�

𝜌
(|∆𝑝| (

1

𝜂
− 1) + 𝑎𝐿�̇�2)  

Power consumption 𝑊 = 

�̇�

𝜌
  |Δ𝑝|

𝜂
  

Heat loss �̇�𝑙𝑜𝑠𝑠 =  𝑈𝐴 𝐿 (𝑇 − 𝑇𝑒𝑥𝑡)  

• 𝑑 pump direction, 1 if from node(in) to node(out), -1 if from node(out) to node(in)  609 

• Δ𝑝𝑚𝑎𝑥  hydraulic head with zero mass flow rate 610 

• �̇�𝑚𝑎𝑥  mass flow rate with zero hydraulic head 611 

• 𝑘1 first-order coefficient of the normalized hydraulic curve  612 

• 𝑒0 zero-order coefficient of the efficiency curve  613 

• 𝑒1 first-order coefficient of the efficiency curve 614 

• 𝑒2 second-order coefficient of the efficiency curve  615 

• 𝑎 quadratic pressure drop coefficient per unit length 616 

• 𝑈𝐴 UA value of pipe per unit length  617 

• 𝐿 element length 618 

• 𝑇𝑒𝑥𝑡  external temeprature 619 

Pipe 620 

Momentum 𝑝𝑜𝑢𝑡 − 𝑝𝑖𝑛 = ∆𝑝 − 𝑎 𝐿 |�̇�|�̇�  

Heat dissipation �̇�𝑑𝑖𝑠𝑠 = 
�̇�

𝜌
(|∆𝑝| (

1

𝜂
− 1) + 𝑎𝐿�̇�2)  

Heat loss �̇�𝑙𝑜𝑠𝑠 =  𝑈𝐴 𝐿 (𝑇 − 𝑇𝑒𝑥𝑡)  

• 𝑎 quadratic pressure drop coefficient per unit length 621 

• 𝑈𝐴 UA value of pipe per unit length  622 

• 𝐿 element length 623 

• 𝑇𝑒𝑥𝑡  external temeprature 624 
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Substation (with assigned thermal load and secondary circuit temperatures) 626 

Heat dissipation �̇�𝑑𝑖𝑠𝑠 = 
�̇�

𝜌
(|∆𝑝| (

1

𝜂
− 1) + 𝑎𝐿�̇�2)  

Return temperature 
[(𝑇𝑠1– 𝑇𝑠2)− (𝑇𝑟1– 𝑇𝑟2)]

𝑙𝑛(
𝑇𝑠1– 𝑇𝑠2
𝑇𝑟1– 𝑇𝑟2

)
 =

�̇�𝑢𝑠𝑒𝑟

𝑈𝐴𝐻𝑋
  

Flowrate �̇� = min (�̇�𝑚𝑎𝑥 ,
�̇�𝑢𝑠𝑒𝑟

[𝑐𝑝(𝑇𝑠1−𝑇𝑟1)]
)  

•  �̇�𝑢𝑠𝑒𝑟 thermal load   (positive for heating) 627 

• 𝐿 element length 628 

• 𝑈𝐴𝐻𝑋 heat exchanger UA value 629 

• 𝑇𝑒𝑥𝑡  external temeprature 630 

• 𝑇𝑠1, 𝑇𝑟1 supply and return temperature on the primary side of the heat exchanger 631 

• 𝑇𝑠2, 𝑇𝑟2 supply and return temperature on the secondary side of the heat exchanger 632 

• �̇�𝑚𝑎𝑥 maximum (design) mass flow rate 633 

Generator with constant outlet temperature  634 

Momentum 𝑝𝑜𝑢𝑡 − 𝑝𝑖𝑛 = ∆𝑝 − 𝑎 𝐿 |�̇�|�̇�  

Heat dissipation �̇�𝑑𝑖𝑠𝑠 = 
�̇�

𝜌
(|∆𝑝| (

1

𝜂
− 1) + 𝑎𝐿�̇�2)  

Heat generation �̇�𝑔𝑒𝑛 = |�̇�|𝑐𝑝(𝑇𝑠𝑒𝑡 − 𝑇𝑖𝑛) − �̇�𝑑𝑖𝑠𝑠  

• 𝑎 quadratic pressure drop coefficient per unit length 635 

• 𝐿 element length 636 

• 𝑇𝑠𝑒𝑡  outlet temperature set point 637 
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