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ABSTRACT

This paper introduces Interactive Graph Analyzer
(INTEGRA), a tool to support the comparison of
simulated football matches with real ones, through
the analysis of dynamic graphs. Our tool supports
coordinated views of temporal graphs, benefiting
from traditional node-link diagrams and graph vi-
sual rhythms, a recently proposed 2D image repre-
sentation. Our proposal is generic and may be tai-
lored to different applications. We demonstrate the
use of this tool in compelling case studies related
to the comparison of graph-based measurements ob-
tained from three different kinds of simulated foot-
ball matches and real ones. In particular, we exploit
usage scenarios related to how graph measurements
evolve over time.

INTRODUCTION

Multi-Agent (MA) system technologies have been ap-
plied successfully in several fields, such as games
[Maŕın-Lora et al., 2020], robotics [Sharma et al.,
2016], and medical research [Pathirana et al., 2019].
In the context of sport games, such technologies have
been exploited to create realistic events and scenes
aiming at improving users’ experience. In particular,
we highlight applications in players’ interaction in
football matches [Kitano et al., 1997], [Kurach et al.,
2019], [Asada and von Stryk, 2020]

This paper targets the problem of creating more
realistic MAs for football matches. The envisioned
MA simulation is expected to allow the visualiza-
tion, validation, and exploration of football player
models, leading to a greater understanding of the
relationship between the models and the real-world
data, and extrapolations of many different scenarios

using the rules derived from the models. The chal-
lenging problem is how to aggregate and represent
different members of a team and their interactions
[Machado et al., 2017] with the purpose of presenting
to coaches and researchers a valuable tool to identify
key-events and determinant moments of the matches,
such as attacking sequences, shots to goal and tack-
les [Moura et al., 2012]. The resulting simulator is
also expected to be used to help coaches and educa-
tors. The simulator will assist them with planning
and decision making, by giving these professionals
the tools to simulate fictional scenarios in the sim-
ulation and observe how these scenarios play out.
The simulator will also allow them to obtain easily
understandable outputs from the model in the form
of videos of games between simulated agents, leading
to an interactive process of trial, error, and discov-
ery. Qualitatively and quantitatively assessing how
different simulated football matches are from real-
world ones is, therefore, of paramount importance.

This paper focuses on the comparison of simulated
and real-world football matches based on tactical in-
dicators defined in terms of position of players and
their interaction (e.g., passes or proximity) on the
pitch over time, a subject well studied in the Sport
Science community [Duch et al., 2010], [Pena and
Touchette, 2012], [Cho et al., 2018], [Mendes et al.,
2018], [Oliveira and Clemente, 2018], [Buldú et al.,
2018]. A widely used representation to support the
identification and analysis of pattern changes asso-
ciated with objects and their relationships (e.g., in-
teraction of players in a football match) over time
relies on the use of temporal graphs [Leskovec et al.,
2005] and their proper visualization through visual
representations [Beck et al., 2016].

In this paper, we propose Interactive Graph An-
alyzer (INTEGRA), a web-based visualization tool
that supports coordinated views of dynamic graphs.
This is a generic tool, which can be easily tailored
to different applications. INTEGRA provides cus-
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Fig. 1: Schematic architectural overview of INTE-
GRA.

tomizable interaction mechanisms and multiple vi-
sual representations based on Graph Visual Rhythms
(GVRs) [Rodrigues et al., 2019] – a bidimensional
representation which encodes graph features (e.g.,
vertex properties encoded through graph measure-
ments) as columns of an image – and node-link dia-
grams.

Our approach focuses on allowing the user to cus-
tomize the user interface, to interact with graphs,
and to set custom parameters, on the basis of which
analysis and visualization are performed. Using mul-
tiple views also expands the possibilities of identify-
ing patterns of interest by coordinating different and
complementary insights provided by different repre-
sentations, obtained from both simulated and real-
world matches. This paper describes the function-
alities and architecture of the tool and illustrates its
use in compelling usage scenarios, related to the com-
parison of data associated with three different kinds
of simulated matches and real ones, based on graph
measurements.

INTEGRA

INTEGRA architecture (shown in Figure 1) is di-
vided into three modules: data pre-processing, data
analysis, and data visualization.

Data pre-processing (in yellow) consists in the
identification of the dataset format and in the sub-
sequent parsing. In case of football games, the in-
put data are converted into a matrix, that represents
the players’ coordinates over time. Data analysis
(in blue), in turn, is in charge of extracting tem-
poral graphs from the parsed dataset and of com-
puting graph measurements. Later, extracted mea-
surements will be used to compose visual structures
in the data visualization module. A central feature
of the tool consists in giving the user the possibil-
ity to write the code to plot custom graphs, using
JavaScript. Data visualization (in green) allows the
user to visualize the computed data and to customize
the analysis and visualization parameters. The user
may also interact with the graphs, for instance by
selecting a specific range of values, by exporting the
graphs as images and by playing animations. INTE-
GRA also allows creating several workspaces, that

Fig. 2: Screenshot of the INTEGRA’s interface.

Fig. 3: Screenshot of the INTEGRA’s interface for
inserting temporal graphs manually.

are represented as draggable and resizable window-
like containers, so that users may compare the graphs
of two or more datasets in the same browser window.

GUI Design

Figure 2 shows a screenshot of INTEGRA’s inter-
face. It shows that the GUI is divided into differ-
ent workspaces. This workspace-based approach al-
lows more sets of data to be studied at the same
time, maintaining independent parameters for each
workspace.

Components
Figures 2 and 3 show that the interface of the pro-
posed tool is divided into the following sections:

• Section A contains the buttons that allow the user
to import datasets in supported formats and to add
new workspaces.
• Section B contains the menu that allows select-
ing one of the imported datasets for visualization.
The modular architecture of INTEGRA allows the
implementation of custom modules to parse different
datasets, so that data can be properly handled us-
ing JavaScript. Currently, parsing is limited to the
datasets for which specific parsers are included in the
tool.
• Section C contains the menus to choose the frame
ratio and the frame range. The frame ratio is the
ratio between the current framerate and the original
data framerate, while the frame range refers to the
initial and final frames displayed in the visualization
section.



• Section D is the Events section and it allows to
add and delete custom events to the visualization.
An event is defined as something that happens in
correspondence of a specific timestamp. The events
are shown in different ways on the basis of the graph
type.
• Section E allows the customization of the visu-
alization solutions and shows detailed information
about the quantities represented in the graphs, for
instance by zooming on a particular area or volume,
by performing rotations and in some cases by starting
animations.
• Section F shows the different visualization alter-
natives. The user may interact with the proposed
graphs using the features available in Section E.
• The modal window Add a new graph (Figure 3)
allows the user to create a customized graph on the
basis of the imported data. In particular, it is pos-
sible to define and display the variables as colors,
animations or axis variables. In order to create cus-
tom graphs, the user has to define the content of a
JavaScript function.

Interaction

Initially, the user may create a new workspace or
import one or several new files. Once the datasets
have been imported, they can be selected from the
left menu of a workspace. The result of the analysis
will be shown on the graphs displayed next to the
left menu.

It is also possible to create a custom graph by click-
ing on the + button in the graph area, once a specific
dataset has been selected.

Implementation Aspects

The tool has been developed using HTML, CSS, and
JavaScript in order to guarantee portability. Data
analysis is performed using the local computational
power, so that it is not necessary to rely on an Inter-
net connection or on remote server availability.

The interface for a new workspace is dynami-
cally generated using JavaScript. Firstly, a new
workspace is generated on the basis of a default
empty workspace. Then EventListeners are added,
in order to allow the user to handle time and events.

In order to propose a modular structure, each
workspace is described, at a given moment, by a set
of status variables, that represent the values of the
different parameters.

The proposed approach allows handling different
kinds of datasets, since data access is independent of
data elaboration and presentation. The tool supports
several data formats and it is possible to implement
and integrate other parsers in the code.

The tool is openly available at https://github.

com/nicolopinci/INTEGRA (As of March 2020).

CASE STUDIES

In this section, we present two case studies about
the use of INTEGRA for the analysis of simulated
matches. In both cases, we use the proposed tool
to perform comparative analyses among dataset as-
sociated with simulated matches (Google Research
Football Environment) and a dataset related to a real
football match.

Dataset Details

Simulated Match Dataset
The simulated match data were obtained from the
Google Research Football environment, a recently
published open-source football simulator [Kurach
et al., 2019]. This simulator was originally proposed
for the development of Artificial Intelligence Neural
Networks. It reproduces a full football match with all
of its usual regulations and events, as well as player
tiredness, misses, etc. Figure 4 shows a standard im-
age of the running simulator.

The entire simulated match lasts 5 real world min-
utes, and samples 10 frames from the environment
per real world second, for a total of 3000 frames per
game. Each frame has information about the posi-
tion of each player, the position and possession of the
ball, and player fatigue. This information is stored
as a log file after the match. It is important to note
that this simulator does not simulate data during
interruptions in the game (fouls, offside, goals, and
other referee-related interruptions). In these cases,
the players are automatically placed on their posi-
tions when the game is re-started, and no informa-
tion is recorded about the “off-play” period.

The simulator provides a standard, fixed strategy
for controlling the agents (players), with three levels
of strength (easy, medium, and hard). Additionally,
the simulator allows a special controller (usually an
AI controller) to take control of the player which is
closest to the ball. For this case study, we produced
games where all the players are controlled by the
standard strategy (Bots Full), games where actions
are selected at randomly disregarding any data from
the simulator (Random Full) and games where the
special controller is controlled by an Artificial Neu-
ral Network using the Proximal Policy Optimization
algorithm (NN Full) [Schulman et al., 2017].

Figure 5 shows a visual output of the data ac-
quired. The ball is shown as a red B, players from
the same team are shown with the same letter, A and
H. X is the player we control (in this case, a player
of team H), while A is the team we play against.

Real Football Dataset
The considered dataset contains the position of the
players for every timestamp. A total of 82,850 times-
tamps, related to 45 minutes (plus additional time)
using a video framerate of 30 Hz, has been consid-
ered in the chosen dataset. Positional data were ob-
tained using the DVideo software [Figueroa et al.,

https://github.com/nicolopinci/INTEGRA
https://github.com/nicolopinci/INTEGRA


Fig. 4: Screenshot of the football simulator used in
this case study.

Fig. 5: Visual data from the simulator used by the
Artificial Neural Network controller. The ball is
shown as a red, the controlled player is shown as the
green, team-mates are shown in green. Opponents
are shown in blue.

2006b], [Figueroa et al., 2006a] applied to official
football matches. In particular, the players’ posi-
tions are computed for every timestamp by using a
computer-vision-based tracking algorithm.

Tool Usage Overview

Figure 6 represents multiple views in a football
match analysis scenario. Figure 6a represents the pa-
rameter selection. In particular, this section allows
choosing a dataset, the frame ratio and the frame
range. In the example, the user has selected a frame
ratio of 1 (thus, the framerate is the same as the
recording) and chose to visualize temporal graph in-
formation related to the period from frame 1 to frame
3000. Figure 6b presents the result of the parameter
selection and some of the computed graphs. For each
graph, a user can perform additional operations, such
as selecting a specific area of interest. An example is
shown in Figure 6c, where the GVR associated with

the users’ eccentricity scores is shown.

Graph Visual Rhythm

A Graph Visual Rhythm is a 2D representation
that visually encodes temporal graph changes. This
is a compact representation intended to highlight
patterns of interest related to graph measurements
in time.

Let G = 〈G1, G2, . . . , GT 〉 be a time evolving
graph, where Gt = (Vt, Et) is an instant graph at
timestamp t ∈ [1, T ] composed of a set of vertices,
Vt, and a set of edges, Et. A graph visual rhythm
image GV R is defined as [Rodrigues et al., 2019]:

GV R(t, z) = F (G t ), (1)

where FGt : G → Rn is a function that represents the
instant graph Gt ∈ G as a point in an n-dimensional
space, t ∈ [1, T ] and z ∈ [1, n]. FGt can be defined
as a graph measurement for each vertex of any other
function that encodes relationships among vertices
(e.g., degree histogram).

Eccentricity

Our case studies rely on the analysis of different
graph patterns over time. In particular, we investi-
gate the use of the eccentricity scores of players. In
football matches, it measures the accessibility degree
of a level from the other vertices, for a given time
frame. Eccentricity, therefore, describes the spread
degree of the players on the football field and how
central a player is if compared to the other players
of the same team.

Given a graph V (G), the eccentricity is a ver-
tex measurement and corresponds to the maximum
shortest distance from a vertex i to all others in the
graph, as defined by [West, 2000].

εi = max(dij) (2)

where dij is the shortest distance between vertex i
and j, where j ∈ V (G).

On The Comparison Of Different Simulated
Matches

Suppose that a user wants to compare the results
of three different matches, which have been simu-
lated using the Bots Full algorithm. Figure 7 shows
the comparison between the eccentricity values of the
three simulated matches based on the same Bots Full
strategy, using GVR representations. For each GVR,
we compute the eccentricity of players and sort their
scores for each timestamp (GVR column). The GVR
related to the dataset bots full game1.2d (top-left
GVR) presents a large yellow area, which suggests
that the players in that match are more connected to
each other when compared to the players in the other
two analyzed matches. The reason for this is that the
football simulator, as real games, is a stochastic en-
vironment [Yue et al., 2008], causing the same action



(a) Parameter selection (b) Result of the parameter selection (c) Focus on a player’s eccentricity

Fig. 6: Multiple views in football analysis scenario.

Fig. 7: Comparison between eccentricity GVRs of
three Bots Full simulated matches.

to have different outcomes at different times. There-
fore, we can find different behaviors in matches that
use the same strategy.

Suppose now that the user is interested in com-
paring different kinds of simulated matches. Figure 8
presents the comparison between the eccentricity val-
ues for a Bots Full simulated match (Bots Full, top-
left GVR), a Neural Network simulated match (NN
Full, top-right GVR) and a random agent (Random
Full, bottom GVR). From those figures, we can ob-
serve that eccentricity scores for Bots Full are higher
(more yellow areas) when compared to the others.
The lack of yellow regions for the Random Full match
may indicate that players are more disconnected in
this kind of simulation. We may also observe a repe-
tition pattern (yellow columns appear in a periodical
frequency) for the NN Full match.

It comes with no surprise that eccentricity scores
for Bots Full are high since the main goal of the
bots Full player is to provide a realistic game play
with reasonable football actions and strategies. On
the other hand, the reason why the players in the
match of the Random Full show low eccentricity
scores might be because the actions of the controlled
player are randomly selected, without any informa-
tion about the environment, leading to a more sparse
distribution of the players during the match. Finally,
we comment about the repetition pattern of the NN

Fig. 8: Comparison between three eccentricity GVRs
of three different simulated matches kinds: Bots Full
(top-left), NN Full (top-right), and Random Full
(bottom-left).

Full match. This strategy was built with the only
focus of scoring as many goals as possible, and the
clear repetition pattern suggests that it found a com-
bination of actions that, if repeated, allows the NN
Full to score many goals.

On The Comparison Of Simulated And A Real
football Match

Figure 9 presents the comparison between the real
(bottom-right chart) and three simulated games us-
ing Bots Full (the other three plots) in terms of
the eccentricity box plots. The main difference con-
sists in the distribution of the eccentricity values:
while the players’ eccentricity presents several out-
liers (represented as points outside of the whiskers),
the simulated games eccentricity values are almost
entirely contained inside the whiskers’ limits. The
reason why this phenomenon is observed could be
that the bots base their position on a common strat-
egy, behaving like a swarm, while the players in real
matches do not know or are not completely aware of
the intentions of the other players in some of the de-
fensive and offensive actions. In addition, it is impor-
tant to emphasize that the real match dataset con-
tains information about player positions even when
the game is interrupted. Thus, it is possible that at



Fig. 9: Comparison between the box plots of com-
pletely simulated matches (top-left, top-right, and
bottom-left) and of a real match (bottom-right). The
real is associated with more outliers in the eccentric-
ity values.

these moments, the values of eccentricity present dis-
crepancies from the rest of the game. It is also possi-
ble to notice that the simulated game associated with
the top-right plot is the most similar to the real one,
with players from the same positions (i.e. goalkeep-
ers and attackers) presenting similar behavior. Thus,
this outcome suggests a more realistic simulation.

CONCLUSIONS

This paper introduced INTEGRA, a tool to sup-
port the analysis of simulated and real football match
data based on visual analytics of temporal graphs.
Its main novelty relies on permitting multiple views
associated with the same dynamic graph, ranging
from node-link diagram to graph visual rhythms.
The tool is generic and can be tailored for differ-
ent applications. It supports the implementation of
various graph measures, as well as their visualization
in 2D representations using graph visual rhythms.

The use of INTEGRA was illustrated in two sce-
narios related to the comparisons of graph-based
dynamic evolution involving data of different sim-
ulated and real football matches. The tool sup-
ports the identification of similar and different pat-
terns observed in football dynamics, defined in terms
of player positions throughout the match and the
behaviour of the players at prominent events in a
match. This should allow coaches to have insights
about successful and unsuccessful tactical strate-
gies, possibly incorporating lessons learned in future
decision-making processes.

Future work includes the evaluation of the tool
with possible users. We also plan to investigate its
use in different comparison scenarios, involving other
tactical indicators proposed in the literature [Moura
et al., 2012], [Moura et al., 2016].
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