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A B S T R A C T

This paper investigates the use of the Functional Mock-up Interface (FMI) for code coupling in nuclear
engineering. The FMI is a standard that defines a container and an interface to exchange dynamic simulation
models. It has been developed and refined by several actors over the past two decades. This coupling
standard allows seamless integrations of independent objects called Functional Mock-up Units (FMU). Since
communication among FMUs is standardized, encapsulating a simulation tool and model within an FMU allows
this tool and model to be coupled with any other FMU. This approach is opposed to creating dedicated code-to-
code coupling interfaces and enables a more sustainable approach to code coupling in nuclear engineering. The
paper showcases the utilization of the FMI standard for the simulation of an operational load-follow scenario
in a Lead-cooled Fast Reactor. The primary circuit and balance of the plant are modeled using higher and
lower-fidelity codes, respectively, with a third tool employed to model a simplified control system. The paper
investigates the pros and cons of the proposed approach by exercising it throughout the following workflow:
incorporation of the FMI standard into an existing code; setting up of models using different codes; coupling
of these codes based on different architectures; simulation and post-processing of results. As an outcome,
implementing an FMI interface presents itself as a judicious long-term investment for simulation software.
However, users and developers should be aware of the limited FMI capabilities for the coupling of partial
differential equations. In addition, a coupling standard by itself cannot address some difficulties, such as
simulation restart, that are associated with the handling of a heterogeneous set of tools.
1. Introduction

The nuclear engineering community has dedicated large efforts to
developing advanced multi-physics tools for the high-fidelity analysis
of nuclear reactors. Many of these tools are based on MOOSE (Lindsay
et al., 2022) or OpenFOAM (Fiorina et al., 2022) and focus on modeling
the reactor core or, in some cases, the entire primary circuits. However,
limited functionalities are typically available in these codes to model
intermediate and secondary loops and the control/reactor protection
system. When the behavior of the whole plant is of interest, the
community tends to use nuclear-specific system codes like SAM (Hu
et al., 2021), TRACE (U.S. Nuclear Regulatory Commission, 2008), and
RELAP (Fletcher and Schultz, 1995), with the drawback of a lower
fidelity at the core level. Finally, control-oriented studies are often
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performed with non-nuclear-specific, general-purpose tools like Mod-
elica (OpenModelica, 2022) and Simulink (Simulink Documentation,
2020).

Several efforts have been dedicated to coupling high-fidelity tools
with system and control-oriented tools, leading to multi-fidelity sim-
ulations where model fidelity is adapted to the impact of the be-
havior of a system/component on predicted results. For instance,
various CFD/system codes coupling have been investigated, includ-
ing RELAP5/STAR-CCM+ (Jeltsov et al., 2013), OpenFOAM/ATHLET
(Herb, 2014), CATHARE/TRIO-U (Bandini et al., 2015), RELAP5/
ANSYS Fluent (Angelucci et al., 2017), and RELAP7/MOOSE (Berry
et al., 2016).

However, these couplings are typically code-specific, sometimes
case-specific, and almost inevitably difficult to generalize to other
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codes. In many cases, they are in-house adaptations of one of the cou-
pled tools that are not made available to the community. This hinders
widespread adoption within the nuclear engineering community and
increases code development and maintenance efforts while being error-
prone since each code must be independently debugged. Researchers
and engineers face challenges when attempting to explore alternative
models or compare different coupling strategies due to the specificity
of each coupling. Furthermore, the developed coupling infrastructure
often suffers from a lack of documentation. Users may encounter obsta-
cles when implementing or customizing the coupling for their specific
needs without proper documentation. It is crucial to address these
limitations to establish a sustainable and widely applicable coupling
approach within the nuclear engineering community. There is a need
for a code-agnostic approach, preferably open-source, transparent, and
easy to implement. Modularity should also be prioritized, enabling
interchangeable and extensible couplings.

The need for a generalized and comprehensive coupling standard
is not exclusive to the nuclear domain. The European MODELISAR
project was initiated in 2008 to enhance vehicles’ systems and embed-
ded software designs. This collaborative effort involved 29 partners,
including prominent European universities and automakers. The project
concluded in 2011 with the creation of the Functional Mock-up In-
terface (FMI) version 1.0 (Modelica Association, 2022). The primary
objective behind FMI was to simplify the creation, storage, exchange,
and reusability of dynamic system models across diverse simulation
systems. The FMI essentially defines a container and an interface for
the in-memory exchange of data between dynamic simulation mod-
els. Since communication is standardized, incorporation of the FMI
standard within a simulation tool would allow this tool to communi-
cate with any other FMI-compatible simulation software, without the
need for countless code-to-code coupling interfaces. Of course, when
building a coupling framework, there is still a significant workload
in determining the coupling algorithm; achieving a high-order cou-
pling when needed; handling multi-code parallelization; etc. However,
a coupling standard virtually eliminates the labor-intensive software
engineering process associated with the in-memory transfer of infor-
mation between codes. In addition, once the coupling logic is set up,
the process of replacing a code with another code would be essen-
tially effortless. Over time, the core development of the FMI standard
has transitioned into a Modelica Association Project, comprising a
consortium of organizations and companies including BOSCH, Das-
sault Systemes, ESI ITI, Modelon, Siemens PLM, ABB, DLR, and the
Open Modelica Consortium. The FMI standard has gained significant
recognition and is integrated into more than 170 tools across diverse
domains. Notably, major general-purpose tools like Matlab/Simulink
and OpenModelica, as well as computational fluid dynamics (CFD)
tools like ANSYS CFX and Simcenter STAR-CCM+, have incorporated
the FMI standard into their frameworks. This widespread adoption of
FMI underscores its versatility and applicability in various engineering
disciplines.

This paper follows the precursor work on the use of FMI for nuclear
applications performed at both the Oak Ridge National Laboratory for
the coupling of sub-channel and system codes (Gurecky et al., 2020)
and at the Idaho National Laboratory for the simulation of integrated
energy systems (Alfonsi et al., 2021). The main objective of the current
work is to test and demonstrate the use of an FMI-based methodology to
enable the multi-fidelity simulation of nuclear power plants, from core
to alternator, using a diverse set of modeling tools. In this approach, the
reactor primary circuit, or part of it, is simulated using modern multi-
physics tools, while the Balance of Plant (BOP) and control-system
are simulated using dedicated, lumped-parameter models (or legacy
system codes). In addition to providing information on the use of the
FMI coupling standard for this specific set of problems, we hope to
showcase the value of an FMI-based methodology and encourage more
widespread use of this or other standardized coupling approaches in
2

the field of nuclear engineering.
We simulate a Lead Fast Reactor (LFR) as a test case. We use the
OpenFOAM-based GeN-Foam solver for the higher-fidelity represen-
tation of the primary pool and OpenModelica and Simulink for the
system-level representation of the BOP and control system. The paper
is organized as follows. Section 2 describes our methodology, including
a description of tools and codes, integration of the FMI standard within
GeN-Foam, and some details about simulation restart. In Section 3, we
demonstrate the capabilities of the FMI by simulating an operational
load-follow scenario using four different coupling architectures. Finally,
we provide some discussions and conclusions in Section 4.

2. Methodology and tools

Our approach for a robust multi-fidelity simulation is to rely on
the FMI standard to couple heterogeneous sets of tools in a seamless
way. As a test case, in this work, we use the high-fidelity solver GeN-
Foam for the reactor primary loop and the system tools Modelica and
Simulink for the BOP and control system.

2.1. The functional mock-up interface

The FMI is a code coupling standard designed to couple among them
objects known as Functional Mock-up Units (FMUs). The idea is that
one can seamlessly couple any number of codes, provided that each
of these codes can be embedded into an FMU. An FMU is a container
that is provided with a standardized way to communicate with other
FMUs. If a user is provided with multiple FMUs that perform the same
function, switching from one to the other is supposed to be essentially
effortless.

The FMI interface addresses the needs mentioned in the introduc-
tion: code-agnostic; open-source and transparent; applicable to differ-
ent codes; easy to implement; and modular. On top of this, approxi-
mately 200 simulation tools already feature an FMI interface, providing
an already rich ecosystem of coupling possibilities. Some technical key
advantages associated with FMUs encompass the unlimited number of
inputs or outputs, the versatile representation of these inputs/outputs
as ports enabling the transfer of essential quantities such as integers,
booleans, strings, floats, or arrays of floats, and the capability to
directly couple FMUs to one another. Data exchange can be triggered at
any point within a simulation software, which enables tightly coupled
simulations.

The FMI exhibits two main coupling options depending on the
user’s preferences and the software infrastructure being utilized. One
approach is the FMU for Model Exchange (ME), where FMUs solely
include the model and exclude the solver. Running these ME FMUs
requires the pre-installation and accessibility of the relevant software.
A more interesting approach in our field, and the one investigated in
this article, involves generating all-in-one FMUs that encompass both
the model and solvers, referred to as FMI for Co-Simulation (CS) (see
Fig. 1).

2.2. System-level codes for BOP and control system

System-level codes are relatively simple to use, fast running, and
easier to validate. In this work, we use OpenModelica, an open-source
software developed around the Modelica language (OpenModelica,
2022). It allows for solving Differential Algebraic Equations in a wide
range of applications. It can simulate electronic, signal processing,
fluid, thermal, magnetic, and mechanical systems. OpenModelica al-
lows users to implement their own packages and models to simulate
specific systems. One of them is the ThermoPower package (Ther-
moPower, 2022) that allows performing simulations of power plant
turbo-machinery for power generation. In addition to OpenModelica,
we use MATLAB/Simulink (Simulink Documentation, 2020) to show-
case the combination of multiple tools interchangeably. Both Open-
Modelica and Simulink are already provided with an FMI interface that
allows encapsulating models within exportable FMUs. In the present

work, we use the FMI for CS form for both OpenModelica and Simulink.
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Fig. 1. Schematic view of the FMU for Co-simulation from the FMI project (Model-
ica Association, 2022).

2.3. High-fidelity simulation code for the primary circuit

High-fidelity, multi-dimensional, and multi-physics codes are in-
creasingly popular for modeling the intricacies of nuclear reactors,
notably for advanced and non-traditional reactors with limited cali-
bration data. In this work, we make use of GeN-Foam (Generalized
Nuclear Field operation and manipulation), which is an OpenFOAM-
based solver for the multi-physics, high-fidelity analysis of nuclear
reactors (Fiorina et al., 2015; Fiorina, 2022). It has been developed for
steady-state and transient analyses of reactors featuring pin-type, plate-
type, or liquid fuel (viz., Molten Salt Reactors). It includes sub-solvers
for neutronics, single- and two-phase thermal-hydraulics, and thermal-
mechanics, with the choice of the physics to solve and models to use
that can be made at runtime. Three different meshes are employed for
neutronics, thermal-hydraulics, and thermal-mechanics. The coupling
between physics is obtained via fixed-point iterations, and the time
derivatives are solved based on a first-order implicit Euler scheme.

There is currently no FMI adapter in the official OpenFOAM frame-
work. To provide GeN-Foam with FMI coupling capabilities, we used
the FMU4FOAM library (FMU4FOAM, 2022) developed by the German
Aerospace Center (DLR). FMU4FOAM is a compact and extensible open-
source project that allows the implementation of the FMI standard
in OpenFOAM-based solvers. Through FMU4FOAM, one can either
encapsulate an OpenFOAM model in an FMU for ME or allow an
OpenFOAM solver to be directly coupled with other FMUs without
conversion of the model itself into an FMU. In the latter, FMU4FOAM
uses a flexible, FMI-compatible communication layer for exchanging
information between OpenFOAM and FMUs, and an FMU Simulator
that embeds a Python interpreter to manage the FMU communication
and information transfer.

FMU4FOAM comes with several input/output capabilities, includ-
ing, in particular, the possibility to place sensors in OpenFOAM models
to pass point quantities to other FMUs, and the possibility to set
boundary conditions such as inlet temperatures or velocities based on
the input from FMUs.

New FMI-based features have been introduced in GeN-Foam to
enable nuclear reactor analysis (Fiorina et al., 2023). These features
have been made publicly available in the GeN-Foam repository (GeN-
Foam, 2022). They include new capabilities to allow controlling the
reactor based on FMUs, including in particular:
3

• The setting of the pump momentum source from the FMUs’ input,
which can be used to model variable-speed pumps. This can be
combined with the addition of mass flow rate sensors to simulate
closed-loop controllers.

• The setting of an external reactivity input for the point-kinetics
sub-solver (Radman et al., 2022), which can be used to model
the effect of control rods.

• The modulation of the external neutron source in the point-
kinetics sub-solver for sub-critical scenarios (a reactor start-up or
the operation of an accelerator-driven system).

In addition, the volume integral of user-selectable fields can be
output to FMUs. This is useful, for instance, to pass the core power to an
FMU-based control system, though, of course, one could use a standard
flux sensor and replicate the actual situation in a nuclear reactor.

The possibility to pass volume integrals to an FMU is also crucial to
simulate the heat exchange between a primary loop modeled with GeN-
Foam, and a secondary loop modeled with FMUs, thus enabling the
set-up of multi-fidelity simulations. From the perspective of the primary
circuit, one can simulate the secondary side of a heat exchanger as a
fixed-temperature sub-scale ‘‘structure’’ (the fluid in the secondary/in-
termediate loop), thermally separated from the primary coolant via
thermal resistances of the primary coolant, of the heat-exchanger walls,
and of the secondary coolant. An FMU of the secondary/intermediate
loop will provide GeN-Foam with information about the tempera-
ture(s) and the Nusselt number in the secondary/intermediate loop.
This required the implementation of new functionalities to:

• Set the temperature of a sub-scale structure in a porous medium
based on the input from FMUs;

• Calculate a heat resistance towards a sub-scale structure based on:
the Nusselt number of the fluid, a fixed heat conductance, and an
additional heat conductance provided by an FMU.

Based on this information, GeN-Foam passes volume integrals to FMUs
to calculate the integral power transferred from primary to secondary/
intermediate loops and gives this information to the FMU that calcu-
lates temperatures in the secondary/intermediate loops. It is possible to
split the heat exchanger in GeN-Foam into multiple fixed-temperature
zones to adapt to the nodalization of the FMU model of the sec-
ondary/intermediate loop. An example of this strategy is detailed in the
next Section. All the features presented above can be used in multiple
places of a single simulation.

2.4. Coupling architecture and algorithm

To assess the modularity and flexibility of the proposed solution, we
have modeled a nuclear power plant using four architectures that differ
based on how data transfer is managed among codes. These architec-
tures are summarized in Fig. 2. Architectures a. and b. use GeN-Foam
as the master code coupled via FMU4FOAM to FMUs, respectively,
Modelica in case a., and Modelica and Simulink in case b.. Cases c. and
d. treat all the models as FMUs with a single Python script to perform
the coupling. All of these architectures rely on open-source Python
modules to simplify the communication and manipulation of FMUs,
such as pyfmi (Andersson et al., 2016), fmpy (Dassault Systèmes,
2023), or omsimulator (Ochel et al., 2019). On the one hand, using
GeN-Foam as a master allows a somewhat simplified control of the
time step, which is usually smaller in multi-physics codes compared to
system codes. An FMI-compatible interface is also easier to implement
in a code with respect to encapsulating the code into an FMU. On the
other hand, a full FMU architecture allows a more modular approach
where all the models are coupled and managed in a simple Python
script and where the FMUs can easily be exchanged with other FMUs
performing the same tasks.

In those cases where GeN-Foam is used as a master code, the
FMU4FOAM library uses an FMU Simulator to handle communications
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Fig. 2. Multi-fidelity architecture schemes tested during a load-follow scenario.

with FMUs. The FMU Simulator is implemented as an OpenFOAM
function object, which is an instance that can be called at the end of
each time step by an OpenFOAM-based solver and that often describes a
post-processing action to extract results from an OpenFOAM simulation
at runtime. The FMU Simulator relies on an embedded Python inter-
preter that can use open-source Python frameworks such as pyfmi,
fmpy, or omsimulator to manage and communicate with the FMUs,
and can be instructed to perform specific tasks via standard Python
scripting.

At initialization, the FMU Simulator loads the FMUs in memory with
the embedded Python interpreter. In the case of multiple FMUs, a con-
nection map is instantiated to instruct how to connect the input/output
ports of the various FMUs. When executed, the FMU Simulator transfers
the information contained in the communication layer to the FMUs.
Then, all FMUs are instructed by the FMU Simulator to perform a
time step to align with the GeN-Foam simulated time. Finally, the data
from the FMUs are extracted by the FMU Simulator and saved in the
communication layer, from where they can be used by the various
GeN-Foam classes.

Our current algorithm creates an explicit coupling between GeN-
Foam and the FMUs, in the sense that a single bi-directional infor-
mation exchange is performed at every time step. As shown in the
next section, an explicit scheme is sufficient in this work to guarantee
a stable solution when performing a coupling between primary and
secondary circuits at the level of the heat exchangers. In addition,
the default behavior of function objects can be overridden, and the
FMU Simulator can be triggered at any point during a simulation. This
allows for more implicit coupling schemes that might be necessary for
other types of code couplings, such as for a pressure-velocity coupling
when simulating the thermal-hydraulics of core and piping/pools using
different tools. This latter point will be part of future developments.

When all the models are embedded in FMUs, writing a simple
script to couple the units during the simulation, for instance, using
the previously mentioned Python packages, is necessary. This approach
creates a more homogeneous architecture where all the models are
coupled and managed by a unique lightweight script. The Listing 1 is an
example of using the PyFMI library for a complete coupled simulation.
4

Listing 1: Python master script to perform a coupled simulation with
the architecture c. in Fig. 2.

# Import PyFMI library
import pyfmi

# Load the FMUs
reactor = pyfmi.load_fmu( " reactor.fmu " )
BOP = pyfmi.load_fmu( " BOP.fmu " )

# Create connections between FMUs,
# from FMU outputs to FMU inputs
connections = [

(reactor, " PowCore " , BOP, " PowCore " ),
(BOP, " rhoExt " , reactor, " rhoExt " )

]
# Loop over the remaining FMI ports
# for the SG
for i in range(8):

connections.append((
reactor, f " PowSG{i} " ,
BOP, f " PowSG{i} "

))
connections.append((

BOP, f " TempSG{i} " ,
reactor, f " TempSG{i} "

))

# Create the simulator with models and
# connections
simulator = pyfmi.master.Master(

[reactor, BOP],
connections

)
opts = simulator.simulate_options()
opts[ " step_size " ] = 0.01

# Run the coupled simulation
results = simulator.simulate(

start_time = 0,
final_time = 1000,
options = opts

)

2.5. Restart of a simulation

The simulation restart is an important capability of any code system
that allows, for example, performing transient simulations based on
a steady-state solution from a previous calculation. A restart implies
that the RAM has been emptied and that essential simulation data
needs to be saved somewhere to enable a clean restart. Data can be
saved to disk or within a master process. Unfortunately, while the
FMI does not have specific limitations in terms of simulation restart,
specific codes might have limited restart capabilities and specific restart
procedures. This means the user must carefully handle each sub-model
of its multi-fidelity (or multi-physics/multi-scale) model. In our specific
case, while OpenFOAM includes straightforward restart capabilities, a
similar option is missing from OpenModelica or Simulink.

To address this software-specific issue, we instructed the FMU Simu-
lator or the Python script to write all the FMU state variables in a results
file at each time step or at the final time step. Then, at the beginning
of a restart, the latest FMU state in the results file is extracted, and
each variable is initialized using the corresponding values. In the case
of Simulink, not all the variables of an FMU are accessible. However,
Simulink allows several entry points to initialize its state variables
externally via FMI-based inputs.
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We observe that we decided to write data to a file since it allows for
a restart even when we stop the FMU Simulator or the Python script.
However, when employing a Python-driven architecture (architectures
c. and d. in Fig. 2), a developer can choose to keep the data in memory
within the Python process.

3. Modeling of load-following operations of an LFR

To demonstrate the capabilities of the FMI standard, we have pre-
pared a relatively complex multi-fidelity model of an LFR that couples
a high-fidelity model of the primary circuit with lumped-parameter
models of the balance of plant (BOP) and of a simplified control system.
The LFR considered in this section is based on the design of the ALFRED
reactor (Grasso et al., 2014).

3.1. Numerical models

In this section, we provide a brief description of the various models
we used. A detailed description is out of the scope of this paper, but
an interested reader can refer for instance to Radman et al. (2022) and
Ponciroli et al. (2014).

3.1.1. GeN-Foam: primary circuit
The ALFRED reactor is a pool-type LFR developed in the frame of

the 7th Euratom Framework Program (Grasso et al., 2014; Alemberti
et al., 2020). This critical reactor of 300 MW thermal is cooled with
liquid lead at atmospheric pressure, with a minimum temperature of
400 ◦C (673 K) corresponding to the inlet temperature of the core.
The outlet temperature is 480 ◦C (753 K), leading to an average mass
flow rate of ≈25 t/s. In this example, GeN-Foam is used to model the
primary pool with a coarse-mesh 2-D geometry using the dimensions
from Ref. Grasso et al. (2014). Fig. 3 shows the GeN-Foam model with
the core, the primary pump, and the steam generator divided into 8
axial sections. The model makes use of a porous-medium (sub-channel-
like) representation of the core and heat exchanger and of a standard
RANS model for the pool. While a 2-D model is selected based on
the demonstrative nature of this work, a 3-D model could be used
without any change in the coupling logic. A porous-medium approach
is used to model sub-scale structures such as nuclear fuel pins or steam
generators, while we used a RANS CFD approach for clear-fluid regions.
A point-kinetics approach is used to model the power evolution of the
core with the nuclear feedback coefficients taken from Ref. Grasso et al.
(2014).

3.1.2. OpenModelica and Simulink: BOP and control system
The secondary circuit is a superheated pressurized water/steam

cycle, and it is modeled using OpenModelica and its ThermoPower
library. It includes a steam generator, a high-pressure and two low-
pressure steam turbines connected to the same shaft to an alternator,
and an electric load acting as the electric grid. The pressure in the steam
generator is ≈190 bars with a feedwater mass flow rate of ≈193 kg/s.
The feedwater and steam generator outlet temperatures are 335 ◦C
and 450 ◦C respectively. For cases a. and c. of Figs. 2 and 6, the
OpenModelica model also includes a PID-controlled turbine admission
valve and a PID-controlled reactor external reactivity (representative of
control rods). The PID-controlled turbine admission valve maintains the
alternator frequency to the targeted 50 Hz, corresponding to the stan-
dard European electrical grid frequency. For cases b. and d., Simulink
replaces the PID controllers of OpenModelica as shown in Fig. 7, thus
separating the BOP into two models shown in Figs. 4 and 5. In Fig. 4,
the feedwater flows into the system through a pressure boundary condi-
tion. Then, it flows through the center of the steam generator bayonet,
represented as a single pipe, and into the heating sections that receive
power from the reactor model. After the steam generator, the steam
passes the turbine valve admission which is controlled via one of the
PIDs based on the electric grid frequency. Finally, the steam transfers
5

Fig. 3. Primary circuit modeled with GeN-Foam.

its energy to the high- and low-pressure turbines which are connected
to a mechanical inertia, the alternator, and the external electric load.
The controllers shown in Fig. 5 use 2 separate PIDs. The first PID
compares the electric grid frequency to a fixed target frequency of
50 Hz. The output is connected to the turbine valve admission opening,
thus balancing the mechanical and electrical powers of the plant. The
second PID compares the core power to the electrical power scaled by
the nominal turbomachinery efficiency. The output is connected to the
external reactivity insertion that is represented by a single number.

3.1.3. Coupling
The coupling between the reactor pool and the BOP is performed

at the steam generator level based on the communication scheme
presented in Figs. 6 and 7. The steam generator is divided into 8 axial
sections, enabling us to partially discretize the axial distribution of the
steam/water thermo-physical properties. This discretization can be seen
in Figs. 3 and 4. Each section of the steam generator exchanges the
power from GeN-Foam and temperature from OpenModelica via FMIs.
In addition, the core power can be monitored by a PID that controls
the insertion of reactivity in the core. This PID controller can be used
to accelerate the convergence of the balance between the core power
and the electric demand.

3.2. Results

A simplified load-follow operational transient has been selected as
it involves all major nuclear power plant components. This transient is
driven by the electricity demand on the alternator and by the response
to this change of the PID that drives the turbine admission valve.

During this transient, it is expected that the core power will tend
to balance the electric demand thanks to the predominately negative
reactivity feedback of the reactor. For instance, if the power demand
decreases, the alternator’s electric output frequency will increase be-
cause of a decreased resistance to rotation. The PID will partly close the
turbine admission valve to balance mechanical and electrical powers.
The closing of the valve will induce an increase in pressure in the
steam generator, which will increase the saturation temperature of the
water. As the steam/water mixture heats up, the inlet temperature of
the primary circuit will increase, which will decrease the core power
thanks to the negative reactivity feedback. Hence, the core outlet tem-
perature and the steam generator temperature will decrease, balancing
the pressure increase in the steam generator. This transient is relatively



Progress in Nuclear Energy 169 (2024) 105022T. Guilbaud et al.
Fig. 4. OpenModelica model of balance of plant without controllers.
Fig. 5. Simulink model of PID controllers.

slow to converge to a new steady-state because of the large thermal
inertia of the lead in the primary circuit and of the steam/water fluid in
the steam generator. The most straightforward to accelerate the power
convergence will be to anticipate the transient by adjusting the control
rod position. Therefore, an additional PID controller has been included
for demonstration purposes in a separate simulation to accelerate the
core power convergence. The PID compares the electric load with a
measure of the core power and acts on the control rod position to
change the reactivity level in the core.

The scenario tested with the four architectures of Fig. 2 is a drop
of 20 MWe of the electric power demand from the nominal power at
100 s. Then the demand returns to the starting value after 500 s. The
demand variations happen linearly over 10 s. Two cases have been
6

Fig. 6. Information transfers between the GeN-Foam and Modelica models through
FMIs corresponding to architectures a. and c. of Fig. 2.

simulated and are reported in Fig. 8: one without any action on the
core external reactivity (dashed lines); and one where a PID controller
acts on the core external reactivity based on current and desired power
levels (plain lines), which represents a more complex scenario where
the core is driven towards the desired power output before the feedback
from the secondary circuit propagates back to the core. For the first
100 s of the simulation, the system remained in a steady-state, allowing
us to test our restart procedure. For brevity, we have only reported in
Fig. 8 the results from case a. of Fig. 2. As expected, the other three
simulated architectures showed identical behaviors.

In both the simulated cases, the frequency remains well under
control with a maximum deviation below 0.2 Hz. In the Continental
European power system context, a deviation of 0.2 Hz represents the
maximum deviation before the full activation of the frequency con-
tainment reserves (Scherer, 2016). During the electric power demand
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Fig. 7. Information transfers between the GeN-Foam, Modelica, and Simulink models through FMIs corresponding to architectures b. and d. of Fig. 2.

Fig. 8. Response of the system to a load-follow of 20 MWe. Plain lines are the transient response with a PID controller on the external reactivity, and the dashed lines are without
the controller.
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Table 1
Computational requirements during the 1000 s load-follow transient for different
modeling architectures.

Modeling tools Architecture Computing
time [s]

Ratio [%]

GeN-Foam standalone
– 588 –

GeN-Foam + Modelica (FMU) Fig. 2.a 643 109
GeN-Foam + Modelica (FMU)
+ Simulink (FMU)

Fig. 2.b 734 124

GeN-Foam + Modelica (all
FMUs)

Fig. 2.c 704 119

GeN-Foam + Modelica +
Simulink (all FMUs)

Fig. 2.d 705 119

drop, the core power converges to a new lower power. As expected,
the case with the PID controller acting on the core external reactivity
converges faster to this new power. We also observe smaller tempera-
ture variations and a smaller steam production in the steam generator.
It can also be noticed that the electric grid frequency response is
asymmetric between the decrease and increase of power demand. In
fact, the system behaves non-linearly depending on its state before each
transient. Oscillations in frequency and mass flow rate at the point of
load increase are thought to be physical since they did not change with
different time steps, and since their frequency is significantly smaller
than the time steps employed in the simulation.

Regarding computational requirements, Table 1 summarizes the
computing time for a single-core run on an 11th Gen Intel® Core™ i9-
1900K @ 3.50 GHz. The computational time seems to increase with
he number of connected FMUs when using GeN-Foam as the master
ode, while this is not the case for an FMU-only simulation. We hypoth-
size that the FMU Simulator and the embedded Python interpreter may
ffect performance compared to the all-FMUs architecture. As a final
omment about simulation results, we report that we have also run the
imulation with a parallel GeN-Foam case and verified that parallelism,
hich is essential for higher-fidelity GeN-Foam cases, did not represent
problem.

. Discussion and conclusions

This study has demonstrated the use of an FMI-based approach to
imulate nuclear reactors, from core to alternator, based on a diverse
et of open-source and proprietary tools like GeN-Foam, OpenModelica,
nd Simulink. Here are some major findings:

• The overhead of implementing an FMI-compatible interface for
a new tool does not seem large with respect to implementing
a dedicated interface for a specific code-to-code coupling. The
additional time dedicated to understanding the FMI standard
can be compensated by the availability of work done by the
community. In the case of OpenFOAM, we found a library named
FMU4FOAM that only needed to be extended to meet our needs.
Looking at the library itself, it is clear that it benefitted greatly
from the existence of FMU-oriented Python libraries. In essence,
FMU4FOAM is configured as a refactoring of some OpenFOAM
post-processing utilities, with the additional binding of Python
code that allows the wrapping of FMI-oriented libraries. In gen-
eral, we believe that the strategy of binding Python scripting
within software can greatly simplify the task of providing codes
with an FMI interface. It also enables seamless interaction with
Python and its many libraries for scientific computing.

• Once an FMI-compatible interface and the possibility to wrap
a tool into an FMU are implemented, coupling the tool (GeN-
Foam in our case) with other FMI-compatible software has been
confirmed to be straightforward. We tested two main approaches:
GeN-Foam was the master code coupled to FMUs via an FMI-
compatible interface and the other where all the models and
8

software, including GeN-Foam, were embedded into FMUs and
guided by a Python script. We have found that using a Python-
driven all-FMUs architecture greatly simplifies the creation and
extension of multi-fidelity or multi-physics models; it provides
at all times a general view of the coupling architecture; it en-
ables in-memory restarts; and it allows embedding pre- and post-
processing capabilities based on Python libraries e.g. for uncer-
tainty quantification, graphical user interfaces, etc. The drawback
is that this approach requires the capability to embed a code into
an FMU, which can be more challenging than simply providing a
code with an FMI-compatible interface to FMUs.

• Coupling 3 different tools instead of 2 did not result in significant
difficulties, underlining the potential of an FMI-based approach
for a general, code-agnostic approach to code coupling. An all-
FMU coupling strategy also showed no computational overheads
when increasing the number of FMUs while maintaining the same
complexity in the simulation.

• The issue of parallel performance has only been discussed very
briefly. We simply verified that parallelization in GeN-Foam
would not introduce problems. However, we believe that proper
parallelization can become problematic with an increasing num-
ber of FMU objects, especially when two or more of these objects
require high-performance computing. In those cases, a coupling
architecture similar to cases c. and d. in Fig. 2, where a Python
script drives the simulation, could be used for a suitable distri-
bution of resources and set-up of an optimal calculation chain.
However, this would make the Python script significantly more
complicated with respect to what we reported in Listing 1.

• Simulation restart can represent a challenge in an FMU-based
approach, depending on the variables that each code in the
simulation environment exposes to the user. This is particularly
a concern for proprietary tools. However, it seems reasonable to
assume that most proprietary tools will/should expose enough
variables to enable a user to perform a restart. This is what
happened in our case.

• Regarding the specific case of coupling the primary circuit and
BOP via energy conservation in the heat exchanger(s), we ob-
served that an explicit coupling with a single information ex-
change at every time step was enough to provide a stable solution.
However, implicit or semi-implicit couplings could easily be ob-
tained by triggering an information exchange at every, or after
several, iterations. Similarly, one could loosen the coupling by
triggering the data exchange every several time steps.

Based on the above, implementing an FMI interface presents itself
as a judicious and reasonable long-term investment of resources for
simulation software. This approach offers the advantage of facilitating
the coupling of multiple tools, a capability that would otherwise ne-
cessitate the development of multiple dedicated code-to-code-specific
coupling interfaces. Furthermore, it is worth noting that numerous
prominent codes utilized in the automotive and aeronautics industries
already provide FMI adapters and that some nuclear-oriented codes are
starting to move in the same direction. This widespread availability
enhances the potential for coupling with an expanding array of tools
from many engineering domains. By harnessing the power of the FMI
standard, we firmly believe that our community can establish a robust
and highly modular interdisciplinary modeling framework. This frame-
work could serve as a cornerstone for conducting advanced multi-scale,
multi-fidelity, and control-oriented simulations in the field of nuclear
engineering.

A caveat of the FMI interface is that it is currently mainly oriented
towards system-level, lumped-parameter tools. Although the FMI inter-
face allows for the exchange of any amount of information, it does not
provide standards e.g. for mesh-to-mesh projections. The demand for
such an extension is increasing within the large FMI community, but

the extension does not seem to be planned yet. Other projects exist that



Progress in Nuclear Energy 169 (2024) 105022T. Guilbaud et al.

a
i
F
S
S
A
S
W
e

D

i
i

D

A

p

R

A

A

A

A

B

B

are attempting to create a coupling standard for PDE-oriented tools. A
notable example is the preCICE library (Chourdakis et al., 2022), which
has a quickly expanding community and support for several major tools
for scientific computation as an FMI runner. In this sense, it is a good
plug-in for an FMI-based simulation environment.

Our future efforts will be directed towards enhancing the implemen-
tation of the FMI standard within GeN-Foam. This aims at ensuring
the code’s robustness while minimizing the number of dependencies.
We also anticipate incorporating implicit coupling capabilities into
GeN-Foam to enable stable simulations for specific code-coupling ar-
chitecture, such as pressure-velocity coupling when simulating the
thermal-hydraulics of a circuit with different codes. Additionally, we
plan to move in the direction of multi-scale coupling by coupling GeN-
Foam with the fuel performance code OFFBEAT (Scolaro et al., 2020)
using the presented approach.
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