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In the context of source separation solutions for virtual reality applications, several techniques in the spherical 
harmonics domain have been proposed in the literature. The performance of such methods is limited under 
high reverberation conditions and the rendering of the obtained spatial sound is fixed to the recording location 
only. Recently, novel sound field works in the literature proposed a global representation that enables both 
the direct sound (exterior field) estimation and the reconstruction in locations different from the acquisition 
ones. In this paper, we propose a signal processing framework based on Multichannel Non-Negative Matrix 
Factorization in the spherical harmonics domain that operates directly over the exterior field coefficients enabling 
the reconstruction of the direct sound field of the separated sources. To evaluate our proposal, we compared with 
other state-of-the-art source separation approaches using several setups and including different reverberation 
conditions, showing promising results in terms of BSS_eval metrics.
1. Introduction

The high-order ambisonics (HOA) format is a popular choice for 
virtual reality (VR) applications due to its efficient transmission, uni-

form sound scene coverage, and ease of acoustic scene rotation [1]. 
In VR applications, object-based encoding is utilized to enable immer-

sive experiences with six degrees of freedom (6DOF) as proposed in 
MPEG-I [2]. However, sound source separation (SSS) is necessary to 
convert from HOA (3DOF) to object-based (6DOF) format. Numerous 
approaches employing SSS techniques have been proposed for this pur-

pose. While beamforming methods have been employed in the spherical 
harmonics (SH) domain [3–6], they require prior knowledge or esti-

mation of the direction of arrival (DOA) for each source and may be 
susceptible to low-frequency noise with small array radii. In [7], In-
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dependent Component Analysis (ICA) was proposed as an alternative 
approach. To address underdetermined scenarios with more sources 
than channels, some researchers have explored the use of Multichannel 
NMF (MNMF) in the SH domain. In [8], the authors proposed an MNMF 
model using a weighted combination of DOA kernels in the ambison-

ics SH domain to leverage spatial properties, while modeling source 
spectrograms with a standard NMF structure. In [9], this approach was 
combined with deep neural network for the task of singing voice sep-

aration under a supervised scenario. In [10], the authors extended [8]

using a convolutive NTF model to deal with reverberant conditions. 
DOA information is also exploited for source separation in [11] using 
an end-to-end deep learning model in the ambisonics SH domain.

A novel approach to efficient blind SSS has been introduced in 
[12], which utilizes Non-negative Tensor Factorization (NTF). The ap-
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Fig. 1. Graphical representation of HOMs setup. The ROI (light red) is sur-

rounded by a set of HOMs, while the sources are confined inside the region of 
radius 𝑅𝑠 .

proach employs diagonalization over the full-rank signal model in the 
SH domain to represent the interior sound field, thereby reducing the 
computational cost needed for MNMF. Unlike the MNMF approaches 
mentioned earlier, this study incorporates the modeling of near-field 
sources, in addition to far-field sources, by leveraging the properties of 
the spherical Hankel function. To improve the performance of the NTF 
cost function, a masking scheme is utilized to eliminate both a noisy 
(evanescent) region and the high-power region. However, these meth-

ods experience a significant decrease in performance when faced with 
high reverberation conditions.

The main limitation of the customary techniques lies in the fact that 
they lack of a global sound field representation, hence their perfor-

mance is constrained to the recording location. Recently, sound field 
representations have been adopted in order to combine and exploit 
the information of multiple arrays [13–16]. In this context, spherical 
harmonics expansion provides a convenient model of the acoustic field 
[15,17–19] because the direct sound of sources confined in a region can 
be inherently described in terms of exterior field. Oppositely, interfer-

ers and reverberation coming from the outside of the source region are 
modelled as an interior field. The authors in [15] employed higher or-

der microphone arrays (HOMs) to split sound field into its interior and 
exterior elements. Unfortunately, the required dense spatial sampling 
makes the adoption of [15] difficult for practical implementations, for 
instance more than 600 sensors are needed to cover a region of 1m
at frequency 1000Hz. Various approaches have been suggested to ad-

dress the significant hardware and computational demands by reducing 
the number of sensors required. For instance, in [17], the authors uti-

lize Room Impulse Responses (RIRs) to represent reverberation as an 
interior field based on the collected data. Moreover, in [20], synthetic 
free field impulse responses are combined with the previously measured 
RIRs to limit the size of the dictionary. It is worth noting that although 
the sound field reconstruction techniques are able to estimate the acous-

tic field in arbitrary locations, in the case of multiple sound sources, the 
contribution of each individual source is not readily available.

In this work, we propose a framework based on the exterior/interior 
field decomposition to increase the robustness of the state-of-the-art au-

dio signal processing techniques against reverberation. In particular, 
we propose a MNMF-based signal decomposition approach that oper-

ates directly on the exterior field coefficients, allowing the separation 
of target sources within an acoustic region and the reconstruction of 
the sound field of a single source at any spot outside the source region. 
The adoption of a global sound field representation allows us to reduce 
the reverberant component of the sound field in the array signals per-

forming the separation on the dry signal only. Moreover, the employed 
sound field model enables the combined use of all the HOMs in the op-
2

timization algorithm, instead of limit the MNMF to each single array. 
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We evaluate the proposed framework with several setups with differ-

ent number of arrays, sources, locations and T60. To demonstrate the 
potential of the proposed framework, comparisons with other state-of-

the-art methods have been conducted at the microphone level.

The rest of the paper is organized as follows. Section 2 formulates 
the problem in the spherical harmonics domain and reviews the founda-

ments of MNMF. The proposed framework to model the exterior field 
coefficients using NMNF is presented in Section 3. Simulation results 
and comparisons with other state-of-the-art source separation methods 
are presented in Section 4. Finally, Section 5 concludes the paper.

2. Data model

2.1. Sound field model

Let us assume that 𝑄 HOMs of 𝑉 th order are distributed and enclose 
a circular region of interest (ROI) with radius 𝑅 (see Fig. 1). 𝑆 active 
sound sources are contained in a circular region concentric with the ROI 
of radius 𝑅𝑠 ≤ 𝑅. Within the ROI, the sound field at a generic location 
𝒙 = [𝑟, 𝜃, 𝜙]𝑇 is generally given superimposing two components as [19]

𝑦(𝒙, 𝑓 , 𝑡) = 𝑦𝐸 (𝒙, 𝑓 , 𝑡) + 𝑦𝐼 (𝒙, 𝑓 , 𝑡), (1)

where 𝑦𝐸 (𝒙, 𝑓, 𝑡) models the exterior (direct) sound from the source 
region and 𝑦𝐼 (𝒙, 𝑓, 𝑡) is referred to as the interior field from the outside 
of the ROI, with 𝑓 temporal frequency and 𝑡 temporal index. Hence, 
the interior component models sources outside the ROI and reflections. 
Conveniently, both components in (1) can be expressed using spherical 
harmonics expansion [21]

𝑦𝐸 (𝒙, 𝑓 , 𝑡) =
𝑁𝐸∑
𝑛=0

𝑛∑
𝑚=−𝑛

𝛽𝑛𝑚(𝑓, 𝑡)ℎ𝑛
(
2𝜋 𝑓
𝑐
𝑟

)
𝑌𝑛𝑚(𝜃,𝜙), (2)

𝑦𝐼 (𝒙, 𝑓 , 𝑡) =
𝑁𝐼∑
𝑛=0

𝑛∑
𝑚=−𝑛

𝛼𝑛𝑚(𝑓, 𝑡)𝑗𝑛
(
2𝜋 𝑓
𝑐
𝑟

)
𝑌𝑛𝑚(𝜃,𝜙), (3)

where 𝑌𝑛𝑚(⋅) defines the spherical harmonic of order 𝑛 and degree 𝑚, 
ℎ𝑛(⋅) is the 𝑛th order spherical Hankel function of the second kind 
and 𝑗𝑛(⋅) is the 𝑛th order spherical Bessel functions of the first kind, 
with 𝑐 the sound speed. The limits of the expansions are given by 
𝑁𝐸 = ⌈2𝜋 𝑓

𝑐
𝑒𝑅𝑠∕2⌉ and 𝑁𝐼 = ⌈2𝜋 𝑓

𝑐
𝑒𝑅∕2⌉ [22]. The terms 𝛽𝑛𝑚(𝑓, 𝑡) in 

(2) contains the exterior coefficients, while 𝛼𝑛𝑚(𝑓, 𝑡) in (3) are the inte-

rior ones. The coefficients are known as “global” since they completely 
determine the acoustic field in the ROI. The signals of the 𝑞th HOM, 
analyzing the sound field, are expressed using spherical harmonics as 
[18]

𝑎(𝑞)
𝜈,𝜇

(𝑓, 𝑡) = 1

𝑏𝜈

(
2𝜋 𝑓
𝑐
𝑟𝑀

) 𝑄′∑
𝑞′=1
𝑦(𝑞)(𝒙𝑞′ , 𝑓 , 𝑡)𝑌 ∗

𝜈𝜇
(𝜃𝑞′ , 𝜙𝑞′ ), (4)

where 𝑄′ is the number of sensors in the HOM, 𝑦(𝑞)(𝒙𝑞′ , 𝑓, 𝑡) is the signal 
(1) of the sensor at 𝒙𝑞′ = [𝑟𝑀 , 𝜃𝑞′ , 𝜙𝑞′ ]𝑇 (referred to the origin of the 
𝑞th array), while 𝑏𝜈(⋅) is a term depending on the array type [21], i.e., 
consisting of an open or rigid sphere. Note that the expansion order in 
(4) 𝜈 = 0, … , 𝑉 , is given by the array order 𝑉 , while 𝜇 = −𝜈, … , 𝜈. The 
coefficients 𝑎 in (4) are referred to as “local” since they are computed 
with respect to each HOM reference system. The local coefficients are 
related to the global sound field ones (2), (3) through the well-known 
spherical harmonics translation as [15]

𝐚 (𝑓, 𝑡) =
[
𝐓𝐸 (𝑓 ),𝐓𝐼 (𝑓 )

] [ 𝜷(𝑓, 𝑡)
𝜶(𝑓, 𝑡)

]
(5)

where 𝐚 ∈ ℂ𝑄(𝑉 +1)2×1 is a vector collecting coefficients from all 𝑄
HOMs, 𝐓𝐸 (𝑓 ) ∈ ℂ𝑄(𝑉 +1)2×(𝑁𝐸+1)2 and 𝐓𝐼 (𝑓 ) ∈ ℂ𝑄(𝑉 +1)2×(𝑁𝐼+1)2 are 
translation matrices [18] that connect the exterior field coefficients 
𝜷 ∈ ℂ(𝑁𝐸+1)2×1 and the interior field coefficients 𝜶 ∈ ℂ(𝑁𝐼+1)2×1, re-
spectively. It follows that by inverting the relation in (5) and ignoring 
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the interior components, a naive estimate of the direct sound of the 
sources (exterior field) can be obtained as

𝜷̂(𝑓, 𝑡) = 𝐓†
𝐸
(𝑓 )𝐚(𝑓, 𝑡), (6)

which however suffers from leakage of the interior sound [20]. There-

fore, different approaches for the estimation of the global coefficients 
have been proposed in order to improve the inversion performance 
[17,19,20].

2.2. Multichannel NMF

Multichannel NMF (MNMF) can be expressed using the well-known 
local Gaussian model (LGM) which enables the systematic modeling and 
combination of spatial and spectral cues. In fact, under LGM modelling 
[23], the spatial image of the 𝑄(𝑉 + 1)2-channel mixture of 𝑆 multiple 
and mutually independent sources 𝐲(𝑓, 𝑡) ∈ ℂ𝑄(𝑉 +1)2 is represented as 
a sum of complex Gaussians, i.e.,

𝐲(𝑓, 𝑡) =
𝑆∑
𝑠=1
𝑦𝑠(𝑓, 𝑡) ∼ℂ

(
0,
∑
𝑠

𝐇𝑠(𝑓, 𝑡)𝜆𝑠(𝑓, 𝑡)
)
, (7)

with a positive-definite Hermitian covariance matrix which is the sum 
of components resulting from the multiplication between: 1) a spatial 
covariance parameter 𝐇𝑠(𝑓, 𝑡) ∈ ℂ𝑄(𝑉 +1)2×𝑄(𝑉 +1)2 , 𝑠 = 1, … , 𝑆 , model-

ing the spatial characteristics of the 𝑠th source image at the TF point 
(𝑓, 𝑡), and 2) a parameter 𝜆𝑠(𝑓, 𝑡) ∈ ℝ, 𝑠 = 1, … , 𝑆 representing the 
spectral variance of source image 𝑠 i.e., its spectro-temporal structure 
at (𝑓, 𝑡) TF point.

Assuming static sources, it is commonly accepted to consider that 
the spatial covariances remain time-invariant, i.e., 𝐇𝑠(𝑓, 𝑡) =𝐇𝑠(𝑓 ) [23,

24]. Moreover, a classical NMF scheme can be employed to model the 
spectral variance as

𝜆𝑠(𝑓, 𝑡) =
𝐾∑
𝑘=1
𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑔𝑘(𝑡), (8)

where 𝑏𝑘(𝑓 ) and 𝑔𝑘(𝑡) represent the basis functions and the time-

varying gains, respectively, for each NMF component 𝑘 ∈ [1, 𝐾]. The 
parameter 𝑢𝑠𝑘 associates sources and NMF components.

The model parameters 𝜽 = {𝐇𝑠(𝑓 ), 𝜆𝑠(𝑓, 𝑡)} can be obtained from 
the observed data using the maximum likehood (ML) criterion as

𝜽 = argmax
𝜽
𝑝(𝐗,𝜽′). (9)

As a matter of fact, under LGM modeling, (9) is equivalent to mini-
mizing the generalized Itakura Saito (IS) cost function:

𝐶𝐼𝑆 (𝜃) =
∑
𝑓,𝑡

tr
(
Σ̂𝑦,𝑓 𝑡Σ−1

𝑦,𝑓 𝑡

)
− logdet

(
Σ̂𝑦,𝑓 𝑡Σ−1

𝑦,𝑓 𝑡

)
−𝑄(𝑉 + 1)2, (10)

with Σ̂𝑦,𝑓 𝑡 = 𝐲𝑓𝑡𝐲𝐻𝑓𝑡 and Σ𝑥,𝑓𝑡 =𝐇𝑠(𝑓 )𝜆𝑠(𝑓, 𝑡). Alternatively, generaliza-

tion of the Euclidean NMF to the multichannel scenario can be formu-

lated using the following observation model:

𝑝
(
Σ̂𝑦,𝑓 𝑡, 𝜃

)
∼
∏
𝑓,𝑡

ℂ
(
Σ̂𝑦,𝑓 𝑡 ∣ Σ𝑦,𝑓 𝑡,1

)
. (11)

In fact, maximizing the log of the likelihood (11) is equivalent to mini-

mizing the multichannel Euclidean cost function

𝐶𝐹𝑅𝐵(𝜃) =
∑
𝑓,𝑡

‖‖‖Σ̂𝑦,𝑓 𝑡 −Σ𝑦,𝑓 𝑡
‖‖‖2𝐹 , (12)

where ‖ ⋅ ‖2
𝐹

represents the squared Frobenius norm.

Then, the update rules can be obtained using classical algorithms 
such as the expectation-maximization (EM) [25] or the majorization-

minimization (MM) [26]. However, updating the model parameters in-

curs a significant computational cost of O(𝐼3) due to the multiple matrix 
inversions required during the updates [27]. This limits the practical 
3

use of this framework when the number of channels increases. Several 
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techniques based on diagonalization have been proposed to tackle this 
issue and provide efficient computational solutions [12,28–30]. How-

ever, these methods come at a cost of being limited to certain array 
setups [30], reducing to only the diagonal values of the spatial covari-

ance matrix (SCM) [12], or relying on statistical independence between 
the sources to derive the spatial characteristics [28,29].

3. Proposed framework

3.1. Spherical harmonics signal model

Let us introduce a model for the exterior field coefficients (2) that 
similarly to [17,19,20], expresses 𝜷 as a sum of 𝑂 omnidirectional 
equivalent sources [31,32]

𝜷(𝑓, 𝑡) =𝐃(𝑓 )𝐰(𝑓, 𝑡)⇒𝐰(𝑓, 𝑡) =𝐃†(𝑓 )𝜷(𝑓, 𝑡), (13)

where 𝐰 ∈ ℂ𝑂×1 are the weights that model the spectro-temporal evo-

lution of the sources, while 𝐃(𝑓 ) ∈ℂ(𝑁̃𝐸+1)2×𝑂 is the matrix of elements

𝐃𝜄,𝑜(𝑓 ) = −𝑖𝑘
√
4𝜋𝑗𝑛

(
2𝜋 𝑓
𝑐
𝑟′
𝑜

)
𝑌 ∗
𝑛𝑚
(𝜃′
𝑜
,𝜙′
𝑜
), (14)

expressing the translation [33] of the 𝑜-th Green’s function from 𝒙′
𝑜
=

[𝑟′
𝑜
, 𝜃′
𝑜
, 𝜙′
𝑜
]𝑇 to the origin with 𝜄 = 1, … , (𝑁̃𝐸 + 1)2 the index of degrees 

and orders. The matrix 𝐃(𝑓 ) corresponds to a dictionary of equivalent 
sources obtained by sampling the source region. Note that, in order 
to reduce the number of coefficients, it could be convenient to use an 
expansion order 𝑁̃𝐸 in (13) that is different from the actual order 𝑁𝐸 in 
(2). This comes at the cost of lower reconstruction accuracy. It follows 
that using (13) we can relate the signals of the sensors with the exterior 
field as [20]

𝐚 = 𝐏𝐃𝐰 = 𝚪𝐰 = 𝚪𝐃†𝜷, (15)

where 𝐏 ∈ℂ𝑄(𝑉 +1)2×(𝑁̃𝐸+1)2 models the propagation term of SH expan-

sion [19] and 𝚪 = 𝐏𝐃. Note that in (15) the dependency on time and 
frequency has been omitted for simplicity. Therefore, we adopt as input 
of the MNMF optimization a first estimate of the exterior coefficients 
obtained through (15), as proposed in [17,20]

𝜷̂(𝑓, 𝑡) =
[
𝚪(𝑓 )𝐃(𝑓 )†

]† 𝐚(𝑓, 𝑡). (16)

3.2. Exterior field MNMF model

Let us assume that the exterior field model from (16) can be modeled 
using a LGM as described in Sec. 2.2:

𝐁̂(𝑓, 𝑡) = 𝔼
[
𝜷̂(𝑓, 𝑡)𝜷̂(𝑓, 𝑡)𝐻

]
≈
∑
𝑠,𝑜

𝐇𝑜(𝑓 )𝑤𝑠𝑜(𝑓, 𝑡), (17)

where 𝐇𝑜(𝑓 ) =
[[
𝚪𝐃†]† 𝚪] [[𝚪𝐃†]† 𝚪]𝐻 is a SCM in the SH domain 

(𝐇𝑜(𝑓 ) ∈ ℂ(𝑁̃𝐸+1)2×(𝑁̃𝐸+1)2 ) modeling the fixed dictionary of Green’s 
functions (14) and the source weight parameter 𝑤𝑠𝑜(𝑓, 𝑡) ∈ ℝ+. Here, 
we consider modeling the source weight parameters using a classical 
NMF structure 𝑤𝑠𝑜(𝑓, 𝑡) = 𝑧𝑜𝑠𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑔𝑘(𝑡) where 𝑧𝑜𝑠 represents the 
spatial weight parameter that associates sources and locations, while 
the other parameters 𝑢𝑠𝑘, 𝑏𝑘(𝑓 ) and 𝑔𝑘(𝑡) model the sources spectro-

temporal structure. In fact, this model can be seen as an extension of 
the original DOA-based model from [34] which has also been applied 
in the Ambisonics domain [8].

3.3. Derivation of update rules

The free parameters 𝜃 = {𝐳, 𝐮, 𝐛, 𝐠} in (17) can be estimated by min-

imizing a cost function (e.g., (10) or (12)). Unfortunately, as explained 
in Section 3.2, the computational cost associated to the matrix inver-

sion operations of the SCM drastically limits the SH order of the model. 

This drawback can be mitigated using diagonalization techniques such 
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Table 1

Average SIR and SAR values for the two-sources scenarios.

Setup T60 = 0.3 s, 𝑄 = 4 T60 = 0.3 s, 𝑄 = 8 T60 = 0.3 s, 𝑄 = 16 T60 = 0.6 s, 𝑄 = 4 T60 = 0.6 s, 𝑄 = 8 T60 = 0.6 s, 𝑄 = 16 T60 = 1.2 s, 𝑄 = 4 T
Method SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR S

Female Speech

Proposed 𝑁 ′ = 1 9.8 12.8 13.1 12.9 15.3 12.8 12.1 13.1 12.0 13.3 14.5 13.3 12.1 13.2 1

Proposed 𝑁 ′ = 2 18.0 13.5 12.6 13.6 16.9 13.1 15.8 14.2 12.5 13.3 16.4 12.9 13.6 14.8 1

Proposed 𝑁 ′ = 3 16.0 14.1 15.2 13.6 16.6 13.5 16.2 14.5 14.7 13.4 15.7 13.1 14.8 14.8 1

ILRMA 9.4 9.8 1.8 7.4 7.8 7.9 8.2 10.4 7.4 9.9 3 8.1 7.5 11.5 8

FastMNMF 13.0 8.6 8.7 5.4 -0.4 4.1 11.7 9.3 7.1 7.1 -2.3 4.8 11.2 9.4 8

Male Speech

Proposed 𝑁 ′ = 1 15.7 12.3 14.0 12.2 13.9 12.8 14.9 11.4 16.1 11.8 15.6 12.9 14.3 10.4 1

Proposed 𝑁 ′ = 2 17.0 12.9 17.9 13.6 6.4 11.2 15.4 12.0 16.8 12.9 10.3 11.6 14.5 10.9 1

Proposed 𝑁 ′ = 3 17.4 12.9 9.6 11.2 11.3 11.4 15.9 11.7 10.1 11.7 13.0 11.9 14.9 10.4 1

ILRMA 10.6 14.9 10.6 15.0 10.6 14.9 2.3 10.8 2.5 13.7 2.1 12.7 0.4 10.3 -

FastMNMF -1.2 6.9 3.8 0.9 7.0 -0.6 11.1 11.3 10.3 0.8 -3.3 0.2 10.2 12.3 1

Table 2

Average SIR and SAR values for the three-sources scenarios.

Setup T60 = 0.3 s, 𝑄 = 4 T60 = 0.3 s, 𝑄 = 8 T60 = 0.3 s, 𝑄 = 16 T60 = 0.6 s, 𝑄 = 4 T60 = 0.6 s, 𝑄 = 8 T60 = 0.6 s, 𝑄 = 16 T60 = 1.2 s, 𝑄 = 4 T
Method SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR SIR SAR S

Female Speech

Proposed 𝑁 ′ = 1 8.7 12.6 11.3 11.5 12.5 12.5 7.3 11.8 9.6 11.0 11.0 12.1 7.0 11.2 8

Proposed 𝑁 ′ = 2 7.7 13.3 11.2 12.9 11.4 13.4 10.4 12.6 11.3 12.4 10.7 12.5 7.6 12.5 1

Proposed 𝑁 ′ = 3 10.9 12.1 12.2 11.6 12.4 11.9 12.3 12.0 13.0 11.9 13.8 12.0 4.9 10.2 1

ILRMA 4.9 8.1 0.0 7.8 0.6 7.9 5.2 7.1 -0.8 8.1 -0.5 7.5 3.4 7.6 -

FastMNMF 10.4 11.3 12.0 10.2 4.7 6.7 11.2 13.9 11.5 12.7 7.4 6.1 13.9 16.5 1

Male Speech

Proposed 𝑁 ′ = 1 -5.4 8.0 -1.3 7.3 9.5 10.7 9.8 8.8 -2.1 7.4 6.9 9.4 6.9 8.9 4

Proposed 𝑁 ′ = 2 -0.2 8.0 0.2 8.4 2.0 8.4 9.3 8.2 9.3 9.3 0.5 8.4 -5.5 9.3 7

Proposed 𝑁 ′ = 3 0.8 8.7 13.4 10.3 8.8 9.2 1.2 8.2 12.9 10.1 11.6 11.1 -1.8 8.6 1

ILRMA 2.3 7.1 5.3 11.6 4.0 9.7 -1.7 7.5 -0.5 10.0 -1.4 9.6 -4.8 8.3 -

FastMNMF 17.2 13.0 8.8 9.5 7.4 4.9 15.2 13.2 5.3 7.8 6.9 6.2 14.2 12.9 3
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60 = 1.2 s, 𝑄 = 8 T60 = 1.2 s, 𝑄 = 16
IR SAR SIR SAR

2.0 13.6 15.2 13.4

2.5 13.1 15.9 12.5

4.0 13.1 15.1 12.9

.9 11.8 4.0 9.0

.5 7.9 1.4 4.5

5.0 10.8 14.8 11.9

5.3 11.5 12.5 11.8

4.7 11.9 14.1 12.9

2.1 11.2 -2.1 11.3

1.5 0.4 -4.4 0.9

60 = 1.2 s, 𝑄 = 8 T60 = 1.2 s, 𝑄 = 16
IR SAR SIR SAR

.4 10.5 9.7 11.6

0.0 12.1 9.7 10.4

1.5 11.1 12.3 11.5

0.6 7.8 -1.4 7.5

0.9 13.9 5.4 6.2

.4 8.1 7.7 9.0

.7 9.0 12.0 11.3

1.7 10.3 11.2 10.2

4.7 9.2 -4.3 9.3

.5 8.3 7.0 5.7
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as the ones proposed in [12,29]. Alternatively, since the SCM matrix in 
the proposed model (𝐇𝑜(𝑓 ) in (17)) is a fixed parameter, we adopt the 
majorization-minimization algorithm as in [26] to minimize the gener-

alized Euclidean distance (12) to keep the algorithm computationally 
feasible. The update rules are obtained using an auxiliary function 𝑓+

𝑓+(𝜃) =
∑
𝑓,𝑡

𝑤𝑠𝑜(𝑓, 𝑡)2tr
(
𝐇𝑜(𝑓 )𝐑𝑠𝑜(𝑓, 𝑡)−1𝐇𝑜(𝑓 )𝐻

)
(18)

−
∑
𝑠𝑜

𝑤𝑠𝑜(𝑓, 𝑡)tr
(
𝐁̂(𝑓, 𝑡)𝐇𝑜(𝑓 )𝐻

)
−
∑
𝑠𝑜

𝑤𝑠𝑜(𝑓, 𝑡)tr
(
𝐇𝑜(𝑓 )𝐁̂(𝑓, 𝑡)𝐻

)
,

with auxiliary variables 𝐑𝑠𝑜(𝑓, 𝑡) that satisfy Hermitian positive defi-

niteness and 
∑
𝑠𝑜𝐑𝑠𝑜(𝑓, 𝑡) = 𝐼 . The equality of the auxiliary function 

and the cost function holds when the auxiliary variables satisfy

𝐑𝑠𝑜(𝑓, 𝑡) = 𝐁̂(𝑓, 𝑡)−1𝐇𝑜(𝑓 )𝑤𝑠𝑜(𝑓, 𝑡). (19)

Then, the free parameters are estimated by computing the partial 
derivatives of 𝑓+ w.r.t 𝑧𝑜𝑠, 𝑢𝑠𝑘, 𝑏𝑘(𝑓 ), and 𝑔𝑘(𝑡). Setting these deriva-

tives at zero, we have the following multiplicative update rules:

𝑏𝑘(𝑓 )←
∑
𝑡,𝑠,𝑜 𝑢𝑠𝑘𝑔𝑘(𝑡)𝑧𝑜𝑠tr(𝐁̂(𝑓, 𝑡)𝐇𝑜(𝑓 ))∑
𝑡,𝑠,𝑜 𝑢𝑠𝑘𝑔𝑘(𝑡)𝑧𝑜𝑠tr(𝐁̃(𝑓, 𝑡)𝐇𝑜(𝑓 ))

. (20)

𝑔𝑘(𝑡)←
∑
𝑓,𝑠,𝑜 𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑧𝑜𝑠tr(𝐁̂(𝑓, 𝑡)𝐇𝑜(𝑓 ))∑
𝑓,𝑠,𝑜 𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑧𝑜𝑠tr(𝐁̃(𝑓, 𝑡)𝐇𝑜(𝑓 ))

. (21)

𝑢𝑠𝑘←

∑
𝑓,𝑡,𝑜 𝑏𝑘(𝑓 )𝑔𝑘(𝑡)𝑧𝑜𝑠tr(𝐁̂(𝑓, 𝑡)𝐇𝑜(𝑓 ))∑
𝑓,𝑡,𝑜 𝑏𝑘(𝑓 )𝑔𝑘(𝑡)𝑧𝑜𝑠tr(𝐁̃(𝑓, 𝑡)𝐇𝑜(𝑓 ))

. (22)

𝑧𝑜𝑠←

∑
𝑓,𝑡,𝑘 𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑔𝑘(𝑡)tr(𝐁̂(𝑓, 𝑡)𝐇𝑜(𝑓 ))∑
𝑓,𝑡,𝑘 𝑢𝑠𝑘𝑏𝑘(𝑓 )𝑔𝑘(𝑡)tr(𝐁̃(𝑓, 𝑡)𝐇𝑜(𝑓 ))

, (23)

where 𝐁̂ is the observation model and 𝐁̃ the estimation in (17). The 
algorithm is implemented by first randomly initializing its parameters, 
and then repeating the update steps (20)-(23) for a fixed number of 
iterations. Furthermore, the spatial selector 𝑧𝑜𝑠 is re-scaled after each 
iteration to ensure that it satisfies the condition 

∑
𝑜 𝑧𝑜𝑠 = 1.

3.4. Sound source extraction

The exterior field coefficients of each source signal 𝜷𝑠(𝑓, 𝑡) are re-

constructed using a generalized Wiener filter [26] for each degree and 
order index 𝜄 as follows:

[𝜷𝑠(𝑓, 𝑡)]𝜄 =
∑
𝑜[𝐇𝑜(𝑓 )]𝜄𝜄[𝑤𝑠𝑜(𝑓, 𝑡)]𝑠∑
𝑠𝑜[𝐇𝑜(𝑓 )]𝜄𝜄𝑤𝑠𝑜(𝑓, 𝑡)

[𝜷̂(𝑓, 𝑡)]𝜄. (24)

Note that the weights of the monopoles 𝑤𝑠𝑜(𝑓, 𝑡) are independent 
of the SH order. Therefore, to reduce computational requirements, it 
is possible to decrease the SH order of the observation model 𝜷̂(𝑓, 𝑡)
and the fixed dictionary of Green’s functions 𝐇𝑜(𝑓 ) to 𝑁̃ ′

𝐸
(𝑁̃ ′
𝐸
< 𝑁̃𝐸 ) 

during the factorization while still obtaining 𝑁̃𝐸 -order coefficients in 
(24) by keeping the original order of 𝜷̂(𝑓, 𝑡) (from (16)) and 𝐇𝑜(𝑓 ).

Then, using (2), the exterior field of the sources can be estimated 
by propagating the coefficients to any point 𝒙 = [𝑟, 𝜃, 𝜙]𝑇 outside the 
source region.

𝑦̃𝑠(𝒙, 𝑓 , 𝑡) =
𝑁̃𝐸∑
𝑛=0

𝑛∑
𝑚=−𝑛

𝛽𝑠
𝑛𝑚
(𝑓, 𝑡)ℎ𝑛(2𝜋

𝑓

𝑐
𝑟)𝑌𝑛𝑚(𝜃,𝜙), (25)

where 𝑦̃𝑠(𝒙, 𝑓, 𝑡) can be considered as the free field response at 𝒙 due to 
5

the excitation of a point source 𝑠.
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4. Experiments

4.1. Setup

The performance of the proposed technique is compared with re-

spect to state-of-the-art MNMF techniques. In particular, we considered 
FastMNMF [29] and ILRMA [35] since both do not assume any specific 
single-array setup. As input mixture for all the considered methods we 
employed the direct sound estimate in (16). In order to evaluate the sep-

aration performance, we run an extensive simulation campaign varying 
acoustic conditions and number of HOMs.

We simulated RIRs using the image-source method [36] in a 5m ×
6m × 4.5m rectangular room, while varying the T60 ∈ {0.3,0.6,1.2} s. 
A variable number 𝑄 ∈ {4,8,16} of first-order HOMs (𝑉 = 1) are po-

sitioned on a circle around a ROI of 𝑅 = 1m. For each setup, we 
consider 3 realizations of 𝑆 = 2 sources located in random positions 
within the source region (𝑅𝑠 = 0.5m) and with 3 s source signals (male 
and female speakers) taken from dev1 dataset of [37]. Furthermore, 
we considered a setup with 𝑆 = 3 sources simulated with the same 
aforementioned conditions. The proposed method is implemented in 
MATLAB with 8 kHz sampling frequency. The STFT hamming window 
has a length of 512 samples, and we adopt an overlap of 75% and 1024-

samples FFT obtained using zero padding of the frames. A dictionary 
(14) of 𝑂 = 27 Green’s functions placed on points of a uniformly sam-

pled grid in the source region is employed (i.e., the distance between 
neighbour points is 17.7𝑐𝑚), while the SH expansion order of the recon-

struction (24) is limited to 𝑁̃𝐸 = 15. In addition, in order to evaluate 
the impact of SH order in MNMF process (17) we evaluate different 
𝑁̃ ′
𝐸
∈ {1,2,3}. The number of NMF basis per source has been set to 

20 for the proposed model and state-of-the-art techniques. We adopted 
the MATLAB implementation of ILRMA1 with partitioning model which 
exhibits higher performance in [35]. We employed the Pytorch imple-

mentation of FASTMNMF2 with the iterative projection algorithm. We 
considered both circular and two-steps initializations and we adopted 
the latter with 30 steps of gradual initialization [29] which showed im-

proved performance as observed also in [29]. Finally, we considered a 
total number of 500 iterations for all the considered algorithms. Audio 
examples of the separation results are available online [38].

4.2. Discussion

4.2.1. Results with two sources

We evaluate the separation performance adopting SDR, SIR and 
SAR metrics [39] computed for every sensor and averaged. Note that 
the values combine the results for the 3 random source location setups. 
Inspecting the SDR results for female speech (upper row of Fig. 2), 
we can observe that the proposed method provides a rather robust 
performance independently from the number of HOMs. Conversely, 
FastMNMF shows its best results with 4 HOMs independently from T60; 
however, its performance rapidly degrades when increasing the num-

ber of HOMS (16 HOMs, i.e., 64 channels in total). This behaviour was 
reported by the authors and it is due to numerical approximation errors 
in the original implementation to optimize the computational require-

ments. The same trend can be observed in Table 1 where the average 
SIR and SAR results are reported. As far as ILRMA is concerned, it re-

ports low average performance for all the considered setups.

From Fig. 2, one can note that the employed SH order during the 
MNMF procedure does not substantially influence the overall SDR per-

formance of the separation. As a matter of fact, the proposed method 
constantly achieves values ≥ 10 dB for all the scenario, excluding SDR
with 4 HOMs at T60 = 0.3 s and SH order 1 (≈ 7 dB). In general, im-

proved results can be obtained with higher SH order, but this comes 

1 https://github .com /d -kitamura /ILRMA.

2 https://github .com /sekiguchi92 /SoundSourceSeparation.

https://github.com/d-kitamura/ILRMA
https://github.com/sekiguchi92/SoundSourceSeparation
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Fig. 2. First row: female 2 sources SDR results; second row male 2 sources SDR results.

Fig. 3. First row: female 3 sources SDR results; second row male 3 sources SDR results.
at the cost of increased computational cost. As a matter of fact, both 
SIR and SAR in Table 1 improve at higher 𝑁̃ ′

𝐸
. Hence, one could limit 

the expansion order obtaining comparable performance with a reduced 
number of channels. From Table 1, we can observe that the scenario 
with 𝑄 = 4 HOMs particularly benefits from higher expansion orders, 
suggesting that, in case of limited HOMs, the order can be increased 
for improving the performance. Interestingly, the separation is not con-

siderably affected by the reverberation time showing that the prior 
estimation of the exterior field effectively removes reverberant compo-

nents of the sound field. Therefore, all the considered MNMF techniques 
take advantage of dereverberated input signals. Inspecting the results 
for male sources (bottom row in Fig. 2) we can note a decrease in the 
metrics for FastMNMF and ILRMA e.g., SDRFastMNMF < 2 dB or neg-

ative. The cause of the performance decrease can be attributed to a 
rank-deficient SCM problem due to the fact that the considered source 
signals are more correlated between each other with respect to case 
of female sources. On the other hand, the proposed technique, achieves 
SDR values that are similar for the two sources. It follows that including 
the sound field propagation model into the MNMF allows us to increase 
the robustness of the separation independently from the characteristics 
of the source signals.

4.2.2. Results with three sources

We provide additional results considering the same setup described 
in Sec. 4.1 but using combinations of 𝑆 = 3 male and female speech 
6

source signals active simultaneously.
From an overall inspection of Fig. 3 and Table 2, we can observe 
similar trends with respect to the two-sources scenario. Interestingly, we 
can see a clear improvement for FastMNMF in the case of 3 male sources 
and 4 HOMs with respect to the 2 sources scenario. In fact, adding a fur-

ther source seems to mitigate the problem of dealing with rank-deficient 
SCM when the sources are highly correlated. Nonetheless, this method 
continues suffering from approximation errors when the number of 
HOMs increases. On the contrary, ILRMA provides the worst separa-

tion results among the compared methods both in Fig. 3 and Table 2. In 
fact, ILRMA is a determined approach (#channels=#sources) and thus, 
it doesn’t fully exploit the spatial information provided by the HOMs. 
We remark that both, FASTMNMF and ILRMA operate over the esti-

mated direct sound signal at each sensor location from the propagated 
exterior field coefficients obtained using (16) as in [17,20]. Alterna-

tively, in the proposed approach we operate directly over the estimated 
exterior field coefficients 𝜷̂(𝑓, 𝑡) which allow us to reconstruct the exte-

rior field of the sources in any point outside the source region. In fact, 
as depicted for the two sources scenario, using the estimated exterior 
field coefficients clearly limits the negative effect of the reverberation 
on the separation performance for all the compared methods.

Regarding the proposed approach, we can see that better perfor-

mance is observed with higher number of HOMs. The best average 
SIR and SAR in Table 2 are obtained by the proposed approach when 
𝑄 = 8,16. The separation performance of the proposed approach im-

plicitly relies on the localization which is more accurate with 16 HOMs 
than with 4 and 8 HOMs. As a matter of fact, the weights 𝑤𝑠0 (17) se-
lect the Green’s function in the grid that are located close to the actual 
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Fig. 4. Effect of background noise on the separation performance for 2 female sources using the Proposed method with 𝑁̃ ′ = 3.
positions of the sources. On the other hand, the separation performance 
with respect to the SH order seems to be quite stable for the female 
scenario while, for the case of male sources, in general, higher order 
provides better results. Note that, in general, higher SH order allows 
shifting the spatial alias towards higher frequency values which may 
benefit the source localization, specially when the sources are highly 
correlated.

4.2.3. Robustness against background noise

As explained in [15], the sound field model used in this work offers 
a proficient theoretical solution for dereverberation and noise suppres-

sion when the noise is originated outside the region of interest.

To evaluate the effect of interference noise in the separation per-

formance, we simulated an undesired source (e.g. an air conditioning 
machine on a meeting room) modeled using Gaussian noise randomly 
located outside the region of interest with different SNR levels with re-

spect to the target mixture. Several tests were performed using the room 
setup in Sec. 4.1. In these experiments, the number of target sources is 
limited to two female speech sources, and the SH order in the MNMF 
process is set to 𝑁̃ ′

𝐸
= 3.

Fig. 4 displays the average separation results in terms of SDR with 
respect to the SNR considering different number of arrays and T60. As 
can be seen, the separation performance clearly degrades when SNR<

0 dB while for SNR values above 10 dB the proposed system performs 
similarly. Moreover, as expected, the effect of reverberation and the 
background noise is mitigated when more microphones are used.

5. Conclusions

We proposed a MNMF-based framework in the SH domain that op-

erates directly on the exterior field coefficients. It does so by including 
the propagation model of the SH coefficients achieving the separation of 
the global direct acoustic field independently from the final reconstruc-

tion location. This framework can be used to increase the robustness of 
the audio signal processing techniques against reverberation. We eval-

uated the proposed framework for the task of source separation using 
a dataset with several source locations, type and reverberation condi-

tions. The obtained results demonstrate the robustness of this strategy 
under high reverberation when combined with source separation ap-

proaches.
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