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We present a fully open-source framework for the numerical simulation of Non-Ideal Compressible Fluid Dynamics 
(NICFD). The open-source Computational Fluid Dynamics suite SU2 is coupled to the open-source thermophysical 
library CoolProp, which includes state-of-the-art thermodynamic models of numerous pure fluids and mixtures 
relevant to applications. Accurate thermodynamic models are needed due to non-ideal operating conditions in 
which the fluid thermodynamics cannot be described by the simple ideal-gas law (𝑃𝑣 = 𝑅𝑇 ). The coupling 
interface implements new C++ classes, which allow the automatic exchange of information between SU2 
and CoolProp, and it is made directly available as an additional module integrated into the open-source SU2 
suite. To assess the performance of the NICFD simulation framework, we present three test cases: a nozzle 
flow exhibiting non-ideal thermodynamics effects, a nozzle flow with non-monotone Mach number variation, a 
representative non-ideal gasdynamics effect, and a non-classical rarefaction oblique shock over a wedge. Results 
are verified against available experiment data and solutions obtained with different implementations of non-ideal 
thermodynamics in SU2. Performance of the new framework is assessed on user-friendliness, scalability, solution 
accuracy, and computational efficiency.
1. Introduction

The thermodynamics and gasdynamics of fluid flows in thermody-

namic conditions near the liquid-vapor saturation curve and critical 
point, or the supercritical region, differs significantly from the one pre-

dicted under the ideal, dilute gas assumption, namely, 𝑃𝑣 = 𝑅𝑇 , with 𝑃
pressure, 𝑣 specific volume, 𝑅 gas constant, and 𝑇 temperature. Com-

pared to ideal, dilute-gas conditions, non-ideal thermodynamics results 
in quantitatively different flow evolution. Moreover, non-ideal gas dy-

namics effects might occur, which change the qualitative behavior of the 
flow. Non-ideal gasdynamic effects include non-monotone Mach evolu-

tion along isentropic expansions, Mach-increasing oblique shock waves 
or rarefaction and mixed shock waves. The branch of fluid mechanics 
describing the quantitative and qualitative effects on the flow field due 
to the non-ideal thermodynamics properties is termed Non-Ideal Com-

pressible Fluids Dynamics (NICFD). A review of NICFD fundamentals 
and applications is given in [1]. NICFD is relevant to numerous, het-

erogeneous industrial applications, such as Organic Rankine cycle [2], 

✩ The review of this paper was arranged by Prof. Peter Vincent.

* Corresponding author at: Politecnico di Milano, Department of Aerospace Science and Technology, Via La Masa, 34, Milano, 20156, Italy.

heat pumps [3], supercritical 𝐶𝑂2 power systems [4], Rapid Expansion 
of Supercritical Solution [5].

The compressibility factor

𝑍 = 𝑃𝑣

𝑅𝑇
, (1)

quantifies the deviation of the thermodynamic behavior of the flow 
from ideality. A unit compressibility factor 𝑍 ≡ 1 indicates ideal con-

ditions (𝑃𝑣 ≡ 𝑅𝑇 ), whereas 𝑍 ≠ 1 suggests that the thermodynamics 
no longer abide by the ideal gas law. Quantitatively, non-ideal effects 
become more relevant with 𝑍 departing from unity. In addition, the 
dimensionless fundamental derivative of gasdynamics Γ [6]

Γ = 1 + 𝑐

𝑣

(
𝜕𝑐

𝜕𝑃

)
𝑠
, (2)

with 𝑐 speed of sound, 𝑣 specific volume and 𝑠 entropy, accounts for 
the caloric non-ideality, and its value determines the possibility of the 
occurrence of non-ideal gasdynamics effects. In particular, non-ideal 
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Fig. 1. Classes related to thermophysical models in SU2. Parent classes, child classes, new child classes as interface between SU2 and CoolProp.
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gasdynamics effects are admissible only if Γ < 1. Note that the parame-

ter Γ is constant for an ideal gas with constant specific heats.

Experimental activities are underway to characterize both thermo-

dynamics and gasdynamics non-ideal phenomena. Unfortunately, data 
concerning highly non-ideal flow are still scarce due to the inherent dif-

ficulty of achieving the extreme operating conditions required to attain 
a non-ideal state of the fluid, as reviewed in Ref. [1].

Computational Fluid Dynamics (CFD) is a valuable tool for investi-

gating NICFD flows and designing machinery operating in the NICFD 
regime. In NICFD conditions, the properties of the fluid depart signif-

icantly from those predicted using the ideal gas law, thus requiring 
the use of complex thermodynamic models in CFD codes. Several CFD 
solvers, both open-source [7–9] and commercial [10] have been ex-

tended to accommodate the simulation of non-ideal flow applications. 
In SU2, the integrated thermodynamic library embeds non-ideal fluid 
models such as the van der Waals model, the improved Peng-Robinson 
Stryjek-Vera model (PR), and boundary conditions tailored to NICFD 
flows [7]. The accuracy of the SU2 toolkit for NICFD applications was 
assessed first in Refs. [11,12].

Thermodynamic libraries such as e.g. RefProp [13], FluidProp [14], 
and the open-source CoolProp [15] provide a highly accurate descrip-

tion of thermodynamics and transport properties in NICFD flows. Ref-

Prop and FluidProp are not released open-source.

This paper aims to present a fully open-source framework for the nu-

merical simulation of NICFD flows. The open-source toolkit SU2 suite is 
coupled to the open-source thermophysical library CoolProp [15]. Cool-

Prop is a C++ library implementing pure and pseudo-pure state-of-the-

art fluid models, including models for evaluating transport properties 
for more than 120 substances. Thermodynamic properties are evalu-

ated using a high-accuracy multiparameter equation of state based on 
Helmholtz energy formulations (HEOS). In computationally demand-

ing applications, the thermodynamic state of the fluid may be retrieved 
through efficient tabular interpolation. A CoolProp wrapper is already 
available for the OpenFOAM CFD solver [9].

This paper is organized as follows. In Sec. 2, the coupling of SU2 
and CoolProp is described in detail. In Sec. 3, verification and validation 
results are presented. Assessment of SU2-COOL performance is discussed 
in Sec. 4. Conclusions are drawn in Sec. 5.

2. Code framework and design

2.1. SU2 thermophysical classes

SU2 is an open source computational suite for solving partial differ-
2

ential equation (PDE) problems on unstructured meshes. The core tools 
of the SU2 suite are C++ executables under object-oriented framework. 
Modules in SU2 are designed in a way leveraging class inheritance and 
polymorphism. In these modules, header .hpp and source files .cpp
of classes are stored in include and src subfolders separately. More 
details of code structure can be found in [16].

In SU2, the parent class for defining the thermodynamics model is
CFluidModel where the protected members include pressure, tem-

perature, density, static energy, speed of sound, etc. Its child class 
include CIdealGas providing polytropic ideal gas model (PIG) and

CVanDerWaalsGas, CPengRobinson storing non-ideal polytropic 
van der waals (PVdW) and Peng-Robinson (PR) models. Similarly, the 
parent classes CViscosityModel, CConductivityModel store the 
value of viscosity and conductivity, and both of them have related child 
classes.

The relation between these classes is illustrated in Fig. 1.

2.2. CoolProp library

CoolProp is an open source thermophysical library with C++ codes 
as its cores. It implements the state-of-the-art HEOS for modeling fluid 
thermodynamics and transport properties. All interested thermody-

namic parameters can be computed from the partial derivatives of the 
Helmholtz energy. CoolProp has two interfaces: high level and low level. 
High level interface is more simple to use while low level interface is 
much faster without string comparison and parsing. Hence, low level in 
C++ is used in this work.

At the C++ level, the code is based on the use of a base class Ab-

stractState. The property backends (e.g., HEOS) are required to 
implement a protocol defined by the base class. Once the backend and 
fluid name are given, thermophysical properties can be evaluated from 
any two independent variables. An example of computing density from 
pressure/temperature with HEOS backend for water is:

fluid_entity = std::unique_ptr<CoolProp::AbstractState>(CoolProp

::AbstractState::factory("HEOS", water));

fluid_entity->update(CoolProp::PT_INPUTS, P, T);

rho = fluid_entity->rhomass();

2.3. Interface

The coupling interface linking the open-source thermophysical li-
brary CoolProp to the open-source CFD suite SU2 is based on the imple-
mentation of the following three C++ classes:
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Fig. 2. Flowchart of data exchange between SU2 and CoolProp via c++ class

CCoolProp.

• CCoolProp. General class for computing thermodynamic quanti-

ties (pressure, temperature, entropy, enthalpy) from the conserva-

tive variables density, momentum and total energy density used in 
the CFD solver.

• CCoolPropViscosity. Class for transport property viscosity.

• CCoolPropConductivity. Class for transport property thermal 
conductivity.

Modification of other codes in SU2 is trivial and neglected here.

Fig. 2 conceptualizes the computation of the fluid thermodynamic 
state between SU2 and the CoolProp thermodynamic library. First the 
internal energy 𝑒 is computed from the conservative variables density 
𝜌, momentum 𝑚 and total energy per unit volume 𝐸t as 𝑒 = 𝐸t

𝜌
− 1

2 (
𝑚

𝜌
)2. 

At each iteration of the CFD solver, the (𝜌, 𝑒) tuple (two independent 
thermodynamic variables specifying the current thermodynamic state 
at a grid node) is passed to the CCoolProp class, which then calls the 
required thermodynamic routines within the CoolProp library to com-

pute all thermodynamics quantities. Thermodynamic quantities are then 
passed back to SU2 through the class CCoolProp, and the CFD solver 
proceeds to the next solution step. An analogous implementation is used 
for evaluating transport properties via the CCoolPropViscosity and 
the CCoolPropConductivity classes. These are tasked to compute 
the value of the fluid viscosity and thermal conductivity, respectively.

Notice that in CoolProp, viscosity and conductivity model are not 
available for some fluids. Hence a private member FluidNameList
is defined in class CCoolPropViscosity, CCoolPropConductiv-
ity. Only fluids listed in FluidNameList can update transport prop-

erties using CoolProp library.

2.4. Compilation and use

The SU2-COOL framework is freely available from the master
branch in the SU2 GitHub repository [17]. An automated procedure 
allows to couple SU2 to the CoolProp library by activating the configu-

ration flag

-Denable-coolprop=true during the installation.

The fully command to compile SU2 and CoolProp is:

$./meson.py build -Denable-coolprop=true --prefix=

To use SU2-COOL, only one input is required in the config file: fluid 
name, like:

FLUID_NAME = Water

3. Verification and validation

Three reference test cases are now considered to verify the SU2-

COOLProp framework. The first case in section 3.1 is a nozzle flow ex-

pansion in non-ideal conditions, where only non-ideal thermodynamic 
effects are observed. Simulations are validated against experimental 
results from the TROVA facility of Politecnico di Milano [18]. In sec-

tion 3.2, the second test case addresses non-ideal gasdynamics effects. 
In particular, the non-monotone Mach number evolution in a gasdy-
3

namic nozzle is studied. Finally, the third case in section 3.3 reports on 
Computer Physics Communications 307 (2025) 109394

Fig. 3. Computational domain and boundary conditions. The total temperature 
𝑇t and total pressure 𝑃t are imposed at the inlet. The ambient pressure 𝑃a is set 
at the outlet.

Table 1

Fluid working conditions for the ideal gas and the non-ideal regimes.

Case name Fluid 𝑃t [bar] 𝑇t [Co] 𝑍t Γt 𝑃a [bar]

Ideal 𝑁2 1.00 26.85 0.99 1.20 0.4

Non-ideal MDM 9.04 268.98 0.65 0.47 2.0

numerical simulations of a non-classical rarefaction shock wave over a 
wedge.

3.1. Non-ideal thermodynamics effects in nozzle flows

We consider diatomic nitrogen 𝑁2 and the molecular complex silox-

ane fluid MDM (octamethyltrisiloxane, C8H24Si3O2), expanding to su-

personic speed in a planar converging-diverging nozzle. The test case 
geometry from [18] is available in the tutorial Non-ideal compressible 
flow in a supersonic nozzle in the SU2 repository, see [17]. The compu-

tational domain corresponds to the nozzle internal channel, depicted in 
Fig. 3.

Two working conditions, representative of an ideal and a non-ideal 
regime, are considered and summarized in Table 1, where the subscript 
t and a refer to the total and ambient conditions, respectively.

Experimental data for this test case, together with details concerning 
the setup of the test rig, are reported in [18].

3.1.1. Ideal gas conditions

We start by considering diatomic nitrogen 𝑁2 in ideal, dilute-gas 
conditions, see Table 1. The flow exhibits an ideal behavior since 𝑍t ∼ 1
and Γt > 1. The goal of the present comparison is to verify that the 
solution obtained with the SU2-COOL toolkit using the complex ther-

modynamic models reduces to the one computed by SU2 using the ideal 
gas law in dilute conditions, where the two models predict the same 
properties.

The EULER model is used to simulate the test case under the assump-

tion of inviscid compressible flow according to the boundary layer ap-

proximation. Moreover, the geometry is two-dimensional and the flow is 
assumed to be steady. Since the flow is inviscid, the boundary condition 
at the nozzle wall is a slip, non-penetrating condition. The thermody-

namics model is the HEOS provided by the CoolProp library. The numer-

ical flux is a Roe scheme with a Monotonic Upstream-centered Scheme 
for Conservation Laws (MUSCL) approach. Simulations are evolved over 
pseudo time until a steady condition is achieved. The convergence in-

dicator is the root mean square of the density residual. Convergence is 
achieved if the magnitude of the indicator is lowered by a factor of 9 
orders of magnitude with respect to the initial residual. The maximum 
number of iterations is set to 10 000. The mesh of unstructured triangu-

lar elements is generated using the open-source software Gmsh [19].

In Fig. 4, we compare numerical predictions concerning the static-to-

total pressure ratio 𝑃∕𝑃t and Mach number distribution along the nozzle 
centerline for the three different considered mesh, made of 5 000, 12 000 
and 22 000 elements, respectively. The three plots for the pressure ratio 

and the Mach number on the nozzle centerline shown in Fig. 4a, 4b are 
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Fig. 4. Inviscid ideal case. Flow variables along the centerline of the nozzle for different grids with increasing number of elements 𝑛.

Fig. 5. Inviscid ideal gas. Predicted pressure field (grid 𝑛 = 22000).
perfectly overlapping, suggesting the achievement of a grid-independent 
solution. The grid with 22 000 cells is used for the following analyses. 
The density residual converges in about 650 iterations for the grid with 
22 000 cells.

The predicted pressure field is shown in Fig. 5. The field is continu-

ous, and gradients appear smooth, as expected since the nozzle operates 
at design conditions.

Fig. 6 compares the profile of the static-to-total pressure ratio 𝑃∕𝑃t
extracted along the nozzle centerline against the same quantity com-

puted using the SU2 embedded polytropic (constant specific heats) ideal 
gas model (PIG). The PIG curve (black line) is superimposed on the Cool-

Prop (red line), indicating that in ideal conditions, the solution predicted 
by the proposed framework reduces to the ideal one computed by the 
standard SU2 solver. To better highlight this verification result, we also 
report the maximum difference of the pressure ratio Δ𝑃∕𝑃𝑡 between the 
HEOS and the polytropic ideal-gas model, defined as

Δ𝑃∕𝑃𝑡 = 100 ⋅
||||1 −

(𝑃∕𝑃𝑡)HEOS

(𝑃∕𝑃𝑡)PIG

|||| (3)

From Fig. 6, the maximum Δ𝑃∕𝑃t is around 0.25%, which is negligible.

Viscous-flow simulations are now considered using the Menter’s 
Shear Stress Transport (SST) closure [20]. Transport properties are com-

puted using the CoolProp library. Adiabatic non-slip boundary condi-

tions are set at the wall of the nozzle.

The hybrid grid in Fig. 7 is generated using Gmsh. A structured, 
boundary-layer grid is used close to the nozzle wall; triangular elements 
are used in the outer, inviscid flow. At the wall, the boundary layer grid 
is generated so to ensure that the height of the first layer lies approxi-

mately in the region 𝑦+ ≈ 1. The grid convergence study in Fig. 8 shows 
that a grid with 19 000 elements guarantees grid independence of the 
4

solution. The density residual decreases by 9 orders of magnitudes at the 
Fig. 6. Inviscid ideal gas. Comparison of the distribution of 𝑃∕𝑃t along the 
centerline for the PIG and CoolProp models in ideal conditions and relative dif-

ference (black stars) from the HEOS and the ideal gas model. (For interpretation 
of the colors in the figure(s), the reader is referred to the web version of this ar-

ticle.)

maximum iteration number (10 000 iterations). The pressure along the 
nozzle centerline against the same quantity computed from SU2 with 
PIG is shown in Fig. 9, where the maximum Δ𝑃∕𝑃t is around 0.16%.

3.1.2. Non-ideal conditions

To simulate the flow in the NICFD regime, we consider a molecularly 
complex fluid, namely, siloxane MDM (C8H24O2Si3), and assume the 
non-ideal working conditions summarized in Table 1. Constant viscosity 

and conductivity coefficients are assumed, consistently with the default 
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Fig. 7. Grid for the viscous case with 19 000 hybrid quadrilateral/triangle elements.

Fig. 8. Viscous ideal case. Flow variables along the centerline of the nozzle for different grids with increasing number of elements 𝑛.

 

Fig. 9. Viscous dilute gas case. Comparison of the distribution of 𝑃∕𝑃t along 
the centerline between PIG and CoolProp.

values provided by SU2. The HEOS thermodynamics model is provided 
by the CoolProp library.

The grid convergence study performed in the previous section is 
repeated here for the non-ideal case under both inviscid and viscous 
assumptions. Results are shown in Fig. 10a, 10b. Pressure profiles com-

puted over different grids overlap, confirming grid independence. Con-

vergence requires about 750 steps.

Fig. 11 reports the pressure field predicted by the CFD solution. 
Fig. 12 reports the comparisons of CFD computations using the SU2-

COOL framework against results for different fluid models and methods. 
Results for the Peng-Robinson model (PR) model coded in SU2 and the 
FluidProp library coupled to SU2 are taken from Ref. [7,21]. For the su-

personic portion only, we report predictions obtained using the method 
5

of characteristic for non-ideal fluids (NIMOC) [22]. Experimental data 
available from Ref. [18] are also reported for this test case. Note that 
experimental data are complemented by error bars with minimal am-

plitude, which are very small at the graph scale. The maximum relative 
difference Δ between experiment data and numerical results is smaller 
than 5%, which verifies the accuracy of CoolProp fluid model in the 
non-ideal regime.

3.2. Non-ideal gasdynamics effects in nozzle flows

An interesting non-ideal effect is the non-monotone variation of 
the Mach number along an isentropic expansion. From the quasi-one 
dimensional theory for steady, inviscid, adiabatic flow without body 
forces [23], the Mach number variation along an isentrope abides by

𝑑𝑀

𝑑𝜌
(𝜌; 𝑠,ℎ𝑡) = 𝑀(𝜌; 𝑠,ℎ𝑡)

𝜌

(
1 − Γ(𝑠, 𝜌) − 1

𝑀2(𝜌; 𝑠,ℎ𝑡)

)
. (4)

In the ideal gas regime, Γ > 1, and therefore the Mach number can only 
increase monotonically with decreasing density. However, in non-ideal 
conditions, Γ might be lower than one, thus opening the possibility of 
a nonmonotonic Mach number variation with decreasing density. We 
show this non-ideal gasdynamic effect in a two-dimensional steady, in-

viscid, and isentropic nozzle flow. The test conditions and the geometry 
are taken from Ref. [22]. The geometry of the nozzle is specifically de-

signed to produce the desired non-ideal non-monotonic Mach number 
variation along the centerline. The mesh generated by Gmsh is fully un-

structured with triangular elements.

For the present test case, we consider siloxane fluid MM (𝐶6𝐻18𝑂𝑆𝑖2).

Operating conditions are summarized in Table 2.

The grid convergence study in Fig. 13 shows the Mach number value 
along the centerline for different grid resolutions. A region of non-

monotonic Mach number variation is observed between 𝑥 ≈ 0 and 𝑥 ≈ 5, 
with 𝑥 = 0 the nozzle throat, see Fig. 13. The density residual drops by 
9 orders of magnitude after 800 iterations. The Mach number field pre-
dicted by our CFD framework is shown in Fig. 14.
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Fig. 10. Inviscid non-ideal case. Flow variables along the centerline of the nozzle for different grids with increasing number of elements 𝑛.

Fig. 11. Inviscid non-ideal case. Predicted pressure field (grid n=22 000).
Fig. 12. Non-ideal case under the inviscid and viscous flow assumptions. Distri-

bution of 𝑃∕𝑃t along the centerline against experiments and different models 
and methods already available in the literature. The relative difference is also 
shown.

Table 2

Working conditions for the non-monotone Mach num-

ber test case.

Fluid 𝑃t [bar] 𝑇t [Co] 𝑍𝑡 Γt 𝑃a [bar]

MM 29.5 265 0.29 4.03 4

The comparison of numerical prediction between the standard SU2 
6

solver with the PR model, the NIMOC-CoolProp solver, and the present 
Fig. 13. Grid convergence study for the non-monotone Mach number test case.

SU2-COOL framework are reported in Figs. 15(a-f), for the static pres-

sure, the static temperature, the static density, the compressibility fac-

tor, the Mach number, and the derivative of the Mach number w.r.t. the 
density from the post-process results. From Fig. 15f, 𝑑𝑀∕𝑑𝜌 is negative 
except for 𝑥 ∈ [2, 3.5] mm, see Fig. 15e.

NIMOC-CoolProp and SU2-COOL deliver identical results, thus con-

firming the correctness of the implementation. As expected, the density 
computed by the PR model, and hence the compressibility factor and the 
Mach number derivatives, differs significantly from the one obtained by 
the more accurate HEOS model, a well-known limitation of cubic equa-
tions of state.
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Fig. 14. Non-monotone Mach number test case. Predicted Mach number field (grid 𝑛 = 18000).

Fig. 15. Non-monotone Mach number test case. Distribution of flow variables along the centerline. Comparison between results obtained with SU2 PR, SU2 CoolProp, 
7

NIMOC CoolProp.
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Fig. 16. Geometry and computational mesh used in the computation of the non-classical shock wave case.

1
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3

4

5

Table 3

Non-classical rarefaction shock wave. Pre-shock state 
(pressure, density, temperature reduced by fluid critical 
values, 𝑍, Γ calculated using CoolProp).

Fluid 𝑃1 𝜌1 𝑇1 𝑀1 𝑍1 Γ1

MD4M 0.99 0.80 0.99 1.70 0.33 0.33

Table 4

Shock angle (de-

gree) obtained from 
theory and CFD.

Theory 36.506

CFD 36.607

3.3. Non-classical oblique shock wave

The third test case concerns a non-classical rarefaction shock wave 
over a wedge, which is physically admissible only if the shock crosses 
or it is embedded in the Γ < 0 region [6]. The computational domain 
is the same of Ref. [21] except the deflection angle is smaller, see in 
Fig. 16a. The fluid and working conditions ahead of the shock are listed 
in Table 3. Note that we identify the pre-shock state with subscript 1, 
whereas we employ subscript 2 for labeling the post-shock variables. 
The mesh with 140k elements is obtained with gradient-density mesh 
adaptation as described in Ref. [24], see Fig. 16b.

A grid convergence study is performed in terms of 𝑃∕𝑃𝑐 , Mach num-

ber, 𝜌∕𝜌𝑐 and Γ along 𝑦 = 0.3 mm, shown in Fig. 17.

The considered grids are composed by 22k, 40k, 74k, and 140k ele-

ments. The curves associated to the n=74k and n=140k grids overlap. 
Residual of density decreases by orders of 3 and becomes constant after 
around 1000 steps.

The Mach number, reduced pressure and reduced density decrease 
rapidly around 𝑋 = 0.4 mm, which indicates the existence of the rar-

efaction shock. The corresponding negative Γ can be found in Fig. 17d. 
The computed shock angle agrees with the theoretical prediction, see 
Table 4. The predicted pressure field is shown in Fig. 18.

Not surprisingly, the pressure field presents two homogeneous re-

gions of uniform pressure separated by the oblique non-classical rar-

efaction shock. Across the shock, the static pressure drops about 10% 
of its upstream value. The post-shock states predicted numerically using 
the SU2-PVdW, SU2-PR, and our SU2-COOLProp framework are com-
8

pared in Table 5. The results obtained with PVdW obviously differ from 
Table 5

Non-classical rarefaction shock wave. Post-shock states were eval-

uated using different fluid models (density, pressure, and temper-

ature reduced by fluid critical values).

Model 𝑃2 𝜌2 𝑇2 𝑀2 𝑍2 Γ2

PVdW 0.922 0.493 0.983 1.377 0.509 0.245

PR 0.889 0.518 0.988 1.409 0.533 0.147

CoolProp 0.887 0.522 0.991 1.307 0.458 0.007

others. The difference of 𝑍2, Γ2 from PR and CoolProp is large, 13%, 95%
respectively.

4. Assessment of performance

In this section, the performance of the new framework SU2-COOL is 
assessed from different aspects.

4.1. User-friendliness

SU2-COOL is more user-friendly compared with SU2-PIG, SU2-PVdW 
and SU2-PR. The latter three required trivial inputs which are indepen-

dent on thermodynamics states: specific heat ratio 𝛾 , gas constant R, 
acentric factor 𝜔, critical pressure/temperature 𝑃𝑐 , 𝑇𝑐 of the given fluid 
from users. By comparison, the only input from user for SU2-COOL is 
the fluid name and trivial inputs are pre-stored in CoolProp library. For 
example, to switch PIG to CoolProp, an comparison of config file for 
defining fluid model of Nitrogen 𝑁2 is shown:

# SU2-PIG

FLUID_MODEL = IDEAL_GAS

# SU2-COOL

FLUID_MODEL = COOLPROP

FLUID_NAME = Nitrogen

4.2. Scalability

To assess the scalability of SU2-COOL, the computational time is 
compared for the same simulation with increasing number of grid ele-

ments and increasing number of CPU cores for parallel computation. All 
three test cases in Sec. 3 are considered. Note that in first test case only 
inviscid non-ideal conditions are considered. For simplicity, we label the 
non-ideal thermodynamics nozzle as Nozzle A, non-ideal gasdynamics 
nozzle as Nozzle B and the non-classical oblique shock as NCSHOCK.

For each test case, only either number of grid elements or number of 
CPU cores is different while other numerical setup is same. All simula-
tion run for 100 steps. Results are shown in Fig. 19. The time along y axis 
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Fig. 17. Non-classical rarefaction shock wave. Grid convergence study in terms of 𝑃∕𝑃𝑐 , Mach number, 𝜌∕𝜌𝑐 and Γ along 𝑦 = 0.3 mm.
Fig. 18. Non-classical rarefaction shock wave. Predicted pressure field (n=140k 
grid).

in Fig. 19a, 19b is normalized by the least time related to the coarsest 
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grid or the most number of CPU cores, respectively. The computational 
time increases with the number of grid elements almost linearly, which 
indicates the computation time will not explode with increasing work-

loads. Besides, the computational time decreases with number of CPU 
cores approximately quadratically. Hence, we can expect the computa-

tional time will decrease dramatically with increasing number of CPU 
cores. Results in Fig. 19 show good scalability of SU2-COOL.

4.3. Solution accuracy

In Sec. 3, SU2-COOL has been verified by considering three test 
cases. In first non-ideal thermodynamics nozzle case, results from SU2-

COOL agree well with results from other NICFD solvers and experi-

ment data, with maximum difference less than 5% under viscous/invis-

cid ideal/non-ideal conditions. In second non-ideal gasdynamics noz-

zle case, results from SU2-COOL and NIMOC-CoolProp are identical. 
The density obtained from SU2-COOL and SU2-PR differ, and the dif-

ference increases with decreasing 𝑍𝑡 or increasing flow non-ideality, 
which shows the advantage of SU2-COOL under highly non-ideal condi-

tions. In third non-classical rarefaction oblique shock case, results from 
SU2-PVdW differ from those from SU2-PR and SU2-COOL. Generally, 
PVdW model lose accuracy under highly non-ideal conditions. As re-

ported in [25], the value of Γ computed from PR is smaller than that 
from multiparameter equation of state near critical point. Therefore, it 
is possible that under a certain working condition, Γ computed from 
SU2-PR is negative, opening the possibility of non-classical rarefaction 
shock; while Γ computed from SU2-COOL is positive and only classical 
compression shock can occur. Overall, it is necessary to use SU2-COOL 

for highly non-ideal flow to predict the flow field accurately.
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Fig. 19. Assessment of scalability with increasing workload and CPU cores with other numerical setup same. All simulations stop after 100 iterations.
Table 6

Computational time for simulations with different 
NICFD solver with same numerical setup. Time is nor-

malized by the value related to SU2-PVdW in each test 
case. All simulations stop after 100 steps.

Solver Nozzle A Nozzle B NCSHOCK

SU2-PVdW 1 1 1

SU2-PR 1.04 1.13 0.90

SU2-COOL 5.51 5.11 4.45

SU2-FluidProp 6.10 5.80 5.61

4.4. Computation efficiency

To assess the computational efficiency of SU2-COOL, the computa-

tional time is compared with other NICFD solver for three test cases with 
same numerical setup.

The results are summarized in Table 6. The computational time re-

quired by SU2-COOL is around five times longer than that by SU2-PVdW 
and SU2-PR. It is not surprising since at each iteration, SU2-COOL need 
call the external CoolProp library which implements the highly accu-

rate but much more complex HEOS. Time spent by SU2-COOL and 
SU2-FluidProp is about the same since both of them call external ther-

mophysical library.

5. Conclusion

The SU2-COOL solver, a fully open-source CFD framework for the nu-

merical simulation of Non-Ideal Compressible Fluid Dynamics (NICFD) 
flows, is developed and verified. The framework interfaces two open-

source software, namely, the CFD toolkit SU2 and the thermophysical 
library CoolProp. Two reference nozzle flow test cases are employed to 
verify the implementation, considering diverse fluids, thermodynamic 
models, and operating conditions. A non-classical centered Prandtl-

Meyer expansion shock is also presented. The solution is verified against 
reference data from established solvers and validated against available 
measurements. Performance of SU2-COOL is also assessed.

The SU2-COOL framework is freely available from the master

branch in the SU2 GitHub repository [17]. The case files and data re-

lated to all test cases reported in this work can be obtained from [26]. 
Thanks to the integration with the CoolProp library, the software ex-

tends the current SU2 NICFD solver, which relies on a limited, embedded 
thermophysical library for NICFD computations, to an open-source ther-

modynamics library implementing very accurate technical and reference 
10

equations of state for pure fluids and mixtures.
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